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Enhancement of train routing and scheduling at a
terminal station with constraints programming
and temporal decomposition

Joaquin Rodriguez
INRETS (Institut National de Recherche sur les Transpdrtesue Sécurité),
20, rue Elisée Reclus, F-59666 Villeneuve d’Ascq Cedexnea

Résumé

Scheduling is the process of allocating resources to desvover time. In a
scheduling problem, resources are scarce and constraineatious ways (e.g.
in the order of activities and the capacity of resources), @ame is looking for a
schedule of the activities that both satisfies the condtraind is optimal according
to some criteria.

This paper deals with an extension of a constraint-basegdsting model of
real time management of train traffic through junctions aardé stations. This
extension allows the improvement of the model of conflictsieen trains running
in opposite directions with the use of state resources. dklg¢darge instances, a
temporal decomposition has been used. We tested the modielgorithms by
applying to problem instances of a real terminal stationm@atational results
show that with the temporal decomposition method we are tablebtain good
solution in short computation time.

keywords : real time traffic management, train routing and scheduliegpporal de-
composition, opposite direction conflicts

1 Introduction

The railway industry has to improve the quality of serviceyided in order to
increase freight and passenger market-shares. One imppaismeter that affects the
quality of service is efficiency and the effective use of tegses. To achieve this aim,
one solution is the use of computer-aided systems in plgnaimd traffic control. A
significant part of these computer-aided systems involvesriodel and the solution
method of the optimisation problem, associated with réabtions and decisions to be
taken.

Concerning traffic control at a station, the operator musfgoe the following
tasks :

1. Analyse and select relevant information coming from taklfi
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2. Compare data with planned schedules,

3. Detect or anticipate conflicts,

4. Select and evaluate alternative solutions that reduegsleaused by conflicts,
5. Choose and implement a solution.

Task (iv) can be formulated as an optimisation problem. Titodlem consists in
defining a schedule in real time for all the trains circulgtin the station. For each
train it is necessary to define a routing in the station arebthe sequence of use of
track segments and platforms. In case of disturbancespieetive is to minimise the
delays.

In aterminal station, the inbound and outbound trains catrra common segment
of the track in opposite directions. This leads to oppositeation conflicts which are
difficult to manage as they consume unequal capacity in casgawith the other
types of conflicts. As mentioned by Carey and Carville [5]yba&tions may be the
most complex part of the network to schedule.

In this context, a computer-based assistance can be usetptovie the quality
of the final solution. The model and the solution method ig pathe computer-aid
system ; nevertheless, the final decision must be left to pleeator.

During the last decade, the problem of railway traffic mamaget has been ad-
dressed many times. For an overview of the proposed appesaatader should refer
to the articles of Bussieck at al. [4], Cordeau at al. [8] addnifjuist [28].

Most of published results deals with routing and schedutiamps at strategic and
tactic decision level. and deal with simplified models, iniebhstations have often
unlimited capacity. But there is a limited amount of pubdidhworks on routing and
scheduling trains at busy stations.

Zwaneveld et al. [31] consider the routing of trains througilway stations, given
the detailed layout of the stations and a tentative timetalhiey formulate the problem
as a weighted node packing problem and develop an algorithsofving this routing
problem to optimality. Following this work, Lusby [19] prsts a novel formulation
as a set packing problem but without computational resMBasquez and al. [29]
use also a set packing problem formulation of the tacticdl@perational problem of
routing and scheduling trains. Good results are obtainea fiest example with 8 trains
running through a junction

Carey and Carville [5] develop scheduling heuristics agails to those success-
fully adopted by train planners. They considers one traia tine and defines for it
an arrival time, a departure time and a platform. If there é®aflict in the schedule,
arrival or departure times for some train are increased tinetie is no longer a conflict.

Other published works are Dariano at al. [9] and Flamini e{®)]. They both
used the alternative graph formulation of Mascis and Pegltig21], which allows
modelling job shop scheduling problems with blocking caoaists. In [9], the model
is used to forecast and minimise delay propagation, the tiorezon of the problem
is decomposed into tractable intervals to be solved in cesc@omputational tests
are carried out on the dispatching Utrecht Den Bosch arefd.Oln the train schedul-
ing problem of a metro rail terminus is modelled and solvea &scriteria job shop
scheduling problem.
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Like Spzigel [27], we also proposed in [26] a job shop modelbf the traffic man-
agement problem at junction. The model is formulated with@straint programming
approach. The last updated and detailed formulation of theéetis in [25]. In this pa-
per, we present an extension of the model of [25] by ustage resource constraints
These kinds of constraint are redundant constraints. Ete ssource constraints al-
low a better management of opposite direction conflicts maugiin a terminal station.

The paper is organised as follows : the CBS formulation of#tilevay traffic man-
agement is introduced in section 2. Within the frameworkhig tnodel, we define in
section 3 the management of the opposite direction condliststhe state resources
constraints associated. Section 4 presents a global antp@tal decomposition solu-
tion method. Section 5 gives the results obtained with golhstances from traffic of
the Lille-Flandres railway station.

2 Constraint programming model

Like Spzigel [27], the basic idea of the model is tlaatrain passing through a
junction is a jobAccording to scheduling theory, the concept of job is a setifities
linked by a set of precedence constraints. The movement @iirais a sequence of
activities. Each activity is an elementary movement of taatthrough a track circuit.
This is illustrated in figure 1.

As the train remains on track circuit until the next one beesmavailable for run-
ning, this limitation is named a “blocking constraint” inh&dluling theory. Therefore
our model is similar to that dflocking job shop scheduling probldgiy 21].

ack circui

| — I I

activity i I activity i+/ 'éctivity i+2

FiG. 1 — Train movement as a sequence of activities

The constraints of our model will be outlined briefly (theseaimore detailed for-

mulation in [25]). The constraints of the problem can be folated as follows :

— As each track circuit is a resource, the choice of a route feain is turned into
resource assignments for a sequence of activities. A @nsgnumerates the
combination of tuples of values allowed for the route andKkreircuit variables.

— The track circuits are modelled as unary resources, thitsléo the constraint
that two activities requiring the resource cannot ovenfejime.

— Within the duration of an activity, we distinguish the dgien phase. For each
train, a constraint links the route values with the earlatt and finish time of
detection phase of each activity.
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— For each activity, a waiting time variable models the tiperg when the next
resource is not available. This time is added in the expragsi the duration of
the activity.

— The headway constraint between successive trains due toldbk signalling
system is formulated with a “synchronisation constraibét us consider a block
signalling system with two aspects. In that case, a traiarera block if no train
is detected inside. Therefore, to enter a block, all ressiod the track circuits
inside the block must be available at the same time. The starach activity
related to one block has to synchronisedwith the start of the detection on
the first track circuit of the block. For the general case ofatk system with
n aspects, the synchronisation is established with the mrdran the first track
circuit of then — 2" previous block (e.g. see hatched rectangles:fer 3 in
figure 2).

track
[ detection

77772 block synchronization

e

Ear

block
—i

activity duration

L
|

time

FIG. 2 — Gantt chart of activities for 3-aspect block signallaygtem

For train scheduling, the criterion frequently used is tine ®f train delays caused
by conflicts. This criterion is formulated with the sum of theiting time variables.

3 Management of opposite direction conflicts

In this section we introduce the problem of managing the sjtealirection con-
flicts. Then, we present the use of a state resource to maoaleish of one circulation
direction in a sequence of track circuits.

When two trains need to run through a common track, let us elefin”conflict
sequence” the common sequence of track circuits requegtiekirains.

Figure 3 illustrates an opposite direction conflict. Theftioris due to the direction
E of the routeR1 of ¢trainl and the directiod? of the routeR2 of train2. The
opposite directions of the routes yield the conflict seqeerfd :< 21, 22, 23, 24 >.

The search algorithm for a feasible schedule with the CBSehiscased on rank
decision of activities. For the case of a conflict sequenteden routes running in the
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directions
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FiG. 3 — An opposite direction conflict

same direction, a rank decision on one activity impliesatlks of the other activities.
This propagation of the rank decision is due to the blockiogstraint of the model
(see section 2).

However, in the case of an opposite direction conflict, there propagation of
the rank decisionsall the activities of the conflict sequence have to be ran¥éaen
there are opposite direction conflicts, the search alguorithill slow down as it needs
more backtracks to find feasible ranks.

To propagate the rank decisions along the activities of gposite direction con-
flicts, we suggest extending the CBS model by using statauress.

A state resource is characterised as follows :

— It has an infinite capacity,

— The state can vary over time,

— Each activity may, during its execution, require it to baigiven state,

— Two activities may not overlap if they require incompatibtates.

In the context of a railway traffic optimisation problem, atstresource models the
allowed running direction during time along the conflict seqce. Therefore a state
resource with 2 states (one for each direction) is assattateach conflict sequence.
In the example of figure 3, a state resource with statemndV is associated to the
conflict sequencef1.

The management of opposite conflicts with state resourdestailated with three
constraints. The first constraint isweta-constraintlt is a logical relation between a
route assignment and the state resource constraint desdierwards.

To formulate this constraint, let(t) be the variable of the route of a trainlet
R’ be a route running through a conflict sequeage SRCHt, cfi, state) denotes the
constraint for a trairt requesting the state resourcedgt in statestate. The meta-
constraint to post a state resource constraint is :

(r(t) = R") = SRCI{t, cfi, state). 1)

The second constraint isc@vering constrainbetween the set of the activities of
the conflict sequence and a dummy activity associated todh#lict sequence. Let
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activity(t, z;) be the activity of the elementary movement of traithrough a track
circuit z; andactivity(¢, cfi) be the dummy activity associated to the conflict sequence
cfi. The covering constraint is :

activity(t, cfi) = coverg U activity(t, z;)). (2)
zi€cfi

The third constraint links the covering activity with that& resource :
SRCH{(t, cfi, state) = activity(t, cfi).requirescfi.resource, state). 3)

The constraints (1) (2) and (3) mean that when the tr&rentering on the conflict
sequencefi, the running direction offi associated tatate will be constant from
the start time of the first activity until the end time of thstlactivity.

To illustrate these constraints, let us consider the exarapfigure 3. If a train
is running on routeR1 (resp.R2), the state resource associated:fd must be on
the stateF (resp.W) during the running through all the track circuits @f 7. The
constraints for the state resource constraints of traims:1 andtrain2 are :

(r(trainl) = R1) = SRC{trainl,cf1, E),

(r(train2) = R2) = SRC{train2,cf1, W),

activity(trainl, cf1) = coversactivityi, activity, activitys, activity}),
activity(train2, cf1) = coversactivity?, activitys, activitys, activity3, ),
SRC{trainl, cf1, E) = activity(trainl, cf1).requiregcf1.resource, F),
SRC{(train2, cf1, W) = activity(train2, cf1).requiregcf1.resource, W).

The rank decisions to arbitrate the conflicts between traiag: 1, train2 requir-
ing the track circuits of f 7 will be translated as one of the rank decisiangivity; <
activity] or activity; < activity}. This result is obtained by the constraints
SRC{trainl,cf1,E) and SRC{train2,cf1,W) which propagates any decision
along the conflict sequence.

4 Solution methods

Subsequently, section 4.1 gives a brief presentation oktiation methods for
solving a constraint programming model, section 4.2 fosusea complete method to
solve our CBS model and section 4.3 present the temporahagasition heuristic.

4.1 Solution method for a CP model

In a CP model, alomainis the set of values a variable can takanstraintsrep-
resent the combinations of values authorised for a problensolve a problem, the
method is roughly a search tree where two steps are perfaatreath node :

— A labellingprocedure applies to variables,

— A consistencyprocedure applies to constraints.
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During the labelling procedure, a value of the domain vdeigselected. Theurrent
domainof that variable is reduced to the selected value. This domegiuction triggers
other domain reductions through the consistency proceddhen the domain of a
variable is empty, there is no solution in the sub-tree. érflditter case, a new value from
a previous labelling variable is tried. A feasible solutisrfound when all variables
have been labelled.

A consistency (or constraint propagation) procedure reaaa@alues which are in-
consistent with the constraints. Several types of consigtéiave been defined, for
example arc-consistency [20], path-consistency [22]piksistency [11] and arc-B-
consistency [18].

In the case of a CSP with an objective function, the resatutiethod usesBranch
and Boundalgorithm. For a problem which involves minimising a criterc, each time
a solution is found with a value* for the criterion, the constraint < ¢* is added to
the model for all the other nodes in the search tree.

The performance of a CSP resolution method depends on thsée frarameters :
the variable and value selection order of the instantigtimtedure, the consistency
procedure(s) and the backtracking technique.

4.2 Solution method for the CBS model

According to the classification of the conventional scheadyproblems, the prob-
lem of the CBS model of section 2 is a joint scheduling andcalfimn problems i.e.
there are degrees of freedom for deciding both which aE#/to perform and when,
and which resources to allocate to these activities.

The first step of the solution method is to solve the allocatimblem, after that,
we search for a solution to the scheduling problem.

For the experiments presented in this paper, the allocatioblem is solved with
acomplete labelling proceduref the route variables of the trains. A static order based
on the domain size has been used.

The scheduling problem has been resolved bgxact methodaken from the llog
Scheduler library [15, 2]. The algorithm uses the followstgps :

1 Select a resource among the resources required by unoraietieities.

2 Select the activity to execute first among the unorderedities that require the
chosen resource. Post the corresponding precedenceaintsstKeep the other
activities as alternatives to be tried upon backtracking.

3 lterate step 2 until all the activities that require the @rosesource have been put in
order.

4 Iterate steps 1 to 3 until all the activities that require enowon resource have been
put in order.

In step 1, the resource selected is the one whose "slack’rigmal. The slack is
the difference between the availability (or "supply”) ofesource and the demand for
the resource over a specific period of time ([15]). The slaakguivalent to a measure
of the criticality of a resource. In step 2, the activity tthedule first is the activity with
the minimal earliest start time and, in case of ties, thevéigtwith the minimal latest
start time.
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In the first experiments to use this algorithm, we obtainedkitene performances.
The algorithm could not find a feasible solution of many insts within the time limit.
Like in [1], to improve the algorithm, we start withgaeedy algorithmmo find in a short
time a feasible solution. The greedy algorithm used applyell known dispatching
rule : First Come First Served (FCFS). The upper bound of titrerion is set with the
solution of the greedy algorithm and we proceed with the datieg algorithm.

With regard to consistency procedures, in addition to thlecansistency, three
mechanisms are used to propagate the resource utilisaiitsiraints and adjust the
time limits of activities [17] :

— The first mechanism relies on an explicit timetable of theatimn of resource

utilisation and resource availability over time.

— The second mechanism is the “disjunctive constraint ggafian”; it consists in

maintaining arc-B-consistency [18] on temporal constsain

— The third mechanism known as “edge finding” [6], consideraitrary set of

activitiesQ) U A; requiring the same resource and determines whethenust
take place before or after all activitiesh
These three propagation mechanisms make it possible t@ pnany non-feasible de-
cisions by adjusting the time limits of activities and thogrove the efficiency of the
search.

Backtracking signifies the choice of a new node to explorés Thoice is made
after finding a feasible solution or proving that there is otuton in the sub-tree
of the current node. For all results reported here, we halyeused thechronological
backtracking the new node to explore is the last variable labelled ; iflathain values
of this variable have been tested, backtracking moves tpréagous variable.

4.3 Temporal decomposition

Applying the previous solution method to scenarios of hetazffic of a large sta-
tion can result into computationally intractable instas)cEo overcome the difficulty
we have used a decomposition approach.

Many authors [23, 24, 3] have studied the benefits of tempdeabmposition
heuristics. The methods allow to quickly obtain solutioos large-scale scheduling
problems. In these methods, only a small subsection of thiedrois dealt with at a
time, thus reducing the combinatorial complexity of thelpeon.

The objective of the temporal decomposition process is tttiga the given prob-
lem’s time window based on an analysis of resource contentio

We assume that the number of trains is a good function to aialine resource
contention during an interval. Therefore, the number ahfrés used to select the best
partition. For each subinterval, a subproblem is createdver the initial time window.

Let P, be the initial problem associated to an ordered set of drain
T =< t1,...,ty >. The setT is sorted according to the earliest start time of the
first activity of each train. Lef; be the number of subintervals for the initial time win-
dow.P; denotes the subproblem Bfassociated to the subintervallhe sets of trains
T; are disjoint subsets @f such as :

Ti:<tl-‘r(i—l)x\_%]""’tiXI_%J >, izl,...,Id—l
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TId =< tl-‘r(ld—l)xl_%J’""tN >

With the temporal decomposition heuristic, the solutiorthe initial problem is
composed by the subproblem solutions but global feagibilits to be guaranteed. In
our model, the capacity and the state constraints of theiress are global constraints,
e.g. they apply to the resources used by all trains. Thedmbtmnstraints ensure the
coordination in order to avoid infeasibilities of the camnsted solution. Other coordi-
nation constraints are also posted in order to consideigelbetween trains (use of
same rolling stock, connections, . ..) for different suliyppems.

The algorithm is applied to each subproblem, a stopping itiondimits the CPU
time spent for solving each subproblem.

5 The computational results

In this section we presents the experiments to evaluateetsgurce constraints
extension of the CBS model. Then, the temporal decompadiguristic is compared
to the global resolution procedure of the problem.

5.1 The infrastructures considered

Douai

Lile Délvrance

FIG. 4 — The layout of the Lille-Flandres station

To evaluate the impact of modelling the opposite directionflicts, a real case
study of a terminal station has been considered. It is th®staf Lille-Flandres, the
main station of Lille in the North of France (see Figure 4).

In the Lille-Flandres station, there are Regional trainggd City trains and TGV
trains. The station is connected to 7 lines, trains can@aivl7 platforms. Almost all
tracks have the possibility of running in both directionieTrunning distance of the
routes is more or less 4 kilometres within 6 minutes of rugrime.

5.2 Numerical instances

For this experimental study, a sets of 10 problem instan@gs wonsidered (Table
1).
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CBS CBS + SRCt

Inst. |T| | #variables # constraints # variables # constraints
1 6 1950 2247 2939 3822
2 8 2548 2748 3834 4774
3 10 3430 3527 6840 8567
4 12 4040 4032 8051 9986
5 14 4427 4685 7850 9753
6 16 5284 5376 9952 12257
7 18 5895 5875 11141 13487,
8 20 6499 6392 12525 15218
9 22 7233 7095 13933 17004
10 24 7594 7430 14671 17907,

TAB. 1 — Instances characteristics

The instances are generated by selecting train movememsreal timetable. To
get difficult instances, the start time and the initial reubé trains are set in order to
increase the number of potential conflicts.

In table 1, the columns headed “CBS” refer to the figures ofcthrestraints based
scheduling model of section 2. The columns headed “CBS+SiR€trs to the figures
of the CBS model extended with the state resource constrd@scribed in section 3.

These figures show that there are almost as many variablesssaints. The addi-
tion of the state resource constraints increases signifycdue number of variables and
constraints and therefore the time needed to set up the nidueincrease in variables
(resp. constraints) for the 10 instances is between 33% &¥d(desp. 41% and 58%).

The number of state resources is between 64 and 411 and tHeenofractivities
is between 10 and 30.

5.3 Evaluation of the state resource extension

For all the experiments, a limit of 180 seconds of CPU timelieen set.

Table 2 compares the CSB model (section 2) and the extensibntie state
resource constraints (section 3). The results were olgtaiith the resolution method
of section 4.2. The column headings in the table have theviiiig meanings :

Inst. : the instance number,

|T| : the number of trains,
GS : the greedy solution value found,
BS : the best solution value found by the method within thestiimit,
GAP % : the percentage improvement over the greedy solution,
CPU : the CPU time needed to find the best solution (expresssztonds),
Columns 4-6 and 7-10 show the results with the CBS model anéxtension,
respectively.

With the CBS model, only one optimal solution has been fouittiw the time
limit. For the instances #6,#9,#10 no better solution thargreedy one has been found.
The rate of improvement between the greedy solution anddbedolution found is 32
%.
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CBS CBS + SRCt
Inst. |T|| GS* | BS* | % GAP’ | CPU | BS® | % GAP’ | CPU
1 6 242 0 100 1,11 0 100 1,22
2 8 | 975 | 365 62.56 1,58 | 79" 91.9 1,79
3 10 | 1434 | 928 35.29 1,61 | 87" 93.93 39,22
4 12 | 1806 | 1064 | 41.09 | 124,48| 98" 94.57 | 146,96
5 14 | 1468 | 1119| 23.77 39,87 | 302 79.43 64,19
6 16 | 1304 | 1304 0 1,64 635 51.3 88,03
7 18 | 1880 | 1304 | 30.64 2,65 | 955 49.2 30,02
8 20 | 2252 | 1676| 25.58 2,67 | 966 57.1 85,27
9 22 | 2294 | 2294 0 2,1 1252 | 45.42 | 147,33
10 24 | 2294 | 2294 0 2,3 1294 | 43.59 38,24
¥ Optimal solution
n seconds

bRelative gap of delays in %,i.e., 184GS - BS)/GS
¢ In seconds using a 1.66 GHz Inf@l Duo CoreTM T2300 processor, llog Solver 5.3 and llog Scherdbil2

TAB. 2 — CBS formulation versus the state resource constraitdéssion

With the extended CBS+SRCt model 4 optimal solutions hawnideund. For
all the instances, we obtain a good improvement of the smidtund after the greedy
solution. The propagation of the state resource conssralluws a significant reduction
of the search space. This enables the improvement of thayqofihe solution within
the time limit. We can notice that the instances #1 to #5 hatebrate of improvement
than the instances #6 to #10. The rate of improvement witrexttended CBS+SRCt
model for all instances is 70 %, which is twice as efficientteess ©BS model. From
this set of experiments, we can conclude that the state mes@onstraints enhances
the previous CBS model.

These optimisation models have been integrated withimuariools for processing
and displaying the results. For example, the figure showsligmday tool of a Gantt
chart with the best solution for instance #10. This type of permits detailed analysis
of the solutions and allows us to identify the critical reszms for a journey.

5.4 Temporal decomposition method

Table 3 compare the results obtained with a global resalutiethod and the tem-
poral decomposition method with the paramdtee 2.

Columns 4-6 and 7-10 show the results with the global and ¢eatpglecomposi-
tion, respectively.

From the results of instances #1, #2, #3, #4, we can noticatythat the temporal
decomposition approach gives sub-optimal solutions.

On the other hand, temporal decomposition gives bettettseisuterms of delay
minimisation for the larger instances (#6 to #10). The rdtenprovement over the
greedy solution for these instances is 82 %. With the gloppt@ach the rate of im-
provement for these instances is only 49 %.

From this set of experiments, we can conclude that the ghyfiaioach gives better
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FiG. 5 — Tool for displaying the Gantt chart for a solution

results for instances up to 14 trains (instances #1 to #5)omethis size, a temporal
decomposition allow to keep almost the same quality of smistin less than 180
seconds thus being suitable for real time purposes.

6 Conclusion

The model of the train routing and scheduling problem that been presented
is able to consider a large number of technical and comniaricéaacteristics drawn
from real situations. Trials with problems of increasingesi have shown that good
quality solutions can be obtained with processing timestvare compatible with the
operational constraints.

The state resource constraints show very promising reisultdation to the reso-
lution performances. We have shown that a temporal decatigpokeuristic has also
very good performances from the points of view of the qualithe solutions and the
computational time for the larger instances.

Potential improvements to the resolution method relate to :

— evaluating other techniques used to break down the protoenake it possible

to resolve large-sized problems,

— investigating the benefit of using search heuristics sgchlS (Limited Dis-
crepancy Search [12])) or DDS (Depth-bounded Discrepareayc [30]) which
have produced good results for some CSPs.

As has already been stated by Tornquist [28], many modelshwnse other ap-
proaches have also provided very interesting results foilasi problems (e.g. [9]).
The lack of publicly available data on problem instancesmsédhat it is impossible
to compare the benefits and disadvantages of the differenbaphes. Comparisons of
this type could result in hybrid models which include somesfagions Research al-
gorithms or graph theory algorithms in a CP model. The phblisresults on the used
of hybrid approaches for scheduling problems in other sghésee [16, 13, 14]) show
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Global Temporal decompositior]
Inst. #trains| GS* | B | % GAP’ | CPU | BS* | % GAP’ | CPWf
6 242 0 100 1,22 7 97.11 1,12

8 975 | 79" 91.9 1,79 | 86 91.18 1,28
10 1434 | 87" 93.93 | 39,22 | 87 93.93 2,69
12 1806 | 98" 94.57 | 146,96| 105 | 94.19 7,4
14 1468 | 302 79.43 | 64,19 | 781 46.8 90,27
16 1304 | 635 51.3 88,03 | 370 | 71.63 | 94,95
18 1880 | 955 49.2 30,02 | 370 | 80.32 | 147,48
20 2252 | 966 57.1 85,27 | 381 | 83.08 | 132,17
22 2294 | 1252 | 45.42 | 147,33| 344 85 94,64
10 24 2294 | 1294 | 4359 | 38,24 | 235 | 89.76 | 99,63

*
Optimal solution
n seconds
bRelative gap of delays in %,i.e., 184GS - BS)/GS
¢ In seconds using a 1.66 GHz Inf@l Duo CoreTM T2300 processor, llog Solver 5.3 and llog Scherdbil2

O©CoO~NOOOUTA,WNLE

TAB. 3 — Global resolution versus temporal decomposition

that this is a very promising direction for research.

Acknowledgements

This work has been partially supported by Conseil régiormatiNPas de Calais and
European Union research funds (FEDER).

Références

[1] P. Baptiste, C. Le Pape, and W. Nuijten. Constraint-daggimization and ap-
proximation for job-shop scheduling. Rroceedings of the AAAI-SIGMAN Work-
shop on Intelligent Manufacturing Systems, 1IJOMbntréal, Québec, 1995.

[2] Philippe Baptiste A Theoretical and Experimental Study of Resource Congtrain
Propagation PhD thesis, University of Compiégne, 1998.

[3] Matthew H. Bassett, Joseph F. Pekny, and Gintaras V.d®ekl Decomposition
techniques for the solution of large-scale scheduling lerob. AIChE Journa
42(12) :3373-3387, 1996.

[4] M.R. Bussieck, T. Winter, and U.T. Zimmermann. Discrefgimization in public
rail transport. Mathematical Programming’9 :415-444, 1997.

[5] Malachy Carey and Sinead Carville. Scheduling and ptatfng trains at busy
complex stationsTransportation Research Part 87 :195224, 2003.

[6] J. Carlier and E. Pinson. "Adjustment of heads and tail§db-shop problem”.
European Journal of Operational Resear¢hi8) :146-161, 1994.

[7] COMBINEZ2 project IST-2001-34705. Traffic regulation darco-operation
methodologies. Deliverable D3, Univerita degli Studi Rofne, 2003.

INRETS-ESTAS Rapport de recherche RECIITE 15/17




Institut National de Recherche sur les Transports et lecuigé

[8] J-F. Cordeau, P. Toth, and D. Vigo. A survey of optimipatimodels for train
routing and schedulinglransportation Scien¢&2(4) :380—-404, 1998.

[9] Andrea D’Ariano and Marco Pranzo. An advanced real-tinaén dispatching
system for minimizing the propagation of delays in a dispag area under se-
vere disturbances. I8nd International Seminar on Railway Operations Mod-
elling and AnalysisHannover, Germany, March 2007.

[10] Marta Flamini and Dario Pacciarelli. Real time managetof a metro rail ter-
minus. European Journal of Operational Resear@®07. In press.

[11] E.C. Freuder. "A sufficient condition for backtracle& search”.Journal of the
ACM, 29(1) :24-32, 1982.

[12] W.D. Harvey and M.L. Ginsberg. Limited discrepancyrebda In C. S. Mellish,
editor, Proceedings of the Fourteenth International Joint Confies on Artifi-
cial Intelligence (IJCAI-95); Vol. 1pages 607615, Montréal, Québec, Canada,
August 1995. Morgan Kaufmann, 1995.

[13] John N. Hooker. An integrated method for planning arfuesiuling to minimize
tardinessConstraints 11(2-3) :139-157, 2006.

[14] John N. Hooker. Planning and scheduling by logic-badsautlers decomposition.
Operations Resear¢h5(3) :588—-602, 2007.

[15] llog. llog Scheduler 5.2 Reference Manu2002.

[16] Vipul Jain and Ignacio E. Grossmann. Algorithms for HgoMILP/CP Mod-
els for a Class of Optimization Problemsinforms Journal on Computing
13(4) :258-276, 2001.

[17] C. Le Pape. Three mechanisms for managing resourcéraorts in a library for
constraint based scheduling. INRIA/IEEE Conference on Emerging Technolo-
gies and Factory AutomatigiParis-France, 1995.

[18] O. Lhomme. "Consistency techniques for numeric CSRs’13th International
Joint Conference on Artificial Intelligenc@ages 232—-238, Chambery-France,
1993.

[19] Richard Lusby. Routing trains through railway junctgo: Dual formulation of a
set packing model. IODRSNZ 20042004.

[20] A. Mackworth. "Consistency in network of relationsArtificial Intelligence
8:99-118, 1977.

[21] A. Mascis and D. Pacciarelli. Job-shop with blockinglaro-wait constraints.
European Journal of Operational Reseay¢h43) :498-517, 2002.

[22] H. Montanari. "Network of constraints : Fundamentadperties and applications
to pictures processinginformation Science¥ :95-132, 1974.

[23] M.C. Portmann. Méthodes de décomposition spatiale et temporelle en ordon-
nancement de la productionThése d’état, Université de Nancy 1, 1987. in
French.

[24] Narayan Raman, Ram V. Rachamadugu, and F. Brian TalResl-time schedul-
ing of an automated manufacturing centdturopean Journal of Operational
Research40(2) :222-242,1989.

INRETS-ESTAS ‘ Rapport de recherche RECIITE 16/17




Institut National de Recherche sur les Transports et lecuigé

[25] J. Rodriguez. A constraint programming model for ridale train scheduling
at junctions.Transportation Research Part B : Methodologicél (1) :231-245,
2007.

[26] J. Rodriguez and L. Kermad. Constraint programmingréal-time train cir-
culation management problem in railway nodes.Clomputers in Railways VI
Lisbonne-Portugal, September 1998. WITPress.

[27] Bernado Spzigel. Optimal train scheduling on a singdek railway. In M. (ed.)
Ross, editorDR’72, pages 343—-352. North Holland Publishing Co., 1973.

[28] J. Térnquist. Computer-based decision support fdwesi traffic scheduling and
dispatching : A review of models and algorithms. AMMOS2005 (Algorithmic
MeThods and Models for Optimization of RailwayBalma de Mallorca, Spain,
October 2005. Dagstuhl Research Online Publication S¢BROPS).

[29] Rafael Velasquez, Matthias Ehrgott, David Ryan, andtaéAschobel. A set-
packing approach to routing trains through railway statiodn ORSNZ 2005
2005.

[30] T.Walsh. Depth-bounded discrepancy searchPrbteedings of the International
Joint Conference on Atrtificial Intelligence (IJCAWolume 2, pages 1388-1393,
August 1997.

[31] P.J.Zwaneveld, L. G. Kroon, and S. P.M. Van Hoesel. Ratrains through rail-
way a station based on a node packing mo#eiropean Journal of Operational
Research128 :14-33, 2001.

INRETS-ESTAS Rapport de recherche RECIITE 17/17




