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with singular and rough potentials

Alessio Figalli, Marilena Ligabò and Thierry Paul

December 11, 2010

Abstract

We consider the semiclassical limit for the Heisenberg-von Neumann equation with a
potential which consists of the sum of a repulsive Coulomb potential, plus a Lipschitz po-
tential whose gradient belongs to BV ; this assumption on the potential guarantees the well
posedness of the Liouville equation in the space of bounded integrable solutions. We find
sufficient conditions on the initial data to ensure that the quantum dynamics converges to
the classical one. More precisely, we consider the Husimi functions of the solution of the
Heisenberg-von Neumann equation, and under suitable assumptions on the initial data we
prove that they converge, as ε→ 0, to the unique bounded solution of the Liouville equation
(locally uniformly in time).

1 Introduction

The aim of this paper is to study the semiclassical limit for the Heisenberg-von Neumann (quan-
tum Liouville) equation:







iε∂tρ̃
ε
t = [Hε, ρ̃

t
ε],

ρ̃ε0 = ρ̃0,ε,
(1.1)

{ρ̃0,ε}ε>0 being a family of uniformly bounded (with respect to ε), positive, trace class operators,

and with Hε = − ε2

2 ∆+ U .
When ρ̃0,ε is the orthogonal projector onto ψ0,ε ∈ L2(Rn), (1.2) is equivalent (up to a global

phase) to the Schrödinger equation






iε∂tψ
ε
t = − ε2

2 ∆ψ
ε
t + Uψε

t = Hεψ
ε
t ,

ψε
0 = ψ0,ε ∈ L2(Rn),

(1.2)

We recall that the Wigner transform Wεψ of a function ψ ∈ L2(Rn) is defined as

Wεψ(x, p) :=
1

(2π)n

∫

Rn

ψ(x+
ε

2
y)ψ(x − ε

2
y)e−ipydy,
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and the one of a density matrix ρ̃ is defined as

Wερ(x, p) :=
1

(2π)n

∫

Rn

ρ(x+
ε

2
y, x− ε

2
y)e−ipydy, (1.3)

where ρ(x, x′) denotes the integral kernel associated to the operator ρ̃.
The weak limit of the Wigner function of the solution of (1.2) or (1.1) has been studied in

many articles (e.g. [15, 13, 14], and more recently in strong topology in [6, 7]). More precisely,
it is well-known that the limit dynamics of the Schrödinger equation is related to the Liouville
equation

∂tµ+ p · ∇xµ−∇U(x) · ∇pµ = 0, (1.4)

and, roughly speaking, the above results state that:
(A) If U is of class C2 and there exists a sequence εk → 0 such thatWεkρ0,εk converges in the sense
of distribution to some (nonnegative) measure µ0, then Wεkρ

εk
t → (Φt)#µ0 (the convergence

is again in the sense of distribution), where Φt is the (unique) flow map associated to the
Hamiltonian system

{

ẋ = p,
ṗ = −∇U(x)

(1.5)

so that µt := (Φt)#µ0 is the unique solution to (1.4) (here and in the sequel, # denotes the
push-forward, so that µt(A) = µ0(Φ

−1
t (A)) for all A ⊂ R

2n Borel).
(B) If U is of class C1 and there exists a sequence εk → 0 such that the curve t 7→ Wεkρ

εk
t

converges in the sense of distribution to some curve of (nonnegative) measure t 7→ µt, then µt
solves (1.4).

In the present paper we want to use some recent results proved in [4, 1] to improve the
literature in two directions:

(i) By lowering the regularity assumptions of (A) on the potential in order get convergence
results for a more general class of potentials, as described below.

(ii) Get rid of the “after an extraction of a subsequence” argument, due to compactness,
used in most of the available proofs where one is unable to uniquely identify the limit.
More precisely, in (B) above one needs to take a subsequence along which the whole curve
t 7→ Wεkρ

εk
t converges for all t in order to obtain a solution to (1.4). Moreover, the limiting

solution may depend on the particular subsequence. In our case we will be able to show
that, for a class potential much larger than C2, once one assumes that the Wigner functions
at time t = 0 have a limit, then the limit at any other time will converge to a “uniquely
identified” solution of (1.4).

The price to pay for the lack of regularity of the potential will be to have some size condition on
the initial datum which forbids the possibility of considering pure states. Even more, the Wigner
function of the initial datum cannot concentrate at a point, a possibility which might actually
enter in conflict with the fact that the underlying flow is not uniquely defined everywhere. Let us
mention however that, with extra assumptions on the potential (but still allowing the possibility
of not having uniqueness of a classical flow), it is possible to consider concentrating initial Wigner
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functions, giving rise to atomic measures whose evolution follows the “multicharacteristics” of
the flow (see [7]).

As described below, we will nevertheless show that, for general bounded and globally Lip-
schitz potential associated to locally BV vector fields (in addition to some Coulomb part),
the Wigner measure of the solution at any time is the push-forward of the initial one by the
Ambrosio-DiPerna-Lions flow [9, 2].

Our method will use extensively the Husimi transforms ψ 7→ W̃εψ and ρ 7→ W̃ερ, which
we recall are defined in terms of convolution of the Wigner transform with the 2n-dimensional
Gaussian kernel with variance ε/2:

W̃εψ := (Wεψ)∗G(2n)
ε , W̃ερ := (Wερ)∗G(2n)

ε , G(2n)
ε (x, p) :=

e−(|x|2+|p|2)/ε

(πε)n
= G(n)

ε (x)G(n)
ε (p).

(1.6)
Of course, the asymptotic behaviour of the Wigner and Husimi transform is the same in the limit
ε → 0. However, one of the main advantages of the Husimi transform is that it is nonnegative
(see Appendix).

Let us observe that, thanks to (A.8), the L∞-norm of W̃εψ can be estimated using the
Cauchy-Schwarz inequality:

W̃εψ(x, p) ≤
1

εn
‖ψ‖2L2‖φεx,p‖2L2 =

‖ψ‖2L2

εn
.

However, this estimate blows up as ε → 0. On the other hand we will prove that, by averaging
the initial condition with respect to translations, we can get a uniform estimate as ε→ 0 (Section
3.2). This gives us, for instance, an important family of initial data to which our result and the
ones in [1] apply (see also the other examples in Section 3).

2 The main results

2.1 Setting

We are concerned with the derivation of classical mechanics from quantum mechanics, cor-
responding to the study of the asymptotic behaviour of solutions ρ̃εt to the Heisenberg-von
Neumann equation







iε∂tρ̃
ε
t = [Hε, ρ̃

ε
t ]

ρ̃ε0 = ρ̃0,ε,
(2.1)

as ε→ 0, where Hε = − ε2

2 ∆+ U , and U : Rn → R is of the form Ub + Us on R
n, where Us is a

repulsive Coulomb potential

Us(x) =
∑

1≤i<j≤M

ZiZj

|xi − xj |
, M ≤ n/3, x = (x1, . . . xM , x̄) ∈ (R3)M × R

n−3M , Zi > 0,
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Ub is globally bounded, locally Lipschitz, ∇Ub ∈ BVloc(R
n;Rn), and

ess sup
x∈Rn

|∇Ub(x)|
1 + |x| < +∞.

The formal solution of (1.2) is ρ̃εt , where

ρ̃εt := e−itHε/ερ̃0,εe
−itHε/ε

and its kernel is ρεt . Moreover, as shown for instance in [15], Wερ
ε
t solves in the sense of

distributions the equation
∂tWερ

ε
t + p · ∇xWερ

ε
t = Eε(U, ρ

ε
t ), (2.2)

where Eε(U, ρ) is given by

Eε(U, ρ)(x, p) := − i

(2π)n

∫

Rn

[

U(x+ ε
2y)− U(x− ε

2y)

ε

]

ρ(x+
ε

2
y, x− ε

2
y)e−ipydy. (2.3)

Adding and subtracting ∇U(x) · y in the term in square brackets and using ye−ip·y = i∇pe
−ip·y,

an integration by parts gives Eε(U, ρ) = ∇U(x) · ∇pWερ+ E ′
ε(U, ρ), where E ′

ε(U, ρ) is given by

E
′
ε(U, ρ)(x, p) := − i

(2π)n

∫

Rn

[

U(x+ ε
2y)− U(x− ε

2y)

ε
−∇U(x) · y

]

ρ(x+
ε

2
y, x− ε

2
y)e−ipydy.

(2.4)
Let b : R

2n → R
2n be the autonomous divergence-free vector field b(x, p) :=

(

p,−∇U(x)
)

.
Then, by the discussion above, Wερ

ε
t solves the Liouville equation associated to b with an error

term:
∂tWερ

ε
t + b · ∇Wερ

ε
t = E

′
ε(U, ρ

ε
t ). (2.5)

On the other hand, thanks to (2.2), it is not difficult to prove that W̃ερ
ε
t solves in the sense of

distributions the equation

∂tW̃ερ
ε
t + p · ∇xW̃ερ

ε
t = Eε(U, ρ

ε
t ) ∗G(2n)

ε −
√
ε∇x · [Wερ

ε
t ∗ Ḡ(2n)

ε ], (2.6)

where
Ḡ(2n)

ε (y, q) :=
q√
ε
G(2n)

ε (y, q). (2.7)

Since Wερ
ε
t and W̃ερ

ε
t have the same limit points as ε→ 0, the heuristic idea is that in the limit

ε→ 0 all error terms should disappear, and we should be left with the Liouville equation (which
describes the classical dynamics)

∂tωt + b · ∇ωt = 0 on R
2n.
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2.2 Preliminary results on the Liouville equations

Under the above assumptions on U one cannot hope for a general uniqueness result in the space
of measures for the Liouville equation, as this would be equivalent to uniqueness for the ODE
with vector field b (see for instance [3]). On the other hand, as shown in [1, Theorem 6.1], the
equation







∂tωt + b · ∇ωt = 0

ω0 = ω̄ ∈ L1(R2n) ∩ L∞(R2n) and nonnegative,
(2.8)

has existence and uniqueness in the space L∞
+ ([0, T ];L1(R2n)∩L∞(R2n)). This means that there

exist a uniqueW : [0, T ] → L1(R2n)∩L∞(R2n), nonnegative and such that ess supt∈[0,T ] ‖Wt‖L1(R2n)+

‖Wt‖L∞(R2n) < +∞, that solves (2.8) in the sense of distributions on [0, T ] ×R
2n.

One may wonder whether, in this general setting, solutions to the transport equation can still
be described using the theory of characteristics. Even if in this case one cannot solve uniquely
the ODE, one can still prove that there exists a unique flow map in the “Ambrosio-DiPerna-
Lions sense”. Let us recall the definition of Regular Lagrangian Flow (in short RLF) in the sense
of Ambrosio-DiPerna-Lions:

We say that a (continuous) family of maps Φt : R
2n → R

2n, t ≥ 0, is a RLF associated to
(1.5) if:

- Φ0 is the identity map.

- For L 2n-a.e. (x, p), t 7→ Φt(x, p) is an absolutely continuous curve solving (1.5).

- For every T > 0 there exists a constant CT such that (Φt)#L 2n ≤ CTL 2n for all t ∈ [0, T ],

where L 2n denotes the Lebesgue measure on R
2n.

Observe that, since ∇U is not Lipschitz, a priori the ODE (1.5) could have more than one
solution for some initial condition. However, the approach via RLFs allows to get rid of this
problem by looking at solutions to (1.5) as a whole, and under suitable assumptions on U the
RLF associated to (1.5) exists, and it is unique in the following sense: assume that Φ1 and Φ2

are two RLFs. Then, for L 2n-a.e. (x, p), Φ1
t (x, p) = Φ2

t (x, p) for all t ∈ [0,+∞). In particular,
as shown in [1, Section 6], the unique solution to (2.8) is given by

ωtL
2n = (Φt)#

(

ω̄L
2n
)

. (2.9)

Hence, the idea is that, if we can ensure that any limit point of the Husimi transforms
W̃ερ

ε
t give rives to a curve of measure belonging to L∞

+ ([0, T ];L1(R2n) ∩ L∞(R2n)), by the
aforementioned result we would deduce that the limit is unique (once the limit initial datum is
fixed), and moreover it is transported by the unique RLF. In order to get such a result we need
to make some assumptions on the initial data.

2.3 Assumptions on the initial data and main theorem

Let {ρ̃0,ε}ε∈(0,1) be a family of initial data which satisfy

ρ̃0,ε = ρ̃∗0,ε, ρ̃0,ε ≥ 0 and tr(ρ̃0,ε) = 1 ∀ ε ∈ (0, 1).
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Let
ρ̃0,ε =

∑

j∈N
µ
(ε)
j 〈φ(ε)j , ·〉φ(ε)j

be the spectral decomposition of ρ̃0,ε, and denote by ρ0,ε its integral kernel.
We assume:

sup
ε∈(0,1)

∑

j∈N
µ
(ε)
j ‖Hεφ

(ε)
j ‖2 < +∞, (2.10)

1

εn
ρ̃0,ε ≤ C Id, (2.11)

lim
R→+∞

sup
ε∈(0,1)

∫

R\B(n)
R

ρ0,ε(x, x) dx = 0, (2.12)

and

lim
R→+∞

sup
ε∈(0,1)

1

(2πε)n

∫

R\B(n)
R

Fρ0,ε
(p

ε
,
p

ε

)

dp = 0, (2.13)

where B
(n)
R is the ball of radius R in R

n and F is the Fourier transform on R
2n, see (A.5).

Conditions (2.12) and (2.13) are equivalent to asking that the family of probability measure
{W̃ερ0,ε}ε∈(0,1) is tight (see Appendix). By Prokhorov’s Theorem, this is equivalent to the com-

pactness of {W̃ερ0,ε}ε∈(0,1) with respect to the weak topology of probability measures (i.e., in
the duality with Cb(R

2n), the space of bounded continuous functions). Hence, up to extract-
ing a subsequence, assumptions (2.12) together with (2.13) is equivalent to the existence of a
probability density ω̄ such that

w − lim
ε→0

W̃ερ0,εL
2n = ω̄L

2n ∈ P
(

R
2n
)

, (2.14)

where P
(

R
2n
)

denotes the space of probability measure on R
n. In order to avoid a tedious

notation which would result by working with a subsequence εk, we will assume that (2.14) holds
along the whole sequence ε→ 0, keeping in mind that all the arguments could be repeated with
an arbitrary subsequence.

Let us observe that condition (2.10) is slightly weaker than supε∈(0,1) tr(H
2
ε ρ̃0,ε) < +∞, as

in order to give a sense to the latter we need the operator H2
ε ρ̃

t
ε to make sense (at least on a

core). Concerning assumption (2.14), let us observe that the hypothesis tr(ρ̃0,ε) = 1 implies that
W̃ερ0,ε ∈ P

(

R
2n
)

(see Appendix).
To express in a better and cleaner way the fact that the convergence is uniform in time, we

denote by dP any bounded distance inducing the weak topology in P
(

R
2n
)

. Recall also that
Φt denotes the unique RLF associated to b(x, p) = (p,−∇U(x)), so that (Φt)#

(

ω̄L 2n
)

is the
unique nonnegative solution of (2.8) in L∞

+ ([0, T ];L1(R2n) ∩ L∞(R2n)).

Theorem 2.1. Let U be as in Section 2.1. Under the assumptions (2.10), (2.11) and (2.14)

lim
ε→0

sup
[0,T ]

dP(W̃ερ
ε
tL

2n, (Φt)#
(

ω̄L
2n
)

) = 0. (2.15)
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Moreover, if we define WtL
2n = (Φt)#

(

ω̄L 2n
)

, for every smooth function ϕ ∈ C∞
c (R2n) the

map t 7→
∫

R2n ϕWt dx dp is continuously differentiable, and

d

dt

∫

R2n

ϕWt dx dp =

∫

R2n

b · ∇ϕWt dx dp.

The rest of the paper will be concerned with the proof of Theorem 2.1. However, before
proceeding with the proof, we first provide some example and sufficient conditions for our result
to apply.

3 Examples

We will give three types of examples of density matrices satisfying the assumptions of the
preceding section, so that Theorem 2.1 applies.

3.1 Average of an orthonormal basis

For simplicity, we set up our first example in the one-dimensional case. In particular, there
is no Coulomb interaction (that is, U = Ub), since by assumption Coulomb interactions are
three-dimensional. We leave to the interested reader the extension to arbitrary dimension (the
only difference in the case Us 6= 0 appears when checking assumption (2.10)).

Let us consider the orthonormal basis of L2(R) given by the (semiclassical) Hermite functions

ψ
(ε)
j (x) =

e−x2/2ε

√

2jj!(πε)1/4
Hj

(

x√
ε

)

, j ∈ N,

where Hj’s are the Hermite polynomials, i.e.

Hj(x) = (−1)jex
2 dj

dxj
e−x2

.

The following holds:

Proposition 3.1. Let {µ(ε)j }j∈N be a sequence of positive numbers, and define the density matrix
ρε given by

ρε =
∑

j∈N
µ
(ε)
j 〈ψ(ε)

j , ·〉ψ(ε)
j .

Assume that

• 0 ≤ µ
(ε)
j ≤ Cε,

∑

j∈N µ
(ε)
j = 1;

• ε2
∑

j∈N µ
(ε)
j j2 ≤ C < +∞;

• w − limε→0
∑

j∈N µ
(ε)
j δ(x2 + p2 − jε) = ω̄L 2 ∈ P

(

R
2
)

.

Then (2.10), (2.11), and (2.14) hold.
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Proof. The first assumption is equivalent to (2.11) and the trace-one condition.
Concerning (2.10), using the well-know fact that

ε
d

dx
ψ
(ε)
j =

√

ε

2

(

√

jψ
(ε)
j−1 −

√

j + 1ψ
(ε)
j+1

)

,

by a simple calculation it follows that

Hεψ
(ε)
j = −ε

2

2

d2

dx2
ψ
(ε)
j + Ubψ

(ε)
j

= −ε
4

(

√

j(j − 1)ψ
(ε)
j−2 − (2j + 1)ψ

(ε)
j +

√

(j + 1)(j + 2)ψ
(ε)
j+2

)

+ Ubψ
(ε)
j .

Hence

‖Hεψ
(ε)
j ‖2 ≤

[ε

4

(

√

j(j − 1) + (2j + 1) +
√

(j + 1)(j + 2)
)

+ ‖Ub‖∞
]2

≤ C(1 + ε2j2),

and (2.10) follows from the first two assumptions.
Finally, the third assumption implies (2.14) by noticing that

w − lim
ε→0,j→∞,jε→a

W̃εψ
(ε)
j = δ(x2 + p2 − a) ∀ a ≥ 0

(see, for instance, [15, Exemple III.6]).

3.2 Töplitz case

Let φ ∈ H2(Rn;C) with
∫

Rn |φ(x)|2 dx = 1. Given ǫ, ς > 0, for any w, q ∈ R
n let ψε

w,q be defined
by

ψε
w,q(x) :=

1

ςn/2
φ

(

x− q

ς

)

ei
w·x
ε .

Then, using Plancherel theorem, one can easily check that the identity

1

εn

∫

R2n

|ψε
w,q〉〈ψε

w,q| dw dq = (2π)nId (3.1)

holds, where |ψ〉〈ψ| is the Dirac notation for the orthogonal projection onto a normalized vector
ψ ∈ L2(Rn). Thanks to (3.1) and the fact that orthogonal projectors are nonnegative operators,
we immediately obtain the following important estimate: for every nonnegative bounded function
χε : R

2n → R, it holds

1

εn

∫

R2n

χε(w, q)|ψε
w,q〉〈ψε

w,q| dw dq ≤ ‖χε‖∞(2π)nId. (3.2)

Set now

ρ̃0,ε :=

∫

R2n

χε(w, q)|ψε
w,q〉〈ψε

w,q| dw dq, ε ∈ (0, 1),

where {χε}ε∈(0,1) is a family of nonnegative bounded functions such that
∫

R2n χε(w, q) dw dq = 1,
and let S be the singular set of Us as defined in (4.27) below.
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Proposition 3.2. Let ς = ς(ε) = εα with α ∈ (0, 1), and assume that

• supε∈(0,1) ‖χε‖∞ < +∞.

• w − limε→0 χεL
2n = ω̄L 2n ∈ P

(

R
2n
)

•
∫

R2n χε(w, q)
(

|w|4 + 1
dist(q,S)2

)

dw dq ≤ C < +∞.

Then (2.10), (2.11), and (2.14) hold for the family of initial data {ρ̃0,ε}ε∈(0,1).

Proof. (2.11) follows from the first assumption and (3.2).
Since ς = εα with α ∈ (0, 1) we have that for all (w, q) ∈ R

2n

w − lim
ε→0

W̃εψ
ε
w,qL

2n = δ(w,q),

see [15, Exemple III.3], and so (2.14) follows from our second assumption.
To show that the third assumption implies (2.10), we notice that in this case (2.10) can be

written as follows
∫

R2n

χε(w, q)〈Hεψ
ε
w,q,Hεψ

ε
w,q〉 dw dq < +∞. (3.3)

Since α < 1, and φ ∈ H2(Rn;C), by a simple computation we get

〈Hεψ
ε
w,q,Hεψ

ε
w,q〉 ≤

ε4

2
〈∆xψ

ε
w,q,∆xψ

ε
w,q〉+ 2〈Uψε

w,q, Uψ
ε
w,q〉

≤ C
(

1 + |w|4
)

+ C

∫

Rn

U(x)2
1

ςn
φ2

(

x− q

ς

)

dx.

Since Ub is bounded, |Us(q)| ≤ C/dist(q, S), and
∫

Rn |φ(x)|2 dx = 1, a simple estimate analogous
to the one in Section 4.4 shows that (2.10) holds. We leave the details to the interested reader.

.

3.3 Conditions on the Wigner function

Here we consider a general family of density matrices {ρ̃0,ε}ε∈(0,1) which satisfies the tightness
conditions (2.12) and (2.13) (so that (2.14) is satisfied up to the extraction of a subsequence).
In the next proposition we show some simple sufficient conditions on the Wigner functions
{Wερ0,ε}ε∈(0,1) in order to ensure the validity of assumptions (2.10) and (2.11).

Proposition 3.3. Assume that

• max|α|,|β|≤[n
2
]+1 ‖∂αx ∂βpWερ0,ε‖∞ ≤ C < +∞,

•
∫

R2n

(

|p|4
4 + U2(x) + |p|2U(x)− nε2

2 ∆U(x)
)

Wερ0,ε(x, p) dx dp ≤ C < +∞.
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Then (2.10) and (2.11) hold.

Proof. Let us recall first that the Weyl symbol of an operator ρ̃ of integral kernel ρ(x, y) is, by
definition, given by

σε(ρ̃)(x, p) :=

∫

Rn

ρ(x+
y

2
, x− y

2
)e−iy·p/εdy,

that is equal to (2πε)nWερ. Moreover, using (A.3) and (A.4), it holds

tr(ρ̃) =

∫

R2n

Wερ(x, p) dx dp (3.4)

Now, we remark that the first assumption gives (2.11) using Calderón-Vaillancourt Theorem
[8].

Concerning (2.10), we will prove that

sup
ε∈(0,1)

tr(H2
ε ρ̃0,ε) < +∞

(as observed in Section 2.3, this condition is slightly stronger than (2.10)). To this aim, we first
note that

H2
ε =

ε4

4
∆2 + U2 − ε2

2
∆U − ε2

2
U∆. (3.5)

Moreover, let us observe that if ρ̃1 and ρ̃2 have kernels ρ1 and ρ2 respectively, then the kernel
associated to the operator ρ̃1ρ̃2 is given by

∫

ρ1(·, z)ρ2(z, ·) dz. By this fact and (3.4), a simple
computation shows that the identity

tr(Aρε) =

∫

R2n

σε(A)(x, p)Wερ0,ε(x, p) dx dp

holds for any “suitable” operator A (here σε(A) is the Weyl symbol of A). Hence, in our case,

tr(H2
ε ρ̃ε) =

∫

R2n

σε(H
2
ε )(x, p)Wερ0,ε(x, p) dx dp.

We claim that the Weyl symbol of H2
ε is

σε(H
2
ε )(x, p) =

|p|4
4

+ U2(x) + |p|2U(x)− nε2

2
∆U(x).

Indeed, let f(x, p) := |p|2 = σε(−ε2∆)(x, p) and g(x, p) := U(x) = σε(U)(x, p). Then, using
Moyal expansion,

σε(H
2
ε )(x, p) = σε

(

ε4

4
∆2 + U2 − ε2

2
∆U − ε2

2
U∆

)

(x, p)

=
f(x, p)2

4
+ g(x, p)2 +

1

2
f♯g(x, p) +

1

2
g♯f(x, p),

10



where by definition

h1♯h2(x, p) := ei
ε
2
(∂x∂p′−∂p∂x′ )h1(x, p)h2(x

′, p′)
∣

∣

∣

x′=x,p′=p
.

In our case, in the expansion of the exponential

ei
ε
2
(∂x∂p′−∂p∂x′ ) =

∑

j∈N

1

j!

(

i
ε

2
(∂x∂p′ − ∂p∂x′)

)j

we can stop at the second order term, since f(x, p) = |p|2. Therefore

f♯g(x, p) = |p|2U(x)− iεp · ∇U(x)− nε2

2
∆U(x),

and

g♯f(x, p) = |p|2U(x) + iεp · ∇U(x)− nε2

2
∆U(x).

This proves the claim and conclude the proof of the proposition.

4 Proof of Theorem 2.1

The proof of the theorem is split into several steps: first we show some basic estimates on the
solutions, and we prove that the family W̃ερ

ε
t is tight in space and uniformly weakly continuous in

time (this is the compactness part). Then we show that W̃ερ
ε
t solves the Liouville equation (away

from the singular set of the Coulomb potential) with an error term which converges to zero as ε→
0. Combining this fact with some uniform decay estimate for W̃ερ

ε
t away from the singularity, we

finally prove that any limit point is bounded and solves the Liouville equation. By the uniqueness
of solution to the Liouville equation in the function space L∞

+ ([0, T ];L1(R2n) ∩ L∞(R2n)), we
conclude the desired result.

Let us observe that some of our estimates can be found [5] and [1]. However, the setting
and the notation there are slightly different, and in some cases one would have to recheck the
details of the proofs in [5, 1] to verify that everything works also in our case. Hence, for sake
of completeness and in order to make this paper more accessible, we have decided to include all
the details.

4.1 Basic estimates

4.1.1 Conserved quantities

The spectral decomposition of ρ̃εt is

ρ̃εt =
∑

j∈N
µ
(ε)
j 〈φ(ε)j,t , ·〉φ

(ε)
j,t ,

11



where φ
(ε)
j,t = e−itHε/εφ

(ε)
j solves (1.2). By standard results on the unitary propagator e−itHε/ε

follows that
∑

j∈N
µ
(ε)
j 〈φ(ε)j,t ,Hεφ

(ε)
j,t 〉 =

∑

j∈N
µ
(ε)
j 〈φ(ε)j ,Hεφ

(ε)
j 〉 (4.1)

and
∑

j∈N
µ
(ε)
j ‖Hεφ

(ε)
j,t ‖2 =

∑

j∈N
µ
(ε)
j ‖Hεφ

(ε)
j ‖2 (4.2)

for all t ∈ R and ε ∈ (0, 1). Therefore, using (2.10) we have

sup
ε∈(0,1)

sup
t∈R

∑

j∈N
µ
(ε)
j 〈φ(ε)j,t ,Hεφ

(ε)
j,t 〉 < +∞, (4.3)

sup
ε∈(0,1)

sup
t∈R

∑

j∈N
µ
(ε)
j ‖Hεφ

(ε)
j,t ‖2 < +∞. (4.4)

4.1.2 A priori estimates

From (4.1), (4.2) and from the fact that Us > 0 and Ub ∈ L∞(Rn), follows that for all ε ∈ (0, 1)

sup
t∈R

∫

Rn

U2
s (x)ρ

ε
t (x, x) dx ≤

∑

j∈N
µ
(ε)
j ‖Hεφ

(ε)
j ‖2 + 2‖Ub‖∞





∑

j∈N
µ
(ε)
j 〈φ(ε)j ,Hεφ

(ε)
j 〉+ ‖Ub‖∞





(4.5)
and

sup
t∈R

1

2

∑

j∈N
µ
(ε)
j

∫

Rn

|ε∇φ(ε)j,y(x)|2 dx ≤
∑

j∈N
µ
(ε)
j 〈φ(ε)j Hεφ

(ε)
j 〉+ ‖Ub‖∞. (4.6)

Hence, by (4.3) and (4.4) we obtain

sup
ε∈(0,1)

sup
t∈R

∫

Rn

U2
s (x)ρ

ε
t (x, x) dx ≤ C1 (4.7)

and

sup
ε∈(0,1)

sup
t∈R

∑

j∈N
µ
(ε)
j

∫

Rn

|ε∇φ(ε)j,t (x)|2 dx ≤ C2. (4.8)

4.1.3 Propagation of (2.11) and consequences

Observe that, by unitarity of eitHε/ε, we have, for all t ∈ R,

1

εn
ρ̃εt ≤ C Id. (4.9)

Hence, since

W̃ερ
ε
t(y, p) =

1

(2π)n
〈φεy,p, ρ̃εtφεy,p〉, (4.10)

12



(see Appendix), using (4.9) we have

sup
ε∈(0,1)

sup
t∈R

‖W̃ερ
ε
t‖∞ ≤ Cεn

(2π)n
‖φεy,p‖2 =

C

(2π)n
(4.11)

(because ‖φεy,p‖ = ε−n/2). Now, define for all x, y ∈ R
n and ε, λ > 0

gε,λ,y(x) = (
√
2ε)n/2(πλ)n/4G

(n)
λε2

(x− y).

Observe that

1

εn
〈gε,λ,y, ρ̃εtgε,λ,y〉 =

1

εn

∑

j∈N
µ
(ε)
j |〈gε,λ,y, φ(ε))j,t |2

=
1

εn

∑

j∈N
µ
(ε)
j |(

√
2ε)n/2(πλ)n/4φ

(ε))
j,t ∗G(n)

λε2
(y)|2

= 2n/2(πλ)n/2
∑

j∈N
µ
(ε)
j |φ(ε))j,t ∗G(n)

λε2
(y)|2,

therefore, since ‖gε,λ,y‖ = 1, by (4.9) we have that

2n/2(πλ)n/2
∑

j∈N
µ
(ε)
j |φ(ε))j,t ∗G(n)

λε2
(y)|2 ≤ C. (4.12)

So

sup
ε∈(0,1)

sup
t∈[0,T ]

sup
y∈Rn

∑

j∈N
µ
(ε)
j |φ(ε)j,t ∗G

(n)
λε2

(y)|2 ≤ C

λn/2
. (4.13)

4.2 Tightness in space

Define C
(k)
R = {y = (y1, . . . , yk) ∈ R

k : |yj| ≤ R, j = 1, . . . , k}. We want to prove that

lim
R→+∞

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

R2n\C(2n)
R

W̃ερ
t
ε(x, p) dx dp = 0. (4.14)

Observe that for all R > 0

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

R2n\C(2n)
R

W̃ερ
t
ε(x, p) dx dp ≤ sup

ε∈(0,1)
sup

t∈[0,T ]

1

2

[

∫

(Rn\C(n)
R

)×Rn

W̃ερ
t
ε(x, p) dx dp

+

∫

Rn×(Rn\C(n)
R

)
W̃ερ

t
ε(x, p) dx dp

]

,

so we can check the tightness property separately for the first and the second marginals of
W̃ερ

t
ε. From (2.14) follows immediately that the family {W̃ερε,0L

2n}ε∈(0,1) is tight (because, by
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Prokhorov’s Theorem, a family of nonnegative finite measures on R
2n is tight if and only if it is

relatively compact in the duality with Cb(R
2n)). Therefore

lim
R→+∞

∫

(Rn\C(n)
R

)×Rn

W̃ερε,0(x, p) dx dp = 0. (4.15)

Let χ ∈ C(Rn), 0 ≤ χ ≤ 1 such that χ(x) = 0 if |x| < 1/2 and χ(x) = 1 if |x| > 1, and
define χR(x) := χ(x/R). Observe that ‖∇χR‖∞ ≤ C ′/R and ‖∆χR‖∞ ≤ C ′/R2. We define the
following operator:

A
(ε)
R ψ(x) = χR ∗G(n)

ε (x)ψ(x), ψ ∈ L2(Rn).

Observe that
d

dt
tr(A

(ε)
R ρ̃tε) = − i

ε
tr([A

(ε)
R ,Hε]ρ̃

t
ε)

and that [A
(ε)
R ,Hε] = ε2

(

∆(χR ∗G(n)
ε )/2 +∇(χR ∗G(n)

ε ) · ∇
)

. So, using (4.8),

d

dt
tr(A

(ε)
R ρ̃tε) =

d

dt

∫

R2n

χR(x)W̃ερ
t
ε(x, p) dx dp

≤ C ′ε
R2

+
C ′√C2

R
≤ C ′

R2
+
C ′√C2

R
,

which gives
∫

(Rn\C(n)
2R )×Rn

W̃ερ
t
ε(x, p) dx dp ≤

∫

R2n

χR(x)W̃ερ
t
ε(x, p) dx dp

≤
∫

R2n

χR(x)W̃ερ0,ε(x, p) dx dp +

[

C ′

R2
+
C ′√C2

R

]

T

≤
∫

(Rn\C(n)
R

)×Rn

W̃ερ0,ε(x, p) dx dp +

[

C ′

R2
+
C ′√C2

R

]

T.

Therefore, using (4.15), we get

lim
R→+∞

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

(Rn\C(n)
2R )×Rn

W̃ερ
t
ε(x, p) dx dp = 0, (4.16)

as desired. For the second marginal we observe first that
∫

R2n

|p|2W̃ερ
t
ε(x, p) dx dp =

∫

R2n

|p|2Wερ
t
ε(x, p) dx dp +

nε

2
(4.17)

and
∫

R2n

|p|2Wερ
t
ε(x, p) dx dp =

∑

j∈N
µ
(ε)
j

∫

Rn

∣

∣

∣

∣

1

(2πε)ε/2
φ̂
(ε)
j,t

(p

ε

)

∣

∣

∣

∣

2

|p|2 dp

=
∑

j∈N
µ
(ε)
j

∫

Rn

|ε∇φ(ε)j,t (x)|2 dx
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therefore, using (4.17) and (4.8), we have that

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

R2n

|p|2W̃ερ
t
ε(x, p) dx dp ≤ C2 +

n

2
(4.18)

and so

0 ≤ sup
ε∈(0,1)

sup
t∈[0,T ]

∫

Rn×(Rn\C(n)
R

)
W̃ερ

t
ε(x, p) dx dp ≤ 1

R2

(

C2 +
n

2

)

→ 0 as R→ +∞.

4.3 Weak Lipschitz continuity in time

Here we prove that for all φ ∈ C∞
c (R2n) the map

t ∈ R 7→ fε,φ(t) :=

∫

R2n

φ(x, p)W̃ερ
ε
t (x, p) dx dp

is differentiable and

sup
ε∈(0,1)

sup
t∈R

∣

∣

∣

∣

d

dt
fε,φ(t)

∣

∣

∣

∣

≤ Cφ, (4.19)

where Cφ is a constant depending only on φ. First observe that

fε,φ(t) =

∫

R2n

Wερ
ε
t (x, p)φε(x, p) dx dp, (4.20)

where φε := φ ∗G(2n)
ε . Therefore, using (2.2), we have

d

dt
fε,φ(t) =

∫

R2n

Eε(Ub, ρ
ε
t )(x, p)φε(x, p) dx dp

+

∫

R2n

Eε(Us, ρ
ε
t )(x, p)φε(x, p) dx dp

+

∫

R2n

(p · ∇xφε(x, p))Wερ
ε
t (x, p) dx dp. (4.21)

For the first term it is easy to check that

∣

∣

∣

∣

∫

R2n

Eε(Ub, ρ
ε
t )(x, p)φε(x, p) dx dp

∣

∣

∣

∣

≤ ‖∇Ub‖∞
(2π)n

∫

Rn

|y| sup
x∈Rn

|Fpφε|(x, y) dy. (4.22)

In the case of the Coulomb potential we follow a specific argument borrowed from [5, proof
of Theorem 1.1(ii)]), based on the inequality

∣

∣

∣

∣

1

|z + w/2| −
1

|z − w/2|

∣

∣

∣

∣

≤ |w|
|z + w/2||z − w/2| (4.23)
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with z = (xi − xj) ∈ R
3, w = ε(yi − yj) ∈ R

3. By estimating the difference quotients of Us as in
(4.23), using (4.7) we obtain

∣

∣

∣

∣

∫

R2n

Eε(Us, ρ
ε
t )(x, p)φε(x, p) dx dp

∣

∣

∣

∣

≤ C∗

∫

Rn

|y| sup
x′∈Rn

|Fpφε(x
′, y)| dy

∫

Rn

U2
s (x)ρ

ε
t (x, x) dx

≤ C∗C1

∫

Rn

|y| sup
x′∈Rn

|Fpφε(x
′, y)| dy, (4.24)

with C∗ depending only on the numbers Z1, . . . , ZM , and C1 is the constant defined in (4.7).
For the last term it is easy to see that

∣

∣

∣

∣

∫

R2n

(p · ∇xφε(x, p))Wερ
ε
t (x, p) dx dp

∣

∣

∣

∣

≤ 1

(2π)n

∫

Rn

sup
x′∈Rn

|Fpφ̃ε|(x′, y) dy, (4.25)

where
φ̃ε(x, p) = p · ∇xφε(x, p).

Therefore we have only to bound

∫

Rn

|y| sup
x∈Rn

|Fpφε(x, y)| dy and

∫

Rn

sup
x′∈Rn

|Fpφ̃ε|(x′, y) dy

with a constant depending only on φ.
For the first term
∫

Rn

|y| sup
x∈Rn

|Fpφε(x, y)| dy =

∫

Rn

|y| sup
x∈Rn

∣

∣

∣

∣

∫

Rn

G(n)
ε (x− x′)Fpφ(x

′, y) dx′
∣

∣

∣

∣

|e−y2ε/4| dy

≤
∫

Rn

|y| sup
z∈Rn

|Fpφ(z, y)| dy ≤ C
(1)
φ .

For the second term
∫

Rn

sup
x′∈Rn

|Fpφ̃ε(x
′, y)| dy =

∫

Rn

sup
x∈Rn

∣

∣

∣

∣

∫

R3n

dp dx′dp′e−ip·yφ(x′, p′)G(n)
ε (p− p′)

(

p · ∇xG
(n)
ε (x− x′)

)

∣

∣

∣

∣

dy.

(4.26)
Now observe that

∫

R3n

dp dx′dp′e−ip·yφ(x′, p′)G(n)
ε (p− p′)

(

p · ∇xG
(n)
ε (x− x′)

)

=

n
∑

k=1

∫

R2n

dx′dp′ ∂xk
G(n)

ε (x− x′)G(n)
ε (p′)

∫

Rn

dp pkφ(x
′, p− p′)e−ip·y

= e−εy2/4

[∫

Rn

dx′ (∇x · Fpg(x − x′, y))G(n)
ε (x′)

+
iε

2

∫

R2n

dx′ (y · ∇xFpφ(x− x′, y))G(n)
ε (x′)

]

,
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where g(x, p) = pφ(x, p). Now, since ε ∈ (0, 1)

∫

Rn

sup
x′∈Rn

|Fpφ̃ε(x
′, y)| dy ≤

∫

Rn

sup
x∈Rn

∣

∣

∣

∣

∫

Rn

dx′ (∇ · Fpg(x − x′, y))G(n)
ε (x′)

∣

∣

∣

∣

+
ε

2

∫

Rn

sup
x∈Rn

∣

∣

∣

∣

∫

R2n

dx′ (y · ∇Fpφ(x− x′, y))G(n)
ε (x′)

∣

∣

∣

∣

≤
∫

Rn

dy sup
z∈Rn

|∇ · Fpg(z, y)| +
ε

2

∫

Rn

dy |y| sup
z∈Rn

|∇zFpφ(z, y)|

≤ C
(2)
φ .

Therefore

sup
ε∈(0,1)

sup
t∈R

∣

∣

∣

∣

d

dt
fε,φ(t)

∣

∣

∣

∣

≤ ‖∇Ub‖∞
(2π)n

C
(1)
φ +C∗C1C

(1)
φ +

C
(2)
φ

(2π)n
.

4.4 Uniform decay away from the singularity

The singular set of Us is given by

S =
⋃

1≤i<j≤M

Sij, Si,j =
{

x = (x1, . . . , xM , x̄) ∈ (R3)M × R
n−3M : xi = xj for some i 6= j

}

,

(4.27)
and we have

Us(x) ≥
c

dist(x, S)
, (4.28)

where c > 0 depending only on Z1, . . . , ZM . We want to prove that

lim sup
ε→0

∫

R2n

(

|p|4 + 1

dist(x, S)2

)

W̃ερ
t
ε(x, p) dx dp ≤ C. (4.29)

We start with the second term:

∫

R2n

dx dp
1

dist(x, S)2
W̃ερ

t
ε(x, p) =

∫

B
(n)
R

×Rn

dx dx′
ρtε(x

′, x′)G(n)
ε (x− x′)

dist(x, S)2

≤
∫

Rn

dx′
ρtε(x

′, x′)
dist(x′, S)2

≤ 1

c

∫

Rn

dx′Us(x
′)2ρtε(x

′, x′)

≤ C1

c
,

where c is defined in (4.28), C1 is defined in (4.7), and we used (4.28).
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To prove the second estimate we observe that

∫

R2n

|p|4W̃ερ
t
ε(x, p) dx dp ≤

∫

R2n

|p|4Wερ
t
ε(x, p) dx dp

+
nε

2

∫

R2n

|p|2Wερ
t
ε(x, p) dx dp +

n(n+ 2)ε2

4
.

Thanks to (4.18), it suffices to control the first integral in the right hand side:

∫

R2n

|p|4Wερ
t
ε(x, p) dx dp =

∑

j∈N
µ
(ε)
j

∫

Rn

∣

∣

∣

∣

1

(2πε)ε/2
φ̂
(ε)
j,t

(p

ε

)

∣

∣

∣

∣

2

|p|4 dp

=
∑

j∈N
µ
(ε)
j

∫

Rn

|ε2∆φ(ε)j,t (x)|2 dx

≤ 2
∑

j∈N
µ
(ε)
j

∫

Rn

[

|Hεφ
(ε)
j,t (x)|2 + U2(x)|φ(ε)j,t (x)|2

]

dx,

and the last term is uniformly bounded thanks to (4.4), (4.7), and the boundedness of Ub.

4.5 Limit continuity equation away from the singularities

We want to prove that

lim
ε→0

∫ T

0

[

ϕ′(t)
∫

R2n

φ(x, p)W̃ερ
t
ε(x, p) dx dp + ϕ(t)

∫

R2n

b(x, p) · ∇φ(x, p)W̃ερ
t
ε(x, p) dx dp

]

dt = 0

(4.30)
for all φ ∈ C∞

c (R2n \ (S ×R
n)) and ϕ ∈ C∞

c (0, T ). Hence, recalling (2.6), we have to show that

lim
ε→0

sup
t∈[0,T ]

∫

R2n

dx dp Eε(U, ρ
ε
t )∗G(2n)

ε (x, p)φ(x, p)+

∫

R2n

dx dp ∇U(x) ·∇pφ(x, p)W̃ερ
t
ε(x, p) = 0,

(4.31)
and

lim
ε→0

∫ T

0
dt ϕ(t)

∫

R2n

dx dp
√
ε∇x · [Wερ

ε
t ∗ Ḡ(2n)

ε ]φ(x, p) = 0, (4.32)

for all φ ∈ C∞
c (R2n \ (S × R

n)) and ϕ ∈ C∞
c (0, T ).

4.5.1 Verification of (4.31)

We can consider separately the contributions of Ub and Us. We start with the contribution of
Us. We have to prove that

lim
ε→0

sup
t∈[0,T ]

∫

R2n

dx dp Eε(Us, ρ
ε
t )∗G(2n)

ε (x, p)φ(x, p)+

∫

R2n

dx dp ∇Us(x)·∇pφ(x, p)W̃ερ
t
ε(x, p) = 0

(4.33)
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for all φ ∈ C∞
c (R2n \ (S × R

n)).
We know that

lim
ε→0

sup
t∈[0,T ]

[
∫

R2n

ϕ(x, p)Wερ
t
ε(x, p) dx dp −

∫

R2n

ϕ(x, p)W̃ερ
t
ε(x, p) dx dp

]

= 0 (4.34)

for all ϕ ∈ C∞
c (R2n).

First of all, we see that we can apply (4.34) with ϕ(x, p) = ∇Us(x) · ∇pφ(x, p) to replace the
integrals

∫

R2n

∇Us(x) · ∇pφ(x, p)W̃εψ
ε dx dp

with
∫

R2n

∇Us(x) · ∇pφ(x, p)Wεψ
ε dx dp

in the verification of (4.33). Analogously, using (4.7) and (4.24) we see that we can replace
∫

R2n

Eε(Us, ρ
t
ε) ∗G(2n)

ε (x, p)φ(x, p) dx dp

with
∫

R2n

Eε(Us, ρ
t
ε)(x, p)φ(x, p) dx dp.

Thus, we are led to show the convergence

lim
ε→0

sup
t∈[0,T ]

∫

R2n

Eε(Us, ρ
t
ε)φ dx dp+

∫

R2n

∇Us(x) · ∇pφ(x, p)Wερ
t
ε(x, p) dx dp = 0 (4.35)

for all φ ∈ C∞
c ((Rn \ S)× R

n)
)

. Since

∫

R2n

Eε(Us, ρ
t
ε)φ dx dp =

∫

R2n

Us(x+ ε
2y)− Us(x− ε

2y)

ε
ρtε

(

x+
εy

2
, x− εy

2

)

Fpφ(x, y) dxdy

we can split the region of integration in two parts, where
√
ε|y| > 1 and where

√
ε|y| ≤ 1. The

contribution of the first region can be estimated as in (4.24), with

C∗

∫

{√ε|y|>1}
|y| sup

x′
|Fpφ(x

′, y)| dy
∫

Rn

U2
s (x)ρ

t
ε(x, x) dx,

which is infinitesimal, using (4.7) again, as ε→ 0. Since

Us(x+ ε
2y)− Us(x− ε

2y)

ε
→ ∇Us(x) · y

uniformly as
√
ε|y| ≤ 1 and x belongs to a compact subset of Rn \ S, the contribution of the

second part is the same of
∫

R2n

(∇Us(x) · y)ρtε
(

x+
εy

2
, x− εy

2

)

Fpφ(x, y) dxdy

19



which coincides with
∫

R2n

∇Us(x) · ∇pφ(x, p)Wερ
t
ε(x, p) dx dp.

Now we consider the contribution of Ub. We have to prove that

lim
ε→0

sup
t∈[0,T ]

∫

R2n

Eε(Ub, ρ
t
ε)(x, p)φε(x, p) dx dp +

∫

R2n

∇Ub(x) · ∇pφ(x, p)W̃ερ
ε
t dx dp = 0 (4.36)

for all φ ∈ C∞
c (R2n), where φε = φ ∗G(2n)

ε . The proof of (4.36) is divided in two parts: first we
prove that

lim
ε→0

sup
t∈[0,T ]

∫

R2n

Eε(Ub, ρ
t
ε)(x, p)φ(x, p) dx dp +

∫

R2n

∇Ub(x) · ∇pφ(x, p)W̃ερ
ε
t dx dp = 0 (4.37)

for all φ ∈ C∞
c (R2n), and then, using the following estimate

∣

∣

∣

∣

∫

R2n

Eε(Ub, ρ
ε
t )(x, p)ϕ(x, p) dx dp

∣

∣

∣

∣

≤ ‖∇Ub‖∞
(2π)n

∫

Rn

|y| sup
x∈Rn

|Fpϕ|(x, y) dy. (4.38)

for all ϕ ∈ C∞
c (R2n), we can replace φ by φε in the first summand of (4.37), obtaining (4.36). The

proof of (4.37) is achieved by a density argument. The first remark is that linear combinations
of tensor functions φ(x, p) = φ1(x)φ2(p), with φi ∈ C∞

c (Rn), are dense for the norm considered
in (4.38). In this way, we are led to prove convergence in the case when φ(x, p) = φ1(x)φ2(p).
The second remark is that convergence surely holds if Ub is of class C

2 (by the arguments in [15],
[5]). Hence, combining the two remarks and using the linearity of the error term with respect to
the potential, we can prove convergence by a density argument, by approximating Ub uniformly
and in W 1,2 topology on the support of φ1 by potentials Vk ∈ C2(Rn) with uniformly Lipschitz
constants; then, setting Ak = (Ub − Vk)φ1 and choosing a sequence λk in Lemma 4.1 converging

slowly to 0 for k → +∞, in such a way that ‖∇Ak‖2 = o(λ
n/4
k ) for k → +∞. In this way we

obtain

lim
k→∞

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

R2n

Eε(Ub − Vk, ρ
ε
t )(x, p)φ1(x)φ2(p) dx dp = 0.

As for the term in (4.36) involving the Husimi transforms, we can use (4.11) to obtain that

lim sup
k→∞

sup
ε∈(0,1)

sup
t∈[0,T ]

∣

∣

∣

∣

∫

R2n

W̃ερ
ε
t∇(Ub(x)− Vk(x)) · ∇φ2(p)φ1(x) dx dp

∣

∣

∣

∣

≤ C

(2π)n
lim sup
k→∞

∫

Rn

|φ1(x)||∇Ub(x)−∇Vk(x)| dx
∫

Rn

|∇φ2(p)| dp = 0.

So we need only to prove the following lemma:
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Lemma 4.1 (A priori estimate). For all λ > 0, we have that

sup
ε∈(0,1)

sup
t∈[0,T ]

∣

∣

∣

∣

∫

R2n

Eε(Ub, ρ
ε
t )(x, p)φ1(x)φ2(p) dx dp

∣

∣

∣

∣

(4.39)

≤ ‖φ1‖1‖∇Ub‖∞ sup
y∈Rn

|y||φ̂2(y)− φ̂2 ∗G(n)
λ (y)|+

√
λ‖∇A‖∞‖φ̂2‖1

∫

Rn

|u|G(n)
1 (u) du(4.40)

+

√
C‖∇A‖2
(2πλ)n/4

∫

Rn

|z||φ̂2|(z) dz + ‖Ub‖∞‖∇φ1‖∞
∫

Rn

|y||φ̂2 ∗G(n)
λ |(y) dy (4.41)

where A := Ubφ1 and C is the constant in (2.11).

Proof. Set φ̂2 = Fpφ2. Observe that since (4.38) gives that

sup
ε∈(0,1)

sup
t∈[0,T ]

∣

∣

∣

∣

∫

R2n

Eε(Ub, ρ
ε
t )φ1(x)φ2(p) dx dp −

∫

R2n

Eε(Ub, ρ
ε
t )φ1(x)φ2(p)e

−|p|2λ dx dp

∣

∣

∣

∣

≤ ‖φ1‖1‖∇Ub‖∞ sup
y∈Rn

|y||φ̂2(y)− φ̂2 ∗G(n)
λ (y)|

we recognize the first error term in (4.39). So we have only to estimate

sup
ε∈(0,1)

sup
t∈[0,T ]

∣

∣

∣

∣

∫

R2n

Eε(Ub, ρ
ε
t )φ1(x)φ2(p)e

−|p|2λ dx dp

∣

∣

∣

∣

. (4.42)

Observe that
∫

R2n

Eε(Ub, ρ
ε
t )φ1(x)φ2(p)e

−|p|2λ dx dp = Iε,t + IIε,t − IIIε,t,

where

Iε,t :=

∫

R2n

A(x+ ε
2y)−A(x− ε

2y)

ε
φ̂2 ∗G(n)

λ (y)ρεt (x+
ε

2
y, x− ε

2
y) dxdyd, (4.43)

IIε,t :=

∫

R2n

Ub(x+
ε

2
y)
φ1(x)− φ1(x+ ε

2y)

ε
φ̂2 ∗G(n)

λ (y)ρεt (x+
ε

2
y, x− ε

2
y) dxdy, (4.44)

IIIε,t := −
∫

R2n

Ub(x− ε

2
y)
φ1(x)− φ1(x− ε

2y)

ε
φ̂2 ∗G(n)

λ (y)ρεt (x+
ε

2
y, x− ε

2
y) dxdy. (4.45)

Observe first that

sup
ε∈(0,1)

sup
t∈[0,T ]

|IIε,t|+ |IIIε,t| ≤ ‖Ub‖∞‖∇φ1‖∞
∫

Rn

|y||φ̂2 ∗G(n)
λ |(y) dy.

The estimate of Iε,t is more delicate: we first perform some manipulations of this expression,then
we estimate the resulting terms with the help of (4.13).

We expand the convolution product and make the change of variables

u = x+
ε

2
y v = x− ε

2
y
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to get

Iε,t =
1

(πλ)n/2εn

∫

R3n

dudvdz
A(u) −A(v)

ǫ
e−

|εz−(u−v)|2

ε2λ ρεt (u, v)φ̂2(z)

=
1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

(Aφ
(ε)
j,t ) ∗G

(n)
λε2

(v + εz)φ
(ε)
j,t (v)φ̂2(z) dvdz

−1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

A(v)(φ
(ε)
j,t ∗G

(n)
λε2

)(v + εz)φ
(ε)
j,t (v)φ̂2(z) dvdz

=
1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

[

(Aφ
(ε)
j,t ) ∗G

(n)
λε2

(v + εz)−A(v + εz)(φ
(ε)
j,t ∗G

(n)
λε2

)(v + εz)
]

φ
(ε)
j,t (v)φ̂2(z) dvdz

+
1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

[A(v + εz)−A(v)] (φ
(ε)
j,t ∗G

(n)
λε2

)(v + εz)φ
(ε)
j,t (v)φ̂2(z) dvdz. (4.46)

Now let us estimate the first summand in (4.46)
∣

∣

∣

∣

∣

∣

1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

[

(Aφ
(ε)
j,t ) ∗G

(n)
λε2

(v + εz)−A(v + εz)(φ
(ε)
j,t ∗G

(n)
λε2

)(v + εz)
]

φ
(ε)
j,t (v)φ̂2(z) dvdz

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Rn

dz φ̂2(z)

∫

R2n

dudv
A(v + εz − u)−A(v + εz)

ε
G

(n)
λε2

(u)φ
(ε)
j,t (v)φ

(ε)
j,t (v + εz − u)

∣

∣

∣

∣

≤ ‖∇A‖∞
∫

Rn

dz |φ̂2(z)|
∫

R2n

dudv
|u|
ε
G

(n)
λε2

(u)|φ(ε)j,t (v)||φ
(ε)
j,t (v + εz − u)|

≤
√
λ‖∇A‖∞‖φ̂2‖1

∫

R2n

|u|G(n)
1 (u) du.

For the second summand in (4.46), using (4.13), we have
∣

∣

∣

∣

∣

∣

1

ε

∑

j∈N
µ
(ε)
j

∫

R2n

[A(v + εz) −A(v)] (φ
(ε)
j,t ∗G

(n)
λε2

)(v + εz)φ
(ε)
j,t (v)φ̂2(z) dvdz

∣

∣

∣

∣

∣

∣

≤
∑

j∈N
µ
(ε)
j

∫

R2n

∣

∣

∣

∣

A(v + εz)−A(v)

ε

∣

∣

∣

∣

|(φ(ε)j,t ∗G
(n)
λε2

)(v + εz)||φ(ε)j,t (v)||φ̂2(z)| dvdz

≤
√

C

(2πλ)n/2
‖∇A‖2

∫

Rn

|z||φ̂2(z)| dz.

This completes the estimate of the term in (4.43) and the proof.

4.5.2 Verification of (4.32)

This is easy, taking into account the fact that
∫

R2n

Wερ
t
ε ∗ Ḡ(2n)

ε (x, p) · ∇xφ(x, p) dx dp =

∫

R2n

Wερ
t
ε∇x · [φ ∗ Ḡ(2n)

ε ] dx dp
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are uniformly bounded (recall that Ḡ
(2n)
ε , defined in (2.7), are probability densities).

4.6 Proof of Theorem 2.1

Define W (ε) : [0, T ] → P
(

R
2n
)

as W
(ε)
t := W̃ερ

t
εL

2n for all ε ∈ (0, 1) and t ∈ [0, T ]. Using
(4.14), (4.19) and Ascoli-Arzelà Theorem, one can prove easily that there exist a subsequence
{

W (εk)
}

k∈N and W : [0, T ] → P
(

R
2n
)

such that

lim
k→∞

sup
t∈[0,T ]

dP(W
(εk)
t ,Wt) = 0. (4.47)

We now prove the following assertions:

(i) W : [0, T ] → P
(

R
2n
)

is weakly continuous and, for all t ∈ [0, T ], Wt = W̃tL
2n for

some function W̃t ∈ L1(R2n) ∩ L∞(R2n). Moreover W̃t ≥ 0 and supt∈[0,T ] ‖W̃t‖L1(R2n) +

‖W̃t‖L∞(R2n) ≤ C. In particular, W̃ ∈ L∞
+ ([0, T ];L1(R2n) ∩ L∞(R2n)).

(ii) b ∈ L1
loc

(

(0, T )×R
2n; dt dWt

)

, so the continuity equation (2.8) with ωt = W̃t makes sense;

(iii) W solves (2.8) in the sense of distributions on [0, T ] ×R
2n;

(iv) For any φ ∈ C∞
c (R2n), t 7→

∫

R2n φdWt belongs to C
1([0, T ]).

Proof of (i): Observe that (4.47) implies thatW : [0, T ] → P
(

R
2n
)

is weakly continuous because

it is uniform limit of the weakly continuous maps W (εk). The second part of the proposition
follows immediately from (4.11). Indeed, for all φ ∈ L1(R2n),

sup
ε∈(0,1)

sup
t∈[0,T ]

∫

R2n

φ(x, p)W̃ερ
ε
t(x, p) dx dp ≤

C

(2π)n

∫

R2n

φ(x, p) dx dp (4.48)

and so

sup
t∈[0,T ]

∫

R2n

φ(x, p)dWt(x, p) ≤
C

(2π)n

∫

R2n

φ(x, p) dx dp. (4.49)

Proof of (ii): The estimate b ∈ L1
loc

(

(0, T ) × R
2n; dWtdt

)

follows easily from (4.29) and
(4.18).

Proof of (iii): First we prove that W̃ solves (2.8) in R
2n \ (S ×R

n), where S is the singular
set of Us defined in (4.27). Unfortunately this does not follow immediately by (4.30) because we
have no information about the singular set Σ of ∇Ub, so we cannot control the limit k → ∞ of

∫ T

0
dt ϕ(t)

∫

R2n

dx dp∇Ub(x) · ∇pφ(x, p)W̃εkρ
t
εk
(x, p)

in (2.8) with (4.47). But we can proceed by a density argument because, using the regularity
conditions (4.48) and (4.49), we can approximate ∇Ub in L1 on suppφ by bounded continuous
functions.
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In order to prove that W̃ solves (2.8) in [0, T ] × R
2n we use (4.29) to obtain that

sup
t∈[0,T ]

∫

R2n

1

dist(x, S)2
dWt(x, p) dt < +∞. (4.50)

Observe that (4.50) implies that Wt(S × R
n) = 0 for every t ∈ (0, T ). The proof of the global

validity of the continuity equation uses the classical argument of removing the singularity by
multiplying any test function φ ∈ C∞

c (R2n) by χk, where χk(x) = χ(kdist(x, S)) and χ is a
smooth cut-off function equal to 0 on [0, 1] and equal to 1 on [2,+∞), with 0 ≤ χ′ ≤ 2. If we
use φχk as a test function, since χk depends on x only, we can use the particular structure of b,
namely b(x, p) = (p,−∇U(x)), to write the term depending on the derivatives of χk as

k

∫

R2n

φχ′(kdist(x, S))p · ∇dist(x, S) dWt(x, p)dt.

If K is the support of φ, the integral above can be bounded by

2 sup
K

|pφ|
∫

{x∈K:kdist(x,S)≤2}
k dWt(x, p) dt ≤

8maxK |pφ|
k

∫

K

1

dist2(x, S)
dWt(x, p),

and the right hand side is infinitesimal (uniformly in t) as k → ∞.
Proof of (iv): Since the distributional derivative of t 7→

∫

R2n φWt dx dp is given by
∫

R2n b ·
∇φdWt, we have to show that the map

t 7→
∫

R2n

b · ∇φdWt

is continuous. Observing that the map t 7→ Wt is weakly continuous and Wt = W̃tL
2n with

W̃ ∈ L∞
+ ([0, T ];L1(R2n) ∩ L∞(R2n)), the only delicate term is

∫

R2n

∇Us(x) · ∇pφ(x, p) dWt.

Define the nonnegative Hamiltonian function H = |p|2/2+U+‖Ub‖∞. Taking the limit in (4.29)
as ε→ 0 we easily deduce that

sup
t∈[0,T ]

∫

R2n

H2 dWt ≤ C sup
t∈[0,T ]

∫

R2n

(

1 + |p|4 + U2
s (x)

)

dWt < +∞.

Since the Hamiltonian is preserved by the Liouville dynamics (under our assumptions on the
potential, this fact is contained in the proof of [1, Theorem 6.1]), the above bound implies

sup
t∈[0,T ]

∫

{H≥N}
H2 dWt =

∫

{H≥N}
H2 dW0 → 0 as N → ∞.

As Us ≤ H, this implies

sup
t∈[0,T ]

∫

{Us≥N}
U2
s dWt ≤

∫

{H≥N}
H2 dW0 → 0 as N → ∞.
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Hence, if we define the sets AN := {Us ≤ N}, the functions

t 7→ fN(t) :=

∫

AN

∇Us(x) · ∇pφdWt

are continuous and converge uniformly to
∫

R2n ∇Us(x) · ∇pφdWt as N → ∞. This proves (iv).
To conclude the proof of the theorem, recalling that W denote the unique distributional

solution of (2.8) in L∞
+ ([0, T ];L1(R2n) ∩ L∞(R2n)) starting from ω̄L 2n (see [1, Theorem 6.1]),

we have proved W̃ = W , and so

lim
k→∞

sup
t∈[0,T ]

dP(W̃εkρ
t
εk

L
2n,WtL

2n) = 0. (4.51)

Since the limit WtL
2n is independent of the chosen subsequence, this implies the convergence

of the whole family, namely

lim
ε→0

sup
t∈[0,T ]

dP(W̃ερ
t
εL

2n,WtL
2n) = 0, (4.52)

as desired.

A Notations and some notions about density operators

A density operator on L2(Rn) is a positive, self-adjoint, trace-class operator, namely ρ̃ = ρ̃∗, ρ̃ ≥
0 and tr(ρ̃) = 1, where the trace is defined as follows:

tr(ρ̃) :=
∑

j∈N
〈ϕj , ρ̃ϕj〉 (A.1)

with {ϕj}j∈N is any orthonormal basis of L2(Rn). It can be shown that each density operator ρ̃
is a compact operator, so it can be decomposed as follows

ρ̃ =
∑

j∈N
λj〈ψj , ·〉ψj (A.2)

where 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ 1, and {ψj}j∈N is a orthonormal basis of eigenvectors of ρ̃. Therefore
ρ̃ is an integral operator and its kernel is

ρ(x, y) =
∑

j∈N
λjψj(x)ψj(y),

so that

ρ̃ψ(x) =

∫

Rn

ρ(x, y)ψ(y) dy.

Observe that the trace condition on ρ̃ can be expressed as follows in terms of its kernel

tr(ρ̃) =

∫

Rn

ρ(x, x) dx = 1. (A.3)
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The Wigner transform of ρ is defined as

Wερ(x, p) :=
1

(2π)n

∫

Rn

ρ(x+
ε

2
y, x− ε

2
y)e−ipydy,

and the Husimi transform of ρ as

W̃ερ :=Wερ ∗G(2n)
ε , G(2n)

ε (x, p) := G(n)
ε (x)G(n)

ε (p) =
e−

(|x|2+|p|2)
ε

(πε)n
.

It is easy to check that the marginals of Wερ are

∫

Rn

Wερ(x, p) dp = ρ(x, x) and

∫

Rn

Wερ(x, p) dx =
1

(2πε)n
F
(p

ε
,
p

ε

)

(A.4)

where

Fρ (q, q) =
∫

Rn

ρ(u, u)e−iq·u du. (A.5)

Similarly the marginals of W̃ερ are

∫

Rn

W̃ερ(x, p) dp =

∫

Rn

ρ(x− x′, x− x′)G(n)
ε (x′) dx′ (A.6)

and
∫

Rn

W̃ερ(x, p) dx =
1

(2πε)n

∫

Rn

Fρ
(

p− p′

ε
,
p− p′

ε

)

G(n)
ε (p′) dp′. (A.7)

Moreover, the Husimi transform is nonnegative: indeed (see for instance [15]),

W̃εψ(x, p) =
1

εn
|〈ψ, φεx,p〉|2, (A.8)

where 〈·, ·〉 is the scalar product on L2(Rn) and

φεx,p(y) :=
1

(πε)n/4
e−|x−y|2/(2ε)e−i(p·y)/ε ∈ L2(Rn), ‖φεx,p‖ = 1.

Hence W̃εψ ≥ 0, and using the spectral decomposition (A.2) one obtains the non-negativity of
W̃ερ for any trace-class operator ρ. Moreover, combining (A.3) and (A.6), it follows that W̃ερ
is a probability measure.
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