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1 Introduction

Let us consider the motion of an electron in the single band tight-binding approximation.
It is well known that in the absence of a dc electric field, the electron moves ballistically
whereas, when a dc electric field is present, Bloch oscillations prevent a current from be-
ing set up in the system. It is furthermore expected that if the electron is in contact with
a thermal environment, the resulting scattering mechanisms will suppress the Bloch os-
cillations and lead to a steady current. This phenomenon canfor example be described
within a semi-classical picture of the motion combined withthe relaxation-time approx-
imation (see [AM] for example). Alternatively, in open systems theory, one describes
the thermal environment and its coupling to the electron with a global Hamiltonian,
and traces out the environment variables to obtain, under suitable additional conditions
such as weak coupling and appropriate scalings, effective dynamical equations for the
electron alone. In treatments of this type, the environmentis often described by a set
of oscillators (see for example [FZ]) or more generally by a free Bose field. For a re-
view of various approaches to transport theory we refer to [B]. There has recently been
intensified interest in obtaining rigorous results along those lines [DFP, DF, CDM].

We present here a simple, explicitly solvable, fully quantum mechanical and fully Hamil-
tonian model of such a particle-environment system within the repeated interaction
scheme, in which the environment is described by a chain of two-level atoms. We
show that a dc current is created due to the interaction of theparticle with its environ-
ment. In addition to drifting in the direction of the appliedfield, the electron diffuses
around its mean position. We give a full analysis of the probability distribution for the
position of the particle in the large time regime (Theorem 3.1). We then use a repeated
measurement scheme to describe the increments of the position and energy observables
between time0 and timet (Theorems 3.3 and 3.2).

The rest of the paper is organized as follows. In Section 2 we give a detailed description
of the model under consideration. Our main results are stated precisely in Section 3. We
describe the effect on the particle of the interaction with asingle atom in Section 4, and
the main properties of the repeated interaction dynamics inSection 5. The proofs of the
main theorems are provided in Sections 6 and 7.

2 Description of the model

We consider a spinless particle on the one-dimensional lattice Z and submitted to a
constant external forceF ≥ 0. The quantum Hilbert space and Hamiltonian of the
particle are

Hp = ℓ2(Z), Hp = −∆− FX, (2.1)
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where∆ is the usual discrete nearest neighbor Laplacian andX the lattice position
operator

−∆ =
∑

x∈Z

(
2 |x〉〈x| − |x+1〉〈x| − |x〉〈x+1|

)
, X =

∑

x∈Z
x |x〉〈x|.

IdentifyingHp with L2(T1, dξ) via the discrete Fourier transform, we have

−∆ = 2(1− cos ξ), X = i∂ξ.

HereT1 ≃ [0, 2π[ is the first Brillouin zone andξ the crystal momentum. Defining the
translation operator

T =
∑

x∈Z
|x+1〉〈x| = e−iξ,

we can writeHp = 2− T − T ∗ − FX. We note for later reference that

[X, T ] = T, [X, T ∗] = −T ∗, [Hp, T ] = −FT, [Hp, T
∗] = FT ∗. (2.2)

WhenF = 0,Hp has a single band of absolutely continuous spectrum,sp(Hp) = [0, 4],
and the motion of the particle is described by

T (t) = eitHpT e−itHp = T,

X(t) = eitHpXe−itHp = X + i(T − T ∗)t,

showing its ballistic nature.

WhenF 6= 0, we setG = 2F−1 sin ξ = iF−1(T − T ∗). The commutation relations
(2.2) yield

Hp = eiG(2− FX)e−iG, (2.3)

from which it follows thatHp has discrete spectrum,sp(Hp) = 2 − FZ. This is the
well-known Wannier-Stark ladder. In the momentum representation, the normalized
eigenvectorψk to the eigenvalueEk = 2− Fk is given by

ψ̂k(ξ) =
1√
2π

ei(2F
−1 sin(ξ)−kξ). (2.4)

In the position representation, we therefore have

ψk(x) =

∫ 2π

0

ei(2F
−1 sin(ξ)−(k−x)ξ) dξ

2π
= Jk−x

(
2

F

)
,

where theJν are Bessel functions. From their asymptotic behavior for largeν (see e.g.
Formula (10.19.1) in [OLBC]) we infer that

ψk(x) ∼
1√

2π|k − x|

(
e

F |k − x|

)|k−x|
for |k − x| → ∞,
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which shows thatψk(x) is sharply localized aroundx = k. The motion of the particle,
described by

T (t) = eitHpT e−itHp = e−itFT,

X(t) = eitHpXe−itHp = X +
4

F
sin

(
Ft

2

)
sin

(
ξ +

Ft

2

)
,





(2.5)

is now confined by Bloch oscillations.

In what follows, we let the particle interact with one or many2-level atoms, each of
which has a quantum Hilbert spaceHa = C2 which we identify withΓ−(C), the
fermionic Fock space overC. The atomic Hamiltonian is given by

Ha = dΓ(E) = Eb∗b,

whereE ≥ 0 is the Bohr frequency of the atom andb∗, b are the usual Fermi creation
and annihilation operators. The later satisfy the canonical anti-commutation relations

b∗b+ bb∗ = I, b2 = b∗2 = 0. (2.6)

The initial state of the two-level atoms will be their equilibrium state at inverse temper-
atureβ described by the density matrix

ρβ = Z−1
β e−βHa , Zβ = Tr(e−βHa) = 1 + e−βE . (2.7)

The interaction between the particle and the two-level atomis chosen so that its effect is
to give a right or left kick to the particle, depending on whether the atom is in its ground
state or in its excited state. More precisely, we set

V =
∑

x∈Z

(
|x+1〉〈x| ⊗ b∗ + |x〉〈x+1| ⊗ b

)
= Tb∗ + T ∗b. (2.8)

To understand this interaction, note that whenF > 0, the translation operatorT can be
thought of as a lowering operator for the particle. Indeed, from (2.4) one finds

Tψk = ψk+1 (2.9)

Similarly, T ∗ acts as a raising operator. As a result,V describes an exchange of en-
ergy between the two-level system and the particle. We pointout that this interac-
tion is very similar to the one which appears in the Jaynes-Cummings Hamiltonian
where a two level atom interacts with one mode of the electromagnetic field of a cav-
ity (through its electric dipole moment and in the rotating wave approximation), see
e.g. [CDG, Du]. Thermalization of the field through repeatedinteraction with two-level

4



atoms was proven for the Jaynes-Cummings Hamiltonian in [BP]. The model treated
here is very similar to the one studied in [BP], except that the spectrum ofHp, contrary
to the spectrum of the mode of the electromagnetic field, is not bounded from below.
As a result, the system we treat here has no invariant state, as we shall see below.

The full Hamiltonian of the particle interacting with a single two-level system acts on
the Hilbert spaceHp ⊗Ha and is given by

H = Hp +Ha + λV, (2.10)

whereλ ∈ R is a coupling constant. As the more explicit formula

H = 2− T (1− λb∗)− T ∗(1− λb)− FX + Eb∗b,

shows, one can also interpret the coupling to the two-level system as altering the hopping
matrix elements of the original Hamiltonian. The operatorH is easily diagonalized by
noticing that it commutes with the “number operator”

N = −eiGXe−iG + b∗b =
Hp − 2

F
+
Ha

E
, (2.11)

which has a two-dimensional eigenspace to each of its eigenvaluen ∈ Z. In particular,
if E = F then the energyHp + Ha is preserved by the full dynamics (which will be
computed in Section 4).

We now turn to the description of the repeated interaction dynamics (see e.g. [AP, BJM,
BP]). We let the particle interact successively, each time during a fixed periodτ > 0,
with the elements of a sequence of atoms,i.e., during the time interval[(n − 1)τ, nτ [,
the particle interacts with then-th atom and with none of the others. The Hilbert space
of the atomic reservoir is

Henv =

M⊗

n=1

Ha,n,

whereM is the number of atoms and eachHa,n is a copy ofHa. The Hilbert space of
the joint particle+reservoir system isH = Hp⊗Henv. The full unitary evolutionU(t, s)
of the system is thus described by the Schrödinger equation

i∂tU(t, s) = H(t)U(t, s), U(s, s) = I, t, s ∈ [0,Mτ ], (2.12)

with time-dependent Hamiltonian

H(t) = Hp +

M∑

n=1

Ha,n + λ

M∑

n=1

χn(t)(Tb
∗
n + T ∗bn), (2.13)
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whereχn is the characteristic function of the interval[(n− 1)τ, nτ [ andHa,n, bn, b∗n are
the Hamiltonian, annihilation and creation operators of then-th atom. We will use the
following notation

Hn = Hp +Ha,n + λ(Tb∗n + T ∗bn), H̃n = Hn +
∑

1≤k≤M
k 6=n

Ha,k. (2.14)

Note thatH(t) = H̃n whent ∈ [(n− 1)τ, nτ [.

We denote byB1(Hp) the Banach space of trace class operators on the Hilbert space
Hp. Given any density matrix for the particleρp ∈ B1(Hp), ρp ≥ 0, Trρp = 1, we set
the initial state of the joint system to

ρ0 = ρp ⊗ ρ⊗M
β , ρ⊗M

β =
M⊗

n=1

ρβ .

After n ≤M interactions, this state evolves intoρnτ = U(nτ, 0)ρ0U(nτ, 0)
∗. To obtain

the density matrixρp,nτ of the particle after thesen interactions we take the partial trace
over the environment,

ρp,nτ = TrHenvρnτ = TrHenvU(nτ, 0)(ρp ⊗ ρ⊗M
β )U(nτ, 0)∗. (2.15)

In fact, for reasons that will become clear later, we shall consider the more general linear
operator defined onB(Hp) by

Dα,n(A) = TrHenv

(
I ⊗

[
ραβ

]⊗M
)
U(nτ, 0)

(
A⊗

[
ρ1−α
β

]⊗M
)
U(nτ, 0)∗,

whereα is an arbitrary real parameter. Using the cyclicity of the partial trace w.r.t.
atomic operators and the fact thatρβ is invariant under the free atomic dynamics we can
replaceU(nτ, 0) by e−iτHnU((n− 1)τ, 0) in the last formula. It then follows that

Dα,n(A) = TrHa(I ⊗ ραβ)e
−iτH(Dα,n−1(A)⊗ ρ1−α

β ) eiτH = Lα(Dα,n−1(A)),

where
Lα(A) = TrHa(I ⊗ ραβ)e

−iτH(A⊗ ρ1−α
β ) eiτH . (2.16)

We conclude thatDα,n(A) = Ln
α(A) and hence

TrHpBLn
α(A) = Tr(B ⊗

[
ραβ

]⊗M
)U(nτ, 0)(A⊗

[
ρ1−α
β

]⊗M
)U(nτ, 0)∗. (2.17)

The operatorLα will play a central role in our analysis. For later reference, we describe
its main properties in the following proposition.
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Proposition 2.1 For anyα ∈ R, Lα is a completely positive operator onB1(Hp) with
spectral radius

θ(α) = (1− p) + p
cosh

(
(1
2
− α)βE

)

cosh
(
1
2
βE

) , (2.18)

wherep is defined in (3.2). Its adjoint w.r.t. the duality〈A|B〉 = TrAB is the completely
positive operator onB(Hp) given by

L∗
α(B) = TrHa(I ⊗ ρ1−α

β )eiτH(B ⊗ ραβ)e
−iτH .

Going back to the special caseα = 0, we have

ρp,nτ = Ln
0 (ρp),

so that the discrete semi-group(Ln
0)n∈N acting on the density matrices ofHp describes

the reduced Schrödinger dynamics of the particle. The reduced Heisenberg dynamics is
obtained by duality: forB ∈ B(Hp) andρp ∈ B1(Hp),

TrHpBLn
0 (ρp) = TrHpL∗n

0 (B)ρp.

At this point, the choice ofM becomes immaterial and we can consider an arbitrary
large number of interactions. Given an observableB onHp, we write

〈B〉n = TrBLn
0 (ρp),

for its expectation value at timet = nτ .

3 Results and discussion

We are now in a position to state our main results on the dynamics of the particle. As
will be shown in Section 4, coupling with a single 2-level atom turns the periodic Bloch
oscillations (2.5) of frequencyωBloch = F into quasi-periodic motion with the two
frequenciesωBloch and

ω0 =
√

(E − F )2 + 4λ2, (3.1)

(see Equ. (4.3) below). Repeated interactions with 2-levelatoms have a much more
drastic effect. The bounded motion of the particle now becomes diffusive. In terms of
the parameter

p =
4λ2

ω2
0

sin2
(ω0τ

2

)
∈ [0, 1], (3.2)
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the motion is characterized by a drift velocity

vd = vd(E, F ) =
p

τ
tanh

(
βE

2

)
, (3.3)

and a diffusion constant

D = D(E, F ) =
p

2τ

(
1− p tanh2

(
βE

2

))
. (3.4)

More precisely, the following holds.

Theorem 3.1 Assume thatF > 0, λ 6= 0 andω0τ /∈ 2πZ so thatp ∈]0, 1]. Let the
density matrixρp ∈ B1(Hp) describe the initial state of the particle and denote byµn

the spectral measures of the position observableX in the stateρp,nτ ,

µn(f) =

∫
f(x) dµn(x) = 〈f(X)〉n. (3.5)

1. The Central Limit Theorem (CLT) holds: For any bounded continuousf onR,

lim
n→∞

∫
f

(
x− vdnτ√

2Dnτ

)
dµn(x) =

∫
f(x) e−x2/2 dx√

2π
.

2. If Tr (X2ρp) < +∞, then

lim
n→∞

〈X〉n
nτ

= vd, lim
n→∞

〈(X − vdnτ)
2〉n

nτ
= 2D.

3. If Tr
(
eγ|X|ρp

)
< +∞ for all γ > 0 then a Large Deviation Principle (LDP) holds

in the sense that, for any intervalJ ⊂ R,

lim
n→∞

1

n
logµn(nJ) = − inf

x∈J
I(x), (3.6)

whereI(x) is the Legendre-Fenchel transform ofe(η) = log θ(−η/βE), i.e.,

I(x) = sup
η∈R

[
ηx− log θ

(
− η

βE

)]
.

Here the functionθ is defined in(2.18).
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Note that whenE = F , the mobility

µ = lim
F→0

vd
F

=
β sin2(λτ)

2τ
,

and the diffusion constant

D = µβ−1

(
1− sin2(λτ) tanh2

(
βF

2

))
,

satisfy the Einstein relation

lim
F→0

D = µβ−1 = µkBT.

The rate function in Part 3 is explicitly given by

I(x) =





−x
(
βE

2
+ log

(
R(x)− x

a(1− x)

))
− log

(
(1− p)(R(x) + 1)

1− x2

)
for x ∈ [−1, 1],

+∞ otherwise,

where
a =

p

(1− p) cosh(βE/2)
, R(x) =

√
x2 + a2(1− x2).

It is strictly convex on[−1, 1] and satisfiesI(vdτ) = 0 andI(x) > 0 for x 6= vdτ .

Note that the drift velocity and diffusion constant do not depend on the initial state of
the particle. The CLT gives us the probability to find the particle at timenτ in a region
of sizeO(

√
n) around the mean valuevdnτ , whereas the LDP gives information on

this probability for a region of sizeO(n). To put it differently, it yields information on
the probability that the particle’s mean speed falls asymptotically in an interval of size
O(1). Loosely speaking, it says that

µn({n(vd + δv)τ}) ≃ e−nI((vd+δv)τ).

The peculiar symmetrye(−βE − η) = e(η) immediately leads to the relationI(x) =
−βEx+ I(−x) which tells us that

lim
δv↓0

lim
n→∞

1

nτ
log

µn(n[−v − δv,−v + δv]τ)

µn(n[v − δv, v + δv]τ)
= −βEv,

i.e., that negative mean velocities are exponentially less likely than positive ones. The
reader familiar with recent developments in non-equilibrium statistical mechanics will
recognize here a kind of fluctuation theorem. Indeed, we shall see that the symmetry of
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the functione(η) is a direct consequence of time-reversal invariance and, ina sense, a
remnant of the Evans-Searles (or transient) fluctuation theorem (see (3.7)).

We have further studied the statistics of the energy changesof the particle, the envi-
ronment and the whole system. Note that the latter is not expected to vanish, since the
Hamiltonian is time-dependent, so that total energy is not conserved.

To study the change in the energy of the atomic reservoir we use the following op-
erational procedure. The reservoir being initially in thermal equilibrium at inverse
temperatureβ and the particle in the stateρp, we measure the total energy of the
reservoir and the particle just before the first interactionand just after then-th inter-
action. These successive measurements yield the four valuesEp,0, Ep,n ∈ spHp and
Eenv,0, Eenv,n ∈ spHenv. It will be convenient to express the resulting change in energy
in terms of the “entropy like” quantities

∆Sp,n = β∗(Ep,n −Ep,0), ∆Senv,n = −β(Eenv,n − Eenv,0),

whereβ∗ = βE/F . We denote byPn the joint probability distribution of∆Sp,n,
∆Senv,n and byEn the corresponding expectation. Note that the quantitiesEenv,0 and
Eenv,n are well defined provided the reservoir contains only a finitenumberM of atoms
andn ≤ M . However, under those circumstances,∆Senv,n does not depend onM
and we can therefore consider the reservoir contains an infinite number of atoms. This
simple thermodynamical limit will always be understood in what follows.

Remark. When applied to electric charge, or more generally to particle number, the two
measurement processes described above go under the namefull counting statistics(see
e.g. [ABGK] and references therein). The present application is closer to the approach
to current fluctuations found in [dR].

Theorem 3.2 1. Pn[∆Sp,n = ∆Senv,n] = 1. Hence, in the following we set

∆Sn = ∆Sp,n = ∆Senv,n.

2. The cumulant generating function of∆Sn is given by

logEn
[
eα∆Sn

]
= n log θ(α),

where the functionθ is defined in(2.18).

3. Its mean value and variance are

En

[
∆Sn

n

]
= −βEvdτ, En

[
(∆Sn + βEvdnτ)

2

n

]
= (βE)22Dτ.
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4. The CLT holds: For any bounded continuous functionf ,

lim
n→∞

En

[
f

(
∆Sn + βEvdnτ

βE
√
2Dnτ

)]
=

∫
f(x) e−x2/2 dx√

2π
.

5. The sequence(Pn)n∈N satisfies a LDP: For any intervalsJ ⊂ R,

lim
n→∞

1

n
logPn

[
∆Sn

n
∈ J

]
= − inf

s∈J
φ(s),

with the rate functionφ(s) = supα∈R(αs− log θ(α)).

6. It satisfies the transient fluctuation theorem

Pn
[
∆Sn

n
= −s

]

Pn
[
∆Sn

n
= s

] = ens. (3.7)

Part 1 clearly reflects the fact that the number operator (2.11) commutes withH so that

β∗Hp + βHenv = βE

(
Hp

F
+
Henv

E

)
,

is preserved by the repeated interaction dynamics.

The particle’s drift velocity isvd, and one sees therefore that, as expected, its energy loss
per unit time equals the work done byF per unit time. Simultaneously, the environment
gains energy at a rateEvd: indeed, the particle moves on averagevd steps to the right
per unit time, which corresponds tovd elements of the chain gaining an energyE. This
leads to an average energy gain or loss of(E − F )vd for the full system. In the special
caseE = F , these rates are equal, and the total system neither looses nor gains energy.
This is a consequence of the fact (mentioned after Equ. (2.11)) that the interaction term
in the Hamiltonian commutes with the free Hamiltonian in this case. In general, the
total energy is not preserved, which is a reflection of the fact that the Hamiltonian of the
total system is time-dependent, as is clear from (2.13).

Note also that the symmetryθ(1 − α) = θ(α) which leads to the transient fluctuation
theorem (3.7) is evident from Proposition 2.1. We shall see in Section 5.2 that it is
actually a consequence of time-reversal invariance.

Since

−Hp

F
≃ X,

we expect a very similar result for the position increment∆Xn = Xn − X0 obtained
from a double measurement ofX at timet = 0 andt = nτ . Indeed, the distributionQn

of ∆Xn satisfies the following.
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Theorem 3.3 1. The cumulant generating function of∆Xn satisfies

g(η) = lim
n→∞

1

n
logQn

[
eη∆Xn

]
= log θ

(
− η

βE

)
.

2. Its mean value and variance are

lim
n→∞

Qn

[
∆Xn

nτ

]
= vd, Qn

[
(∆Xn − vdnτ)

2

nτ

]
= 2D.

3. The CLT holds: For any bounded continuous functionf ,

lim
n→∞

Qn

[
f

(
∆Xn − vdnτ√

2Dnτ

)]
=

∫
f(x) e−x2/2 dx√

2π
.

4. The sequence(Qn)n∈N satisfies a LDP: For any intervalsJ ⊂ R,

lim
n→∞

1

n
logQn

[
∆Xn

n
∈ J

]
= − inf

x∈J
I(x).

5. It satisfies the asymptotic fluctuation theorem

βE(v − δv) ≤ lim
n→∞

1

n
log

Qn
[
∆Xn

nτ
∈ [−v − δv,−v + δv]

]

Qn
[
∆Xn

nτ
∈ [v − δv, v + δv]

] ≤ βE(v + δv),

for v ∈]− 1, 1[ andδv > 0, small enough.

Remark. This fluctuation theorem is not of transient (or Evans-Searles) type since it
only holds in the large time limit. It is not of the stationary(or Gallavotti-Cohen) type
either since there is no stationary state for the dynamics, as we shall see in Section 5.3.
For more details on these fluctuation theorems, we refer the reader to e.g. [JPR, RM].

Note also the similarity with Theorem 3.1. Theorem 3.3 describes the position incre-
ment of the particle without requiring sharp localization of the particle position at time
0, contrary to Theorem 3.1.

4 Interaction with a single two level atom

In this section we investigate the dynamics of the particle interacting with a single atom
described by the Hamiltonian (2.10). As already remarked,H can easily be diagonal-
ized by exploiting the fact that it commutes with the number operator (2.11). To get
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a tractable formula for the propagatoreitH , it will be more convenient to consider the
unitary operator

U = (Tb∗b+ bb∗) cos θ − (Tb∗ − b) sin θ,

whereθ is chosen such that

cos(2θ) =
E − F

ω0
, sin(2θ) =

2λ

ω0
.

Using the commutation relations (2.2) and (2.6), one easilyshows that

U∗HU = Hp + ω0

(
b∗b− 1

2

)
+
E − F

2
. (4.1)

It follows immediately that, forF 6= 0, the spectrum ofH is purely discrete,

sp(H) = 2− FZ+
E − F

2
± ω0

2
.

If ω0/F is not an integer, all the eigenvalues are simple. The normalized eigenvectors
are given by

|φk,−〉 = U |ψk〉 ⊗ |0〉 = cos θ|ψk〉 ⊗ |0〉 − sin θ|ψk+1〉 ⊗ |1〉,
|φk,+〉 = U |ψk〉 ⊗ |1〉 = cos θ|ψk+1〉 ⊗ |1〉+ sin θ|ψk〉 ⊗ |0〉,

where|0〉 and|1〉 denote the ground state and the excited state of the atom. Of course
the situation is completely different whenF = 0. The spectrum

sp(H) =

(
1

2
(E − F − ω0) + [0, 4]

)⋃(
1

2
(E − F + ω0) + [0, 4]

)
,

is then purely absolutely continuous.

From Equ. (4.1) we get the explicit formula for the propagator,

eitH = Ueit(E−F )/2eitω0(b∗b−1/2)eitHpU∗, (4.2)

which reduces the proof of the following result to a straightforward calculation.

Lemma 4.1 For any operatorA onHp and anyt ∈ R one has

e−itHA⊗ ρβ eitH = Aβ,t(At)⊗ b∗b+ Bβ,t(At)⊗ b+ Bβ,t(A
∗
t )

∗ ⊗ b∗ + Cβ,t(At)⊗ bb∗,

whereAt = e−itHpA eitHp and

Aβ,t(A) =
e−βE

Zβ

(
1− 4λ2

ω2
0

sin2

(
ω0t

2

))
A+

1

Zβ

4λ2

ω2
0

sin2

(
ω0t

2

)
TAT ∗,

Bβ,t(A) =
1

Zβ

2λ

ω0

(
i

2
sin(ω0t)−

E − F

ω0
sin2

(
ω0t

2

))(
AT ∗ − e−βET ∗A

)
,

Cβ,t(A) =
1

Zβ

(
1− 4λ2

ω2
0

sin2

(
ω0t

2

))
A+

e−βE

Zβ

4λ2

ω2
0

sin2

(
ω0t

2

)
T ∗AT.

13



By noting thatX = 2X ⊗ ρβ=0 the preceding lemma can be used to compute the
evolution of the position observable

eitHX e−itH = eitHpXe−itHp

+

(
4λ2

ω2
0

(bb∗ − b∗b) +
2λ(E − F )

ω2
0

(Tb∗ + T ∗b)

)
sin2

(
ω0t

2

)
(4.3)

− i
λ

ω0
(Tb∗ − T ∗b) sin(ω0t).

We conclude that the coupling to a single atom does not substantially alter the long term
behavior of the particle. In particular, whenF 6= 0, the motion remains bounded. We
will see in the next section that the situation is very different for repeated interactions
with a sequence of atoms.

5 Repeated interaction dynamics

In this section we study the properties of the operatorLα, defined in (2.16).

It is clear thatα 7→ Lα is entire analytic as a map fromC to the bounded operators on
B(Hp). Moreover, since

TrHpBLα(A) = Tr(B ⊗ ραβ)e
−iτH(A⊗ ρ1−α

β ) eiτH,

Lα is also bounded as an operator on the Schatten-von Neumann classBp(Hp), for any
p ∈ [1,∞].

Using the cyclicity of the partial trace w.r.t. operators onHa we can write, forα ∈ R,

Lα(A) = TrHa

(
e−iτH(α)

A⊗ ρβ e
iτH(α)∗

)
,

whereH(α) is a bounded perturbation ofH,

H(α) = e−αβHa/2HeαβHa/2

= Hp +Ha + λe−αβHa/2V eαβHa/2

= Hp +Ha + λ(e−αβE/2Tb∗ + eαβE/2T ∗b).

This shows in particular thatLα is completely positive for real values ofα.

14



5.1 Gauge invariance

Lemma 5.1 The operatorLα commutes with the evolution of the non-interacting par-
ticle, i.e.,

Lα

(
e−itHpA eitHp

)
= e−itHpLα(A)e

itHp ,

holds for allt, α ∈ R andA ∈ B(Hp).

Proof. From the fact thatH commutes with the number operator (2.11) we infer

H = eitNHe−itN = eitHp/F eitHa/EHe−itHa/Ee−itHp/F ,

so that
e−itHa/Ee−iτHeitHa/E = eitHp/F e−iτHe−itHp/F .

SinceHp andHa commute, we also have

e−itHa/Ee−iτH(α)

eitHa/E = eitHp/F e−iτH(α)

e−itHp/F ,

and hence

eitHpLα

(
e−itHpA eitHp

)
e−itHp

= TrHa

(
eitHpe−iτH(α)

e−itHpA⊗ ρβ e
itHpeiτH

(α)∗

e−itHp

)

= TrHa

(
e−itHaF/Ee−iτH(α)

eitHaF/EA⊗ ρβ e
−itHaF/EeiτH

(α)∗

eitHaF/E
)

= TrHa

(
e−itHaF/Ee−iτH(α)

A⊗ ρβ e
iτH(α)∗

eitHaF/E
)

= Lα(A),

where we used the fact thatHa commutes withA⊗ ρβ and the cyclicity of the trace.2

Introducing the non-interacting evolution operator

U(A) = e−iτHpA eiτHp,

we define the “interaction picture” reduced evolution asL̃α = Lα ◦ U−1. Note that, by
Lemma 5.1, we have

Ln
α = L̃n

α ◦ Un = Un ◦ L̃n
α,

for anyn ∈ N.
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5.2 Time-reversal invariance

Let us denote byCp the complex conjugation onℓ2(Z), i.e.,(Cpψ)(x) = ψ(x) and set

C(A) = CpAC
∗
p,

for A ∈ B(Hp). This anti-linear involution implements time reversal of the parti-
cle’s dynamics. Indeed, since the HamiltonianHp is real in the position representation,
CpHp = HpCp, one hasCpe

itHp = e−itHpCp for all t ∈ R and in particular

C ◦ U = U−1 ◦ C.

Lemma 5.2 For all α ∈ R one hasL∗
α = C ◦ L1−α ◦ C.

Remark. As will be clear from its proof, this property ofLα is a consequence of the
time-reversal invariance of the dynamics of the particle coupled to a two-level atom. It
implies that the spectral radius ofLα andL1−α coincide.

Proof. SettingCa(a0|0〉+ a1|1〉) = a0|0〉+ a1|1〉 defines a anti-unitary operator onHa

such thatCaHa = HaCa and hence

Cae
itHa = e−itHaCa, Caρβ = ρβCa.

SinceT andT ∗ are real w.r.t.Cp andb andb∗ are real w.r.t.Ca, the HamiltonianH is
real w.r.t.C = Cp ⊗ Ca and one hasCeitH = e−itHC.

From the fact that the partial trace onHa satisfies

TrHaCAC
∗ = C(TrHaA),

for all A ∈ B(Hp ⊗Ha), one deduces that, forA,B ∈ B(Hp),

C(ALα(B)) = C(TrHa(A⊗ ραβ)e
−iτH(B ⊗ ρ1−α

β )eiτH)

= TrHaC(A⊗ ραβ)e
−iτH(B ⊗ ρ1−α

β )eiτHC∗

= TrHa(C(A)⊗ ραβ)e
iτH(C(B)⊗ ρ1−α

β )e−iτH

= TrHa(C(B)⊗ ρ1−α
β )e−iτH(C(A)⊗ ραβ)e

iτH

= C(B)L1−α ◦ C(A).

It follows that

TrHpALα(B) = TrHpC(ALα(B))

= TrHpC(B)L1−α ◦ C(A)
= TrHpC ◦ L1−α ◦ C(A)B,

and henceL∗
α(A) = C ◦ L1−α ◦ C(A). 2
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5.3 Kraus representation

SinceLα is completely positive forα ∈ R, the same is true of̃Lα. The following result.
describes the Kraus representation of the latter operator.

Lemma 5.3 For anyα ∈ R andA ∈ B(Hp), one has

L̃α(A) = eαβEp−T
∗AT + p0A+ e−αβEp+TAT

∗, (5.1)

where

p− =
e−βE

1 + e−βE
p, p0 = 1− p, p+ =

1

1 + e−βE
p.

with p defined in Equ.(3.2).

We note thateαβEp− + p0 + e−αβEp+ = θ(α), whereθ(α) is defined in Proposition 2.1,
so

Lα(I) = L∗
α(I) = θ(α)I. (5.2)

ConsiderKα = θ(α)−1Lα as an operator onB1(Hp). SinceKα is completely positive
and trace preserving, it has unit spectral radius (see [Sch]). Hence,θ(α) is the spectral
radius ofLα. This proves Proposition 2.1. The remark after Lemma 5.2 nowexplains
the origin of the symmetryθ(1− α) = θ(α).

Let us now setα = 0 in Equ. (5.1) and explore the implications of this expression for the
dynamics of the particle. Ifρ describes the state of the particle, thenT ∗ρT (respectively
TρT ∗) represent the same state translated by one lattice spacingto the left (respectively
right). Note moreover that

p− + p0 + p+ = 1,

so that the reduced evolutionL0 = L̃0 ◦ U consists of a free evolution with the Hamil-
tonianHp, followed by a random translation by±1 or 0, and with probabilitiesp± or
p0. Note that the dynamics is trivial ifp = 0, i.e., if ω0τ = 2πm with m ∈ Z. In
that case there is no translation and the particle evolves according toHp. This can be
seen directly on Equ. (4.2) by noticing thatUHpU

∗ = Hp + Fb∗b. It follows that the
propagator factorizes

eiτH = (−1)meiτ(E−F )/2 eiτHp ⊗ eiτF b∗b,

and, up to an inessential phase factor and a renormalizationof the atomic Bohr fre-
quency, the particle and the two-level system evolve as if they were not coupled. This
resembles the “Rabi oscillation” phenomenon which appearsin the Jaynes-Cummings
model for matter-radiation interaction. In the following we will avoid this resonance
and assumep 6= 0.
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Introducing a family of i.i.d. random variablesYn, taking the values±1 and0 with
probabilityp± andp0, and definingSn =

∑n
j=1 Yj, we can very concisely write

Ln
0(ρ) = e−inτHpE

[
T Snρ T−Sn

]
einτHp . (5.3)

Accordingly, the study of the dynamics of the system is reduced to that of a classi-
cal random walk. As a further remark, suppose that the initial state of the particle is
invariant under the uncoupled dynamics, so that

ρ =
∑

k∈Z
pk|ψk〉〈ψk|. (5.4)

Then, using Equ. (2.9), we obtainLn
0 (ρ) =

∑
k∈Z p

(n)
k |ψk〉〈ψk| with

p
(n+1)
k = p+p

(n)
k−1 + p0p

(n)
k + p−p

(n)
k+1. (5.5)

Thus, the set ofHp-invariant states is invariant under the reduced dynamics and the
latter reduces to a classical Markov chain on this set.

Before turning to the proof of Lemma 5.3, let us show that the reduced dynamics has no
stationary state: there exists no density matrixρ onHp such thatL0(ρ) = ρ. Indeed, it
follows from Lemma 5.1 that the subspacesJd, d ∈ Z, defined by

Jd ={ρ ∈ B1(Hp) | e−itHpρ eitHp = eitdρ for all t ∈ R}
={ρ ∈ B1(Hp) | ρ =

∑

k∈Z
ρk|ψk〉〈ψk+d|},

are globally invariant underL0. Hence, if a stateρ is stationary, so is its diagonal part
ρ0 =

∑
k pk|ψk〉〈ψk|, wherepk = 〈ψk|ρψk〉. Equ. (5.5) then writes

pk−1 − Zβpk + e−βEpk+1 = 0,

which implies thatpk = a+ beβEk for some constantsa, b ∈ R. But this contradicts the
fact that1 = Tr ρ =

∑
k pk.

Proof of Lemma 5.3. We start with the fact that

ραβe
−iτHA⊗ ρ1−α

β eiτH =
ZαβZ(1−α)β

Zβ

ραβ e
−iτHA⊗ ρ(1−α)β e

iτH ,

so that, applying Lemma 4.1, we get

ραβe
−iτHA⊗ ρ1−α

β eiτH =
ZαβZ(1−α)β

Zβ
ραβ

(
A(1−α)β,t(At)b

∗b+ B(1−α)β,t(At)b

+B(1−α)β,t(At)
∗b∗ + C(1−α)β,t(At)bb

∗).
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Upon taking the partial trace overHa, we obtain

Lα(A) =
ZαβZ(1−α)β

Zβ

(
A(1−α)β,t(At)

e−αβE

Zαβ
+ C(1−α)β,t(At)

1

Zαβ

)
,

and the result follows from Lemma 4.1 with some elementary algebra. 2

6 Proof of Theorem 3.1

To complete the proof of our main results, we shall need the following technical lemma.

Lemma 6.1 1. If F 6= 0 then, for anyη ∈ R, one has

lim
t→∞

‖eitHpeiηX/
√
te−itHp − eiηX/

√
t‖ = 0.

2. If F 6= 0 then, for anyη ∈ R, there existsCη ≥ 1 such that

C−1
η ≤ e−ηX/2eitHpeηXe−itHpe−ηX/2 ≤ Cη,

for all t ∈ R.

Proof. 1. By Equ. (2.5), one haseitHpXe−itHp = X + Bt, whereBt is a uniformly
bounded operator valued function oft. Duhamel formula yields

eitHpeiηX/
√
te−itHp − eiηX/

√
t =

η√
t
Rt,

where

Rt =

∫ 1

0

ei(1−s)η(X+Bt)/
√
tBt e

isηX/
√
tds.

The claim follows from the fact thatRt is also uniformly bounded.

2. By Equ. (2.3) we can write, for anyη, t ∈ R,

Q(t, η) = eitHpe−iηXe−itHpeiηX = eiGe−itFXe−iGe−iηXeiGeitFXe−iGeiηX .

From the commutation relation (2.2) we get, forθ ∈ R,

e−iθXG eiθX =
2

F
sin(ξ + θ),

so that
Q(t, η) = e2i(sin ξ−sin(ξ+tF )−sin(ξ+η)+sin(ξ+tF+η))/F .
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It follows thatη 7→ Q(t, η) ∈ B(Hp) extends to an entire analytic function. Moreover,
one easily shows that

Cη = sup
t∈R

‖Q(t, η)‖ = e4 sinh(|Imη|)/F ,

for anyη ∈ C.

Now sinceXt = eitHpXe−itHp is self-adjoint the subspaceDt = Dom(eX
2
t ) is dense in

Hp and such that, forφ ∈ Dt, the vector valued functionη 7→ eiηXtφ is entire analytic.
Forψ ∈ Dt, φ ∈ D0 andη ∈ R one has

〈eiηXtψ|eiηXφ〉 = 〈ψ|Q(t, η)φ〉.

By analytic continuation, both sides of this identity extend to complex values ofη. In
particular, one has

〈eηXtψ|e−ηXφ〉 = 〈ψ|Q(t, iη)φ〉,
for any η ∈ R. SinceDt is a core ofe±ηXt , the last identity extends to allφ ∈
Dom(e−ηX) andψ ∈ Dom(eηXt). The modulus of its right hand side being bounded by
Ciη‖ψ‖ ‖φ‖, one concludes thatRan(e−ηX) ⊂ Dom(eηXt) and

‖eηXte−ηX‖ ≤ Ciη.

It follows that

e−ηX/2eηXte−ηX/2 = (eηXt/2e−ηX/2)∗(eηXt/2e−ηX/2) ≤ C2
iη/2,

and
(e−ηX/2eηXte−ηX/2)−1 = eηX/2e−ηXteηX/2 ≤ C2

−iη/2 = C2
iη/2,

which together imply

C−2
iη/2 ≤ e−ηX/2eηXte−ηX/2 ≤ C2

iη/2.

2

We now turn to the proof of Theorem 3.1. First, from Equ. (5.3)we find that

〈f(X)〉n = Tr(f(X)Ln
0(ρp)) = E

[
Tr

(
f(T−SneinτHpXe−inτHpT Sn) ρp

)]
.

Hence, using Equ. (2.5), we get

〈f(X)〉n = E
[
Tr

(
f
(
T−Sn (X +Bn)T

Sn
)
ρp
)]

= E [Tr (f (X + Sn +Bn) ρp)] , (6.1)
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where

Bn =
4

F
sin

(
nτF

2

)
sin

(
ξ +

nτF

2

)
. (6.2)

To prove Part 1, we study the convergence in distribution of the sequence of probability
measures̃µn(J) = µn(

√
2DnτJ + vdnτ), J ⊂ R, whereµn is defined in (3.5). By the

Lévy-Cramér continuity theorem, this is equivalent to the pointwise convergence of the
sequence of their characteristic functions. We shall therefore prove that for anyη ∈ R

µ̃n(e
iηx) =

∫

R

eiηx dµ̃n(x) =
〈
eiη(X−vdnτ)/

√
2Dnτ

〉
n

n→∞−→ e−η2/2.

Using (6.1), we can write

µ̃n(e
iηx) = E

[
Tr

(
eiη(X+Sn−vdnτ+Bn)/

√
2Dnτρp

)]

= E

[
eiη(Sn−vdnτ)/

√
2Dnτ

]
Tr

(
eiη(X+Bn)/

√
2Dnτρp

)
. (6.3)

The classical CLT implies that the first factor of the last line converges, asn → ∞, to
e−η2/2 since, as a simple computation confirms

1

nτ
E[Sn] = vd,

1

nτ
Var[Sn] = 2D, (6.4)

wherevd andD are defined in (3.3) and (3.4). The second factor is controlled by Part 1
of Lemma 6.1 which implies

lim
n→∞

Tr
(
eiη(X+Bn)/

√
2Dnτρp

)
= lim

n→∞
Tr

(
eiηX/

√
2Dnτρp

)
.

The right hand side of this identity is1 by the dominated convergence theorem.

The first assertion in Part 2 follows from

1

nτ
〈X〉n =

1

nτ
Tr(XLn

0 (ρp))

=
1

nτ
E [Tr((X + Sn +Bn)ρp)]

=
1

nτ
E[Sn] +

1

nτ
Tr((X +Bn)ρp),

since the first term on the last line converges tovd (by Equ. (6.4)) while the second
vanishes asn→ ∞. The proof of the second assertion is similar.

To prove Part 3, we shall study the cumulant generating function

en(η) = log µn(e
ηx) = logTr

(
eηXLn

0(ρp)
)
. (6.5)
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By Equ. (6.1)-(6.2) and (2.5), one has

en(η) = logE
[
Tr

(
eη(X+Sn+Bn)ρp

)]
= logE

[
eηSn

]
+ log Tr

(
einτHpeηXe−inτHpρp

)
.

One easily computes the first term on the right hand side

logE
[
eηSn

]
= n logE

[
eηY1

]
= n log θ

(
− η

βE

)
.

Writing the second term as

log Tr
(
(ρ1/2p eηX/2) e−ηX/2einτHpeηXe−inτHpe−ηX/2 (eηX/2ρ1/2p )

)
,

and applying Part 2 of Lemma 6.1 we get the bound

| log Tr
(
einτHpeηXe−inτHpρp

)
| ≤ logCη + logTr

(
eηXρp

)
,

from which we conclude that

e(η) = lim
n→∞

1

n
en(η) = log θ

(
− η

βE

)
.

Sincee(η) is differentiable, the Gärtner-Ellis theorem (see e.g. [DZ]) implies the LDP
(3.6) with the rate functionI(x) related toe(η) via the Legendre-Fenchel transform.
Finally, the symmetryθ(1− α) = θ(α) translates into

e(η) = e(−βE − η),

which impliesI(x) = −βEx+ I(−x).

7 Full counting statistics

In this section we start with a precise description of the twomeasurements processes
involved in the formulation of Theorems 3.2 and 3.3 and proceed then to the proofs of
these results.

Suppose that the initial state of the particle is described by the density matrixρp and set
ρ = ρp⊗ρ⊗M

β . LetA1, . . . , Am be commuting self-adjoint operators on the Hilbert space
H = Hp ⊗Henv. We assume theAj to have pure point spectrum. We define the vector
valued observableA = (A1, . . . , Am) and its spectrumspA = spA1×· · ·× spAm. We
denote byPa the spectral projection associated to the eigenvaluea ∈ spA.

The outcome of a first measurement of the observablesA at timet = 0 will be a ∈ spA
with probability Tr ρPa. After this measurement the state of the combined system
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is reduced toρ′ = PaρPa/Tr(ρPa). This state now evolves under the repeated in-
teraction dynamics and, after then-th interaction, becomesU(nτ, 0)ρ′U(nτ, 0)∗. A
second measurement ofA at time t = nτ will yield the resulta′ with probability
TrU(nτ, 0)ρ′U(nτ, 0)∗Pa′ . Thus, the joint probability distribution for the two succes-
sive measurements ofA is given by

Pn
A(a, a

′) = Tr ρPa × TrU(nτ, 0)ρ′U(nτ, 0)∗Pa′

= TrU(nτ, 0)PaρPaU(nτ, 0)
∗Pa′ .

Therefore, the probability distribution of the measured increment∆a = a′ − a aftern
interactions is

Pn
A(∆a) =

∑

a,a′∈spA

a′−a=∆a

TrU(nτ, 0)PaρPaU(nτ, 0)
∗Pa′ .

The cumulant generating function of this distribution is

gn(α) = log
∑

∆a∈spA−spA

Pn
A(∆a) e

α·∆a

= log
∑

a,a′∈spA

eα·(a
′−a)TrU(nτ, 0)PaρPaU(nτ, 0)

∗Pa′ ,

where · denotes the Euclidean scalar product onRm. At this point, it is useful to note
that

ρ̃ =
∑

a∈spA

PaρPa,

is a density matrix which commutes withA so thatPaρPa = ρ̃Pa. Hence, we can rewrite

gn(α) = log
∑

a,a′∈spA

eα·(a
′−a)TrU(nτ, 0)ρ̃PaU(nτ, 0)

∗Pa′

= log TrU(nτ, 0)ρ̃ e−α·AU(nτ, 0)∗eα·A. (7.1)

In the special case where theAj are observables of the particle, we obtain

gn(α) = log TrLn
0 (ρ̃p e

−α·A)eα·A = log Tr ρ̃p e
−α·AL∗n

0 (eα·A), (7.2)

whereρ̃p =
∑

a∈spA PaρpPa.
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7.1 Proof of Theorem 3.2

To prove theorem 3.2 we consider the caseA = (β∗Hp,−βHenv). From Equ. (7.1), and
for anyn ≤ M (whereM is the number of atoms in the reservoir), we have

gn(αp, αenv) = logEn
[
eαp∆Sp,n+αenv∆Senv,n

]

= log TrU(nτ, 0)ρ̃ e−αpβ∗Hp+αenvβHenvU(nτ, 0)∗eαpβ∗Hp−αenvβHenv ,

where
ρ̃ =

∑

E∈spHp
E′∈spHenv

Pp,EρpPp,E ⊗ Penv,E′ρ⊗M
β Penv,E′,

andPp,E ,Penv,E′ are the spectral projections ofHp andHenv. Sinceρ⊗M
β commutes with

Henv, this reduces tõρ = ρ̃p ⊗ ρ⊗M
β with ρ̃p =

∑
E∈spHp

Pp,EρpPp,E . Hence, invoking
(2.17), we obtain

gn(αp, αenv)

= logTrU(nτ, 0)(ρ̃p e
−αpβ∗Hp ⊗ ρ⊗M

β eαenvβHenv)U(nτ, 0)∗(eαpβ∗Hp ⊗ e−αenvβHenv)

= logTr (eαpβ∗Hp ⊗
[
ραenv

β

]⊗M
)U(nτ, 0)(ρ̃pe

−αpβ∗Hp ⊗
[
ρ1−αenv

β

]⊗M
)U(nτ, 0)∗

= logTrHp e
αpβ∗HpLn

αenv
(ρ̃p e

−αpβ∗Hp)

= logTrHp U∗n(eαpβ∗Hp)L̃n
αenv

(ρ̃p e
−αpβ∗Hp)

= logTrHp e
αpβ∗Hp/2L̃n

αenv
(e−αpβ∗Hp/2ρ̃p e

−αpβ∗Hp/2)eαpβ∗Hp/2.

Again, the numberM of interactions is now irrelevant and we may consider arbitrary
values ofn. The commutation relations (2.2) implyeηHpT e−ηHp = e−ηFT so that, by
(5.1),

eαpβ∗Hp/2L̃αenv(e
−αpβ∗Hp/2A e−αpβ∗Hp/2)eαpβ∗Hp/2

= e(αp+αenv)βEp−T
∗AT + p0A + e−(αp+αenv)βETAT ∗

= L̃αp+αenv(A).

It follows that

gn(αp, αenv) = logTr IL̃n
αp+αenv

(ρ̃p) = log Tr ρ̃pL̃∗n
αp+αenv

(I) = n log θ(αp + αenv),

from which we conclude that

logEn
[
eα(∆Sp,n−∆Senv,n)

]
= n log θ(0) = 0,

which proves Part 1, from which Part 2,

gn(α) = logEn
[
eα∆Sp,n

]
= n log θ(α),
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immediately follows. Differentiation of the last identityat α = 0 gives Part 3. Since
θ(α) is an entire function ofα such thatθ(0) = 1, log θ(α) is an analytic function ofα
in a complex neighborhood of0 and Part 4 follows from the Bryc theorem (see [Bry]).
The Gärtner-Ellis theorem directly applies to give Part 5.Finally, Part 6 is a direct
consequence of the symmetryθ(1− α) = θ(α) which implies

log
∑

s

Pn [∆Sp,n = −s] e−seαs = log
∑

s

Pn [∆Sp,n = s] e(1−α)s

= gn(1− α) = gn(α) = log
∑

s

Pn [∆Sp,n = s] eαs,

and hencePn [∆Sp,n = −s] e−s = Pn [∆Sp,n = s].

7.2 Proof of Theorem 3.3

We now consider the case whereA = X. The cumulant generating function of the
increment∆Xn is given by Equ. (7.2),

gn(η) = logQn
[
eη∆Xn

]
= log TrLn

0 (ρ̃pe
−ηX)eηX .

Using the factorizationLn
0 = Un ◦ L̃n

0 , we further get

gn(η) = log Tr L̃n
0 (e

−ηX/2ρ̃p e
−ηX/2)U∗n(eηX)

= log Tr(eηX/2L̃n
0 (e

−ηX/2ρ̃p e
−ηX/2)eηX/2)(e−ηX/2einτHpeηXe−inτHpe−ηX/2).

We note thateηXT e−ηX = eηT andeηXT ∗e−ηX = e−ηT ∗ so that, by (5.1),

eηX/2L̃0(e
−ηX/2A e−ηX/2)eηX/2 = e−ηp−T

∗AT + p0A+ eηTAT ∗ = L̃−η/βE(A).

It follows that

gn(η) = log Tr L̃n
−η/βE(ρ̃p)(e

−ηX/2einτHpeηXe−inτHpe−ηX/2).

Part 2 of Lemma 6.1 yields the estimates

logC−1
η Tr L̃n

−η/βE(ρ̃p)I ≤ gn(η) ≤ logCη Tr L̃n
−η/βE(ρ̃p)I,

and sinceTr L̃n
−η/βE(ρ̃p)I = Tr ρ̃pL̃∗n

−η/βE(I) = θ(−η/βE)n, we finally get

1

n
gn(η) = log θ

(
− η

βE

)
+O

(
1

n

)
,
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so that

g(η) = lim
n→∞

1

n
gn(η) = log θ

(
− η

βE

)
,

which proves Part 1. Part 2 and Part 4 follow from the Gärtner-Ellis theorem while Part
3 follows from the Bryc theorem. Finally, the LDP implies

lim
n→∞

1

n
log

Qn
[
∆Xn

n
∈ [−q − δ,−q + δ]

]

Qn
[
∆Xn

n
∈ [q − δ, q + δ]

] = − inf
|x−q|≤δ

I(−x) + inf
|x−q|≤δ

I(x)

and the fact thatI(−x) = I(x) + βEx leads to Part 5.
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[DF] De Roeck, W. and Fröhlich, J.: Diffusion of a massive quantum particle
coupled to a quasi-free thermal medium. arXiv:0906.5178 (2009).
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