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Abstract

AFDX (Avionics Full Duplex Switched Ethernet) stan-
dardized as ARINC 664 is a major upgrade for avionics
systems. The mandatory certification implies a worst-case
delay analysis of all the flows transmitted on the AFDX
network. Up to now, this analysis is done thanks to a tool
based on a Network Calculus approach. The more recent
Trajectory approach has been proposed for the computa-
tion of worst-case response time in distributed systems.
This paper shows how the worst-case delay analysis of an
AFDX network can be improved using an optimized Tra-
jectory approach. This approach, which implements static
priority QoS policies, provides bound needed for deter-
ministic avionics flows (high priority) and allows addition
of (lower priority) non avionics flows.

1 Introduction

Designing and manufacturing new civilian aircraft has
lead to an increase of the number of embedded systems
and functions. The AFDX [1] brings an answer by mul-
tiplexing huge amount of communication flows over a
full duplex switched Ethernet network. It has become
the reference communication technology in the context of
civilian avionics and provides a backbone network for the
avionics platform.

Full duplex switched Ethernet eliminates the inherent
indeterminism of vintage (CSMA-CD) Ethernet. Never-
theless, it shifts the indeterminism problem to the switch
level where various flows can enter in competition for
sharing output ports of a given switch.

Main AFDX specific assumptions deal with the static
definition of avionics flows which are described as mul-
ticast links. All the flows are asynchronous, but have to
respect a bandwidth envelope (burst and rate) at network
ingress point. Each flow is statically mapped on the net-
work of interconnected AFDX switches. These specific
assumptions allow end-to-end delay analysis of each flow
of a given avionics configuration mapped on a given net-
work of interconnected AFDX switches.

For a given flow, the end-to-end communication delay
of a packet is the sum of transmission delays on links and
latencies in switches. As the links are full duplex there is
no packet collision on links [6]. The transmission delay
only depends on the transmission rate and on the packet
length. But, the latency in switches is highly variable
because of the confluence of asynchronous flows, which
compete on each switch output port (according to servic-
ing policy). Therefore, it is necessary to analyze precisely
the latency in every switch output port in order to deter-
mine upper bounds on end-to-end delay and jitter of each
flow [3, 2].

Previous work has been devoted to the worst case anal-
ysis of end-to-end delays on an AFDX network.

For certification reasons, a first tool, based on the
Network Calculus theory and implemented by Rockwell
Collins, has been proposed for the computation of an up-
per bound for the end-to-end delay of each flow. This
approach models the traffic on the AFDX network as a
set of sporadic flows with no QoS classes differentiation.
The input flows and the output ports are respectively mod-
eled with traffic envelopes and service curves. Since these
envelopes and curves are pessimistic, the obtained upper
bounds are pessimistic. The Network Calculus approach
has been improved in the context of AFDX by adding a
grouping technique (flows sharing a common link are se-
rialized and cannot arrive at the same time on a switch)
[4, 5].

The model-checking approach presented in [3] com-
putes the exact worst-case delay of each flow. Unfortu-
nately, it cannot cope with real AFDX configurations, due
to the combinatorial explosion problem for large configu-
rations. Nevertheless, it is used in this paper as a reference
for exact worst-case computation on an illustrative small
configuration.

This paper deals with a third approach [9] which is
based on the Trajectory concept. It identifies for a packet
m the busy periods and the packets impacting its end-to-
end delay on all the nodes visited bym. Thus, it allows
a worst-case delay computation. This approach has been
applied [2] to AFDX in the case of a FIFO output port
policy. In this paper, we use the Trajectory approach with
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fixed priority policy in order to provide the bounds needed
for a deterministic avionics network with a static priority
QoS policy. The idea is to introduce additional non avion-
ics traffic (with lower priority) for improving the use of
available AFDX resources.

A first contribution of this paper is to present how exist-
ing results for worst case response time of flows scheduled
with a combined Fixed Priority (FP) and First In, First Out
(FIFO) algorithm [9] can be applied to QoS AFDX worst
case delay analysis.

A second contribution of this paper deals with the ex-
planation of how the FP/FIFO Trajectory approach can be
optimized by introducing the serialization of flows (sim-
ilar to the grouping technique proposed in the Network
Calculus context) with fixed priorities.

The paper is organized as follows. Section 2 shortly
introduces the AFDX worst case delay analysis context.
In Section 3, we explain how the trajectory approach can
be employed to analyze end-to-end communication delays
on a network with differentiated QoS traffic classes. Sec-
tion 4 illustrates the approach on a representative part of
an AFDX network.

2 The AFDX network worst case delay
analysis

The AFDX is a switched Ethernet network taking into
account avionics constraints. An illustrative example is
depicted in Figure 1. It is composed of five interconnected
switchesS1 to S5. Each switch has no input buffers on
input ports and one FIFO buffer for each output port. The
inputs and outputs of the network are calledEnd Systems
(e1 to e10 in Figure 1). Each end system is connected to
exactly one switch port and each switch port is connected
to at most one end system. Links between switches are all
full duplex.

The end-to-end avionics traffic characterization is
made by the definition ofVirtual Links. As standardized
by ARINC-664, Virtual Link (VL) is a concept of virtual
communication channel. Thus it is possible to statically
define all the flows (VL) which enter the network [1].

End systems exchange packets through VLs. Switch-
ing a packet from a transmitting to a receiving end sys-
tem is based on VL. The Virtual Link defines a logical
unidirectional connection from one source end system to
one or more destination end systems. Coming back to
the example in Figure 1,vx is a unicast VL with path
{e3 − S3 − S4 − e8}, while v6 is a multicast VL with
paths{e1− S1− S2− e7} and{e1− S1− S4− e8}.

The routing is statically defined. Only one end sys-
tem within the avionics network can be the source of one
Virtual Link, (ie. mono transmitter assumption). A VL
definition also includes the Bandwidth Allocation Gap
(BAG), the minimum and the maximum packet length
(smin andsmax). BAG is the minimum delay between
two consecutive packets of the associated VL (which ac-
tually defines a VL as a sporadic flow).

e1 S1e2
v6,v8

v7,v9
S2

e3
S3

e4

vx,v1

v2,v3

S4

S5

e7
e8
e9

e10
v1,v3 v5

v4

v6,v7vx,v2

v6,v8,v9 v6,v8,v9
vx,v6,v7

v2,v5

v1,v3,v4

e5

e6

Figure 1. An illustrative AFDX configuration

VL parameters (BAG, smax) compliance is ensured
by a shaping unit at end system level and a traffic polic-
ing unit at each switch entry port (specificity of AFDX
switches, compared to standard Ethernet switches). The
delay incurred by the switching fabric is upper bounded
by a constant value, i.e.16 µs.

All these constraints that the AFDX model adds to the
vintage Ethernet enables a precise analysis of the network,
especially the computation of an upper bound for the end-
to-end delay of each flow and the dimensioning of output
buffers so that no packet is lost.

The next step is to introduce additional load (lower
priority non avionics flows) but to guaranty that existing
avionics flows remain fully deterministic. We consider, in
order to better use the network resources, that the deter-
ministic constraint for additional traffic is less critical. We
then have two distinct classes of flows whose properties
are statically defined. These properties correspond well to
a fixed priority servicing policy.

In the next section we consider a delay analysis method
that provides deterministic bounds for the existing avion-
ics flows and runs a QoS policy taking into account static
priorities.

3 Trajectory approach on AFDX flows
scheduled with FP/FIFO

The Trajectory approach [7, 8] has been developed to
get deterministic upper bounds on end-to-end response
time in distributed systems. This approach considers a
set of sporadic flows with no assumption concerning the
arrival time of packets. The principle of the application of
the Trajectory approach to the AFDX has been presented
in [2]. Main features of the Trajectory approach applied to
AFDX are summarized and illustrated in Sections 3.1 and
3.2. The optimization of the Trajectory approach compu-
tation is presented in Section 3.3.

3.1 The main features of the Trajectory approach
The approach developed for the analysis of the AFDX

considers the results from [9]. The general architecture
of the distributed system considered in [9] is depicted in
Figure 2.

Such a system is composed of a set of interconnected
processing nodes (seven in Figure 2). Each flow crossing
this system follows a static path which is an ordered se-
quence of nodes. In the example of Figure 2, there are
two flowsτ1 andτ2. τ1 follows the pathP1 = {4, 5, 6, 7}.
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τ2

τ1

Processing nodes

1
2

3

4 5 6 7

Figure 2. A distributed system

Node4 is the ingress node ofτ1 in the system. The Tra-
jectory approach assumes, with regards to any flowτi fol-
lowing pathPi, that any flowτj following pathPj , with
Pj 6= Pi andPj ∩ Pi 6= ∅, never visits a node of path
Pi after having left this path. In the example of Figure 2,
P2 = {1, 5, 6, 3} andP1 ∩ P2 = {5, 6}.

Each flowτi has a minimum inter-arrival time between
two consecutive packets at ingress node, denotedTi, a
maximum release jitter at the ingress node denotedJi, a
fixed priority level denotedPi, an end-to-end deadlineDi

that is the maximum end-to-end response time acceptable
and a maximum processing timeCh

i on each nodeNh,
with Nh ∈ Pi.

Flows are scheduled with a combined Fixed Priority
(FP) and First In, First Out (FIFO) algorithm in every vis-
ited node (non preemptive policy). The flows are at first
sorted according to there fixed priority level, and flows
with same fixed priority are then treated in FIFO order.
For each flowτi, we define three sets:

• hpi = {j ∈ [1, n], Pj > Pi}, the set of flows having
a fixed priority strictly higher than this of flowτi;

• spi = {j ∈ [1, n], j 6= i, Pj = Pi}, the set of flows
distinct of τi having a fixed priority equal to this of
flow τi;

• lpi = {j ∈ [1, n], Pj < Pi}, the set of flows having
a fixed priority strictly lower than this of flowτi,

The transmission time of any packet on any link be-
tween nodes has known lower and upper boundsLmin and
Lmax and there are neither collisions nor packet losses on
links.

The end-to-end response time of a packet is the sum of
the times spent in each crossed node and the transmission
delays on links. The transmission delays on links are up-
per bounded byLmax. The time spent by a packetm in
a nodeNh depends on the higher priority packets in node
Nh and on the delay due to the non preemption of at most
one lower priority packet. The higher priority packets can
be grouped into two categories. The first one contains the
packets with the same fixed priority than packetm that
have arrived inNh before the arrival time ofm in Nh (all
these packets have a higher dynamic priority thanm, con-
sidering the SP/FIFO scheduling, and thus, will be pro-
cessed beforem). The other category includes the packets
with a higher fixed priority than packetm that have arrived
beforem begins to be transmitted byNh. The problem is
then to upper bound the overall time spent in the visited
nodes.

The solution proposed by the Trajectory approach is
based on the busy period concept. A busy period of level
L is an interval[t, t′) such thatt andt′ are both idle times
of level L and there is no idle time of levelL in (t, t′).
An idle timet of levelL is a time such as all packets with
priority greater than or equal toL generated beforet have
been processed at timet.

The Trajectory approach considers a packetm from
flow τi generated at timet. It identifies the busy period
and the packets impacting its end-to-end delay on all the
nodes visited bym (starting from the last visited node
backward to the ingress node). This decomposition en-
ables the computation of the latest starting time ofm on its
last node. This starting time can be computed recursively
and leads to the worst case end-to-end response time of the
flow τi. This computation will be illustrated in the context
of AFDX.

The elements of the system considered in the Trajec-
tory approach are instantiated in the following way in the
context of AFDX:

• each node of the system corresponds to an AFDX
switch output port, including the output link,

• each link of the system corresponds to the switching
fabric,

• each flow corresponds to a VL path.

The assumptions of the Trajectory approach are verified
by the AFDX. Indeed, switch output ports implement
FP/FIFO service discipline. The switching fabric de-
lay is upper bounded by a constant value (16µs), thus
L = Lmin = Lmax = 16µs. There are no collisions
nor packet loss on AFDX networks. The routing of the
VLs is statically defined.

VL parameters match the definition of sporadic flows
in the following manner:Ti = BAG, Ch

i = smax/R,
Ji = 0. Since all the AFDX ports work at the same rate
R = 100Mb/s, Ch

i = Ci = smax/R for every nodeh in
the network.

3.2 Illustration on a sample AFDX configuration
3.2.1 Identification of the worst-case for a packet

Let us consider a sample AFDX configuration depicted in
Figure 3. The five VLsv1, . . . , v5 which are transmitted
on this AFDX network all have the same BAG (4000 µs)
and the samesmax (4000 bits). All VLs have the same pri-
ority level, except forv1 which has a higher fixed priority
level.

e1 S1e2
v1

v2

e3 S2e4
v3

v4
S3

e6
e7

v5

v1,v2

v3,v4
v1,v3,v4,v5

v2
e5

Figure 3. Illustrative AFDX configuration
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Figure 4 shows an arbitrary scheduling of the packets,
which are identified by their VL numbers (eg. packet3
is a packet from VLv3). The scheduling in Figure 4 fo-
cuses on packet 3. The arrival time of a packetm in a
nodeNh is denotedaNh

m . Time origin is arbitrarily chosen
as the arrival time of packet3 in nodee3. The processing
time of a packet in a node is40 µs. It corresponds to the
transmission time of the packet on a link. The delay be-
tween the end of the processing of a packet by a node and
its arrival in the next node corresponds to the16µs switch
factory delay. In each node, the packets are processed with
respect to the SP/FIFO policy. Consequently, packet 3 is
delayed by packet 4 inS2. In nodeS3, packet 5 is delayed
by packet 1 and delays packet 4, which delays packet 3.
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Figure 4. An arbitrary scheduling of packets

Packet3 from VL v3 crosses three busy periods (bpe3,
bpS2, and bpS3) on its trajectory, corresponding to the
three nodesN1 = e3, N2 = S2 andN3 = S3. Let
f(Ni) be the first packet which is processed in the busy
period bpNi during which packet 3 is processed. Con-
sidering the scheduling in Figure 4, we havef(e3) = 3,
f(S2) = 4 andf(S3) = 1. As flows do not necessar-
ily follow the same path in the network, it is possible that
packetf(Ni) does not come from the same previous node
Ni−1 as packet3. This case occurs in nodeS2, where
packet 4 comes from nodee4. It also occurs in nodeS3,
where packet 1 comes from nodeS1. Therefore,p(Ni−1)
is defined as the first packet which is processed inbpNi

and comes from nodeNi−1. Considering the scheduling
in Figure 4, we havep(e3) = 3 andp(S2) = 4.

The starting time of packet3 in nodeS3 is obtained by
adding parts of the three busy periodsbpe3, bpS2, andbpS3

to the delays between the nodes, i.e.2× 16 µs. From [9],
the part of the busy periodbpNi which has to be added is
the processing time of packets betweenf(Ni) andp(Ni)
minus the time elapsed between the arrivals off(Ni) and
p(Ni−1), i.e. (aNi

p(Ni−1)
− aNi

f(Ni)
). On the example in

Figure 4, the parts which have to be considered are the
transmission of packet3 in nodee3, the time elapsed be-
tween the arrival of packet 3 and the end of processing of
packet 4 in nodeS2, the time elapsed between the arrival
of packet 4 and the end of processing of packet 5 in node
S3. These parts are shown by thick lines on top of the
packets in Figure 4. Their durations are40 µs for bpe3,
4 µs for bpS2 and49 µs for bpS3. Thus, the starting time

of packet3 in nodeS3 on the example in Figure 4 is:

40 + 4 + 49 + (2× 16) = 125 µs

It has been shown [9] that the latest starting time of
a packetm in its last node is reached when(aNi

p(Ni−1)
−

aNi

f(Ni)
) = 0 for every nodeNi on the path ofm. It comes

to postpone the arrival time of every packet joining the
path ofm in the nodeNi in order to maximize the waiting
time ofm in Ni.

The result of this postponing on the example in Fig-
ure 4 is illustrated in Figure 5. The arrival time of packet
4 at nodeS2 is postponed to the arrival time of packet3 at
nodeS2. In nodeS3, packet5 is postponed in order to ar-
rive between packet4 and3, and packet1 is postponed in
order to arrive betweenaS3

3 , packet3 arrival time on node
S3 andsS3

3 , the transmission time of packet3 in nodeS3.
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Figure 5. Latest starting time of packet 3

Then, the worst case end-to-end delay of a packet is
obtained by adding its latest starting time on its last vis-
ited node and its processing time in this last node. For
packet 3 in Figure 5, this worst case end-to-end delay is
232 + 40 = 272 µs. More precisely, this delay includes
the transmission times of packet 3 on nodee3, packet 4
on nodeS2 and packets 4, 1, 5 and 3 on nodeS3. On this
example, it can be seen that packets 3 and 4 are counted
twice. Actually, it has been shown [9] that exactly one
packet has to be counted twice in each node, except the
slowest one. In the context of the AFDX, all the nodes
work at the same speed. Thus, the slowest node can be ar-
bitrarily chosen as the last one. In the example in Figure 5,
packet 3 and 4 are respectively counted twice in nodese3
andS2. Packet 3 is the longest one transmitted in nodes
e3 andS2, while packet4 is the longest one transmitted
in nodeS2 andS3.

3.2.2 The non-preemption effect

We now illustrate the non-preemption effect by studying
the end-to-end delay of a packet from VLv1 on the same
AFDX configuration. In switchS1, packet1 has the high-
est priority. Thus it cannot be delayed by more than one
lower priority packet. This packet has started transmis-
sion an arbitrarily small instantǫ beforeaS1

1 and it cannot
be interrupted, due to the non-preemptive characteristic of
AFDX. Here, this lower priority packet is packet2 from
VL v2. The same scenario happens in switchS3, where
v1 is the highest priority flow, but is delayed by one packet
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of VL v5. Thus, the worst case end to end delay ofv1 is :
3×C1+C2+C5−2×ǫ+2×L= 5×40−2×ǫ+2×16 =
232µs.

40 80 120 160 2000 t

1 = f(e1)

1

e1

S3

busy periodbpS3

busy periodbpe1

S1

busy periodbpS1
aS3
1

aS1
1

12

5

aS3
5

240

aS1
2

Figure 6. Latest starting time of packet 1

3.2.3 Non optimality in the context of an AFDX

In the context of an AFDX network, it is not always
possible to find a scheduling which cancels the term
(aNi

p(Ni−1)
− aNi

f(Ni)
) for every nodeNi, as proposed in

[9]. Let us consider VLv5 of the example depicted in
Figure 3. bpS3 is the busy period of level corresponding
to the priority of packet5. In order to maximize the delay
of packet5 in bpS3, the arrival time of packets3 and4 in
S3 have to be as large as possible, but not larger than the
arrival time of packet5 in nodeS3, because of the FIFO
scheduling policy of flows with the same fixed priority:

aS3
3 ≤ aS3

5 and aS3
4 ≤ aS3

5 (1)

Since the two packets come from the same link, they are
already serialized:

∣

∣aS3
3 − aS3

4

∣

∣ ≥ C = 40µs (2)

Without loss of generality, let us consider that packet3
arrives before packet4. From (1), we have:

aS3
4 = aS3

5 (3)

From (2) and (3), we have:

aS3
3 = aS3

5 − 40 µs (4)

The resulting worst-case scheduling is depicted in Fig-
ure 7.p(e5) is packet5 and f(S3) is packet3. From (4), we
have(aS3

p(e5) − aS3
f(S3)) ≥ 40 µs for any possible schedul-

ing. Thus, considering that(aNi

p(Ni−1)
− aNi

f(Ni)
) = 0 for

every nodeNi is a pessimistic assumption in the context
of the AFDX.

3.3 Optimization of the Trajectory approach compu-
tation

3.3.1 Basic computation

The computation of the worst-case end-to-end delay of a
packet of a flowτi has been formalized in [9]. In our
context, all the nodes work at the same rate and the jitter

0 40 80 120 160-40 t

5 = f(e5)

4

5 = p(e5)3 4

e5

S2

S3

busy periodbpS3

busy periodbpS2

busy periodbpe5

3

1

aS3
4 = aS3

p(e5)

1S1

busy periodbpS1

aS3
3 aS3

4

Figure 7. Latest starting time of VL v5

in each emitting node is null. Thus, the worst case end-to-
end response time of any flowτi is bounded by:

Ri = max
t≥0

(

W lasti
i,t + Ci − t

)

lasti is the last visited node of flowτi andW lasti
i,t is a

bound on the latest starting time of a packetm generated
at timet on its last visited node. The definition ofW lasti

i,t

given in [9] becomes:

W
lasti
i,t =

∑

j∈spi∪{i}]
Pj∩Pi 6=∅

(

1 +

⌊

t+ Ai,j

Tj

⌋)

· Cj (5)

+
∑

j∈hpi
Pj∩Pi 6=∅

(

1 +

⌊

W
lasti,j
i,t +Bi,j

Tj

⌋)

· Cj (6)

+
∑

h∈Pi
h6=lasti






max

j∈hpi∪spi∪{i}
h∈Pj

{Cj}






(7)

+ (| Pi | −1) · Lmax (8)

+
∑

Nh∈Pi

δ
h
i (9)

−
∑

Nh∈Pi
Nh 6=firsti

∆Nh
(10)

− Ci (11)

Where

∆Nh
= aNh

p(Nh−1)
− aNh

f(Nh)
(12)

Term (5) corresponds to the processing time of packets
from flows, crossing the flowτi, with a fixed priority level
equal to this ofτi and transmitted in the same busy period
asm. Ai,j integrates the maximum jitter of packets from
τi andτj on their first shared output port.

Term (6) is similar to the previous one, but concerns the
packets from flows with a fixed priority level higher than
this of τi. Bi,j integrates the maximum jitter of packets
from τi andτj on their last shared output port. Higher pri-
ority packet can overtakem until its effective transmission
in their last shared node (W lasti,j

i,t ). The amount of packet

5



that can delay the departure of packetm in its last node
has thus to be computed iteratively.

Term (7) is the processing time of the longest packet
for each node of pathPi, except the last one. It represents
the packets which have to be counted twice, as explained
before.

Term (8) corresponds to the sum of switching delay.
Term (9) corresponds to the maximum delay due to the

non preemption of packets with a fixed priority lower than
this ofτi. In each nodeh, it is the transmission time of the
biggest lower priority packet of a flowτj crossing flowτi
in this node. It is denotedδhi .

Term (10) sums for each nodeNh in Pi the duration
between the beginning of the busy period and the arrival
of the first packet coming from the preceding node inPi,
i.e.Nh−1. This term is null in the context of [9].

Ci is subtracted, becauseW lasti
i,t is the latest starting

time and not the ending time of the packet fromτi on its
last node.

SolvingRi = max(W lasti
i,t + Ci − t) comes to find

the maximum vertical deviation between the functiont 7→
W lasti

i,t + Ci and the identity function (t 7→ t).
This computation is illustrated on VLv3 of Figure 3.

As there is no flow with a fixed priority lower than this
of v3, the term (9) is null. For this computation, we also
consider that Term (10) is null:

W
S3
3,t + C3 =



1 +








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






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(
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⌊
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(
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⌊
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
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







t
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








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+ max
jwithe3∈Pj

{

Cj

}
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Cj

}

− C3

+ (|P3| − 1) · Lmax + C3

=


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The upper-bound on the end-to-end delay is reached
for t = 0 andRS3

5 = 272µs.

3.3.2 Optimization of the computation

The optimization of this computation in the context of the
AFDX concerns Term (10).

Indeed, it has been shown in Section 3.2 that, for
some VLs, there exists no scheduling leading to∆Nh

=
0, ∀Nh ∈ Pi. In the following, we describe the computa-
tion of a lower bound on∆Nh

∀Nh ∈ Pi and we prove its
correctness.

The value of∆Nh
is illustrated in Figure 8.

The packetm of flow τi under study is sent on the out-
put link OP h in a busy periodbpNh . The packets which
composebpNh in the worst case scenario are determined
thanks to terms (5), (6) and (9). These packets are grouped
by input link. IP h

0 is the input link of τi, while IP h
x

(1 ≤ x ≤ kh) are the other input links. Sequenceseqhx

IPh
0

OPh

seqh0

a
Nh

f(Nh)
= a

Nh
p2

busy periodbpNh

p1IPh
1

seqh1

a
Nh

p(Nh−1)

∆Nh

pkh
IPh

kh

seqh
kh

p3IPh
3

seqh3

lh0

lh1

lh3

lh
kh

θ

θ

θ

θ

p2IPh
2

θ

lh1 = 0

p2

p(Nh−1)
τj ∈ hpi

τj ∈ spi

f(Nh) = p3

τj ∈ lpi

Figure 8. Illustration of ∆Nh

(0 ≤ x ≤ kh) contains the packets ofbpNh coming form
IP h

x .

As defined in (12),∆Nh
is the delay between the earli-

est arrival of a packet ofbpNh (i.e. the beginning ofbpNh)
and the arrival of the first packet ofbpNh coming from
IP h

0 . In Figure 8,∆Nh
is the difference between the ar-

rival of p3 and the arrival ofp(Nh−1) minus the transmis-
sion time of a lower priority packet.

In order to maximize the delay of packetm in nodeNh,
sequences of packets having a fixed priority equal to this
of m are postponed so that there last packet arrives at the
same timeθ as packetm. Indeed, these packets cannot de-
lay packetm if they arrive after timeθ. This construction
is a generalization of the Trajectory approach presented
in [9]: instead of postponing individually each packet, se-
quences of already serialized packets are postponed.

Let us consider packets with a higher fixed priority
(τj ∈ hpi). These packets can delay packetm even if
they arrive on nodeh after timeθ. To minimize the value
of ∆h, we include them inseqh0 , so thatp(Nh−1) arrives
earlier, and we remove them fromseqhx (1 ≤ x ≤ kh) by
postponing them after timeθ, so thatf(Nh) arrives later.
When there is no flow fromspi in an input port, the higher
priority packets are postponed so that the first one arrives
at time theta. In Figure 8, all the higher priority pack-
ets coming fromIP h

2 can delay packetm if we consider
thatp2 is the largest one and the other packets follow by
decreasing size. The sequences of packets fromIP h

1 and
IP h

1 are shortened by placing all the higher priority pack-
ets after timeθ, and they are still served before packetm
because of the amount of backlog in the output port.

We also consider the case of the lower priority packet
generating the non preemption effect, corresponding to
the Term (9). By definition, it arrives just beforef(Nh).
Then, the transmission time of this packet delays the start
of the transmission of packetp(Nh−1) and also reduces
the value of∆h. In Figure 8, this packet arrives fromIP h

0

just before timeaNh

f(Nh)
. Thus, it delays the start of the

transmission of packet3 in the output port of nodeh.

The latest starting time ofm in its last node is maxi-
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mized when
∑

Nh∈Pi

Nh 6=firsti

(∆Nh
) is minimized. It comes

to determine the lower bound of each term∆Nh
of the

sum.
From (12), it is obvious that the minimum value of

∆Nh
is obtained by minimizingaNh

p(Nh−1)
and maximiz-

ing aNh

f(Nh)
.

Let us definelhx (0 ≤ x ≤ kh) as the duration of se-
quenceseqhx without its first packet. Then, we have:

aNh

f(Nh)
= θ − max

1≤x≤kh

lhx (13)

aNh

p(Nh−1)
= θ − lh0 (14)

Consequently, minimizingaNh

p(Nh−1)
comes to maximize

lh0 . It is obtained when the smallest packet of sequence
seqh0 is transmitted at the beginning ofseqh0 .

Similarly, maximizingaNh

f(Nh)
comes to minimize each

lhx for 1 ≤ x ≤ kh. It is obtained when the largest packet
of sequenceseqhx is transmitted at the beginning ofseqhx ,
for 1 ≤ x ≤ kh.

To summarize,∆Nh
is lower bounded by the maximum

of 0 and:

max
1≤x≤kh

(

min
(

lhx
))

−max
(

lh0
)

− max
y∈lpi

h−1∈Py

Ch
y (15)

3.4 Results on the sample AFDX configuration

The end-to-end delay upper bounds for all the VLs of
the configuration in Figure 3 are presented in Table 1.
The BT row corresponds to the classical Trajectory ap-
proach for FP/FIFO scheduled flows. The OT row gives
the enhanced results obtained by applying the grouping
optimization. The exact worst case obtained with a model
checking tool are also presented in Table 1 for comparison
purpose. The network calculus approach is not considered
since it has not been applied to the AFDX for FP/FIFO
scheduled flows.

VL EWC (µs) BT (µs) OT (µs)
v1 232 232 232
v2 192 192 192
v3 272 272 272
v4 272 272 272
v5 176 216 176
EWC: exact worst-case
BT: basic Trajectory approach
OT: optimized Trajectory approach

Table 1. upper end-to-end delays in µs

There are four VLs (v1, v2, v3 and v4) for which
the basic Trajectory approach gives the exact worst case.
However, for VLv5, the basic Trajectory approach intro-
duces a40µs pessimism, which is eliminated by the opti-
mization of the computation.

4 Illustration on a representative part of an
industrial AFDX network

4.1 An AFDX network with additional lower priority
flows

The results presented in this section are based on the
AFDX architecture depicted in Figure 9. This configu-
ration is a representative part of an industrial AFDX net-
work. The part considered in this study includes 21 end
systems, four switches and 91 VLs. Each avionics system
is distributed on different end systems connected through
VLs. We consider the avionics VL connecting end sys-
temES0 to end systemESDEST, crossing switchesSW1

andSW2, as the reference VL for this study. This flow
will be namedVL0. It has the following parameters:
BAG = 32ms andsmax = 384bytes.

Figure 9. An AFDX configuration with addi-
tional lower priority flows

In order to evaluate QoS performance, 18 end systems,
each emitting one lower priority flow, are added to the
reference network. These VLs will increase the load on
output ports of the AFDX switches. Thin arrows desig-
nate VLs that follow the same path thanVL0 only in SW1

while bold arrows designate VLs that also follow the same
path thanVL0 in SW2. These additional VLs all have the
samesmax andBAG parameters, which are set to impose
a given load in the output ports of the switches.

All the worst case end-to-end delay results presented
in this section have been computed with our Trajectory
tool with either FIFO or FP/FIFO scheduling algorithms.
The initial worst case end-to-end delay ofVL0 is 1473µs.
This value is a reference to evaluate the impact on the
avionics traffic of the additional load. Similarly, we se-
lect a VL from the additional traffic that follows the same
path asVL0, except for the source end system (which is
ESLoad 1-1. As it is not possible to give a precise figure
about the global network load, we take the output port of
switch SW1 as a reference for the load information. As
all the additional VLs have identical parameters, the vari-
ation of load in switchSW1 is representative of the global
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network load variation. The initial load in the output port
of switchSW1 without any additional load is about13%.

4.2 Impact of a fixed priority strategy
Adding lower priority traffic to the existing avionics

traffic to better use available network resource is a promis-
ing idea but this efficiency increase should in no case im-
pact the determinism of avionics data flows. The deter-
minism of those flows is closely related to their worst case
end-to-end response time. Thus, we have computed these
bounds for the referenceVL0 for different additional loads
traffic. At first, we evaluate the evolution of response time
with a FIFO algorithm. This gives us a reference to mea-
sure the interest of a FP/FIFO scheduling solution. The re-
sults for FIFO are depicted in Figure 10. Both end-to-end
delay analysis are conducted with the computation tool
we developed and which features the Trajectory approach
optimization presented in Section 3.3.

4.2.1 Mitigating the impact on the existing avionics
flows
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Figure 10. Impact of an additional load on
the end-to-end delay of VL0 with a FIFO ser-
vicing policy

Each flow generates a load depending on itsBAG and
smax parameters. A given load can correspond to many
(BAG , smax ) combinations. If we do not consider the
per-frame overhead, the same information can be sent
with 80bytes frames every8ms, with 160bytes frames
every16ms or with 320bytes frames every32ms, and so
on... In AFDX networks, theBAG values are harmonic
periods between1ms and128ms. smax is limited by the
standard Ethernet frame size. In Figure 10, curves repre-
sent iso-load evolutions. The reference line is the end-to-
end response time with a null additional load. Each point
corresponds to a(BAG , smax ) couple. TheBAG value
is given on the horizontal axis and thesmax value is dis-
played next to the point.

In the FIFO case, the end-to-end delay ofVL0 is
mainly impacted by thesmax of the additional flows even

at low level loads : the impact of a37% additional load
with (BAG = 1ms, smax = 384B) parameters is lower
than for a1% load and(64ms, 640B) parameters. Gener-
ally, the impact goes lower with lowersmax values. This
is because in the worst case and for relatively low loads,
an avionics packet will have to wait in an output port dur-
ing the transmission of packets from other flows, which
directly depends on their size. Moreover, using only min-
imal packet size generates a high amount of overhead. We
conclude from this figure that FIFO cannot cope with such
a traffic increase. We want to see if the avionics flows can
be preserved with a fixed priority QoS policy. The results
are depicted in Figure 11, which gives the same type of
information on worst case end-to-end delays ofVL0 that
Figure 10.
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Figure 11. Impact of an additional load on
the end-to-end delay of VL0 with a FP/FIFO
servicing policy

Not surprisingly, the results forVL0 with SP/FIFO are
much better than with FIFO. Although there is still an
impact on avionics worst case end-to-end response times
with increasing packet size, the increase is much more
limited. The delay increase with1024B packets is up to
20% lower than in FIFO. An avionics VL is still delayed
by lower priority level flows, but only due to the non pre-
emption effect, which directly depends on the size of the
lower priority packets.

The only packets of lower priority that can delay an
avionics packet in a switch output port is a packet that is
already being served. As the avionics load is constant, the
end-to-end delay bound only depends on thesmax parame-
ter of the lower priority flows. Indeed, we can observe that
all the point with a similarsmax value are aligned and cor-
respond to a given worst case end-to-end delay forVL0.
This means that the impact on avionics traffic can easily
be contained, simply by limiting thesmax parameter of the
additional traffic, independently of the load. This require-
ment is easy to specify and guarantees a certain scalability
for future increase of the additional load.
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4.2.2 Impact of BAG and smax on lower priority
flows

For the lower priority flows, FP/FIFO and FIFO results are
quite similar: as theses flows represent the major part of
the traffic, the impact of the higher priority avionics flows
is discernible only for very low loads. The same amount
of loads as previously are presented in Figure 12.
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Figure 12. Impact of an additional load
on the end-to-end delay of VLLoad1-1 with a
FP/FIFO servicing policy

The worst case end-to-end delays decreases with the
smax value because partly because of the shorter transmis-
sion time of shorter frames in output buffers and because
the other additional flows send shorter packets that create
less congestion in the output ports. But this effects is re-
versed with small values ofBAG and with high loads: a
lower priority packet can be delayed from more than one
packet from a same source. The busy periods becomes
much longer and the Trajectory upper bound increases.
This phenomenon is clearly visible for a 6% load and a
19% load with aBAG = 1ms.

4.3 Gain of the grouping optimization
4.3.1 Gain for high priority VL0

We study the gain of the grouping optimization for the
avionics flowVL0. Table 2 gives the relative gain of the
optimization for different additional lower priority traffic
loads. The empty cells correspond to impossible combi-
nations ofBAG andsmax values (because of the AFDX
frame minimal and maximal size). The 0% row corre-
sponds to the initial avionics configuration without addi-
tional traffic. In this case, the gain of the grouping opti-
mization is 11.4%. With additional load, the gain of the
optimization is still existing, but decreases with the load
increases. In fact, we show in Figure 13 that the evolution
of the gain is directly linked to thesmax parameter of the
additional load. Indeed, in the∆h computation, the only
impact of lower priority flows is the transmission time of
one lower priority packet, due to the non preemption ef-

BAG
0% 1% 3% 6% 18% 37% 45%
load load load load load load load

1 ms

11.4%

- - 11.1% 10.7% 10.0% 9.6%
2 ms - 11.1% 10.9% 10.0% 8.7% 8.0%
4 ms - 10.9% 10.4% 8.7% 6.2% -
8 ms 11.1% 10.4% 9.5% - - -
16 ms 10.8% 9.5% 7.8% - - -
32 ms 10.2% 7.8% - - - -
64 ms 9.1% - - - - -
128 ms 7.0% - - - - -

Table 2. Gain of the grouping optimization
on VL0 worst case end-to-end delay

fect.
The worst case end-to-end delay without the grouping

optimization forVL0 is 2704µs. With the optimization,
this bound falls to2397µs. This represents the initial
11.4% gain. With a 16% additional load of 1536 byte
packets and a16ms BAG, the bound without optimiza-
tion raises up to2950µs. This raise corresponds to the
246µs needed to transmit two1536 bytes packets due to
the non preemption effect. With the grouping optimiza-
tion, the bound raises up to2766µs. This 369µs raise
corresponds to the transmission time of three1536 bytes
packets (3×1536×8/100 = 368.64µs). Two of them cor-
respond to the non preemption effect, as previously. The
third packet is removed from∆h in the worst case end-to-
end delay computation ofVL0 in node SW-1. Indeed, this
is the node where the grouping phenomenon occurs:VL0

meets 30 already serialized avionics flows coming from
switch SW-3. In the worst case, the transmission time of
a packet of lower priority has to be subtracted from∆h.
This is where the third occurrence of a 1536 bytes lower
priority packet has to be counted.

6 %

7 %

8 %

9 %

10 %

11 %

12 %

 0  200  400  600  800  1000  1200  1400  1600

R
el

at
iv

e 
ga

in
 o

f t
he

 m
et

ho
d 

op
tim

iz
at

io
n

Smax (bytes)

11.4 % Reference gain with no additional load (equivalent to FIFO)

Gain on the worst case end-to-end delay of VL0

Figure 13. Gain of the grouping optimization
on VL0 worst case end-to-end delay

4.3.2 Gain for lower priority VLLoad1-1

In Table 3, the gain of the optimization for each amount
of additional traffic is summarized. The gain is higher
for larger packet sizes (for each row, the packet size is
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proportional to the BAG). The delay introduced by the
six lower priority serialized flows from switch SW-3 that
cross the path ofVLLoad1-1 in switch SW-1 is reduced
to only one with the serialization optimization. The five
packet gain is thus higher for larger packet sizes. If we
consider the configuration in the case of a 128ms BAG
and a 1280 bytes packet size (last row of the first col-
umn), the optimization gain is631.76µs. This corre-
sponds to the transmission time of five 1280 bytes packets
(5×1280×8/100 = 512µs) and the transmission time of
one higher priority packet of 1497 bytes (119.76µs). This
packets is fromVL567. Because of the small BAG of this
VL (2ms), more than one packet from this flow can delay a
packet fromVLLoad1-1. In fact, the serialization optimiza-
tion reduces this phenomenon which happens with high
loads and low BAG values. This explains also the upturn
in the two last rows of Table 3 for the smallest BAG value.

BAG
1% 3% 6% 18% 37% 45%
load load load load load load

1 - - 5.0% 6.1% 15.4% 16.8%
2 - 5.1% 5.7% 7.9% 10.0% 10.8%
4 - 5.8% 7.1% 12.6% 20.2% -
8 5.3% 7.1% 9.3% 14.5% - -
16 6.2% 9.3% 12.3% - - -
32 7.7% 12.3% - - - -
64 10.3% - - - - -
128 13.5% - - - - -

Table 3. Average gain of the grouping opti-
mization on VLLoad1-1 worst case end-to-end
delay

5 Conclusion

In this paper, we first demonstrated that the Trajectory
approach with SP/FIFO scheduling is able to guarantee
worst case end-to-end delays for AFDX networks with
static priority flows differentiation QoS mechanisms.

Then we showed how this approach can be enhanced in
the AFDX context thanks to the grouping technique. This
improvement allows to compute tighter upper-bounds on
end-to-end delays. It has been illustrated on a sample
AFDX configuration.

Then, we analyzed the impact of additional low prior-
ity traffic on a representative part of a industrial AFDX
network. We showed that the impact of low priority flows
can be upper bounded per switch by the transmission time
of the biggest lower priority packet (non preemption ef-
fect). Moreover, as the load induced by avionics flows is
low, we conclude that the impact of SP/FIFO policy on
lower priority flows is limited.
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Notations

τi: one flow on the network
Pi: path of flowτi
hpi: set of flows having a fixed priority strictly higher than
this of τi
spi: set of flows having a fixed priority equal to this ofτi
lpi: set of flows having a fixed priority strictly lower than
this of τi
Ti: minimum delay between two packets ofτi
Ji: maximum release jitter ofτi
Ci: transmission time of one packet ofτi
Lmax: maximum switching delay
aN

h

m : arrival time of packetm in nodeNh

bpN
h

: busy period of nodeNh

f(N i): first packet processed inbpN
i

p(N i−1): first packet processed inbpN
i

and coming from
N i−1

Ri: worst-case end-to-end response time ofτi
W lasti

i,t : latest starting time of a packetm generated att
on its last visited node
Ai,j : maximum relative jitter betweenτi andτj
Bi,j : maximum relative jitter betweenτi andτj
δhi : maximum non-preemption delay forτi on nodeh
∆Nh

: impact of serialization on nodeNh
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