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A GENERALIZATION OF HAUSDORFF DIMENSION

APPLIED TO HILBERT CUBES AND WASSERSTEIN

SPACES

by

Benôıt Kloeckner

Abstract. — A Wasserstein spaces is a metric space of sufficiently concen-

trated probability measures over a general metric space. The main goal of

this paper is to estimate the largeness of Wasserstein spaces, in a sense to be

precised.

In a first part, we generalize the Hausdorff dimension by defining a family

of bi-Lipschitz invariants, called critical parameters, that measure largeness

for infinite-dimensional metric spaces. Basic properties of these invariants are

given, and they are estimated for a naturel set of spaces generalizing the usual

Hilbert cube.

In a second part, we estimate the value of these new invariants in the case of

some Wasserstein spaces, as well as the dynamical complexity of push-forward

maps. The lower bounds rely on several embedding results; for example we

provide bi-Lipschitz embeddings of all powers of any space inside its Wasser-

stein space, with uniform bound and we prove that the Wasserstein space of

a d-manifold has “power-exponential” critical parameter equal to d.

1. Introduction

This article is motivated by the geometric study of Wasserstein spaces; these
are spaces of probability measures over a metric space, which are often infinite-
dimensional for any sensible definition of dimension (in particular Hausdorff
dimension). This statement seemed to deserve to be made quantitative, and
very few relevant invariants seemed available. We shall therefore develop such
tools in a first part, then apply them to Wasserstein spaces via embedding
results in a second part.
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1.1. A generalization of Hausdorff dimension: critical parameters.
— The construction of Hausdorff dimension relies on a family of functions,
namely (r 7→ rs)s, and one can wonder what happens when this family is
replaced by another one. This is exactly what we do: we give conditions
on a family of functions (then called a scale) ensuring that a family of mea-
sures obtained in a classical way from these functions behave more or less like
Hausdorff measures do. In particular these criterions ensure the existence of
a critical parameter that plays the role of Hausdorff dimension, and the Lips-
chitz invariance of this parameter. It follows that any bi-Lipschitz embedding
of a space into another implies an inequality between their critical parameters.
We shall use three main scales relevant for increasingly large spaces: the poly-
nomial scale, which defines the Hausdorff dimension; the intermediate scale
and the power-exponential scale. We shall say for example that a space has
intermediate size if it has a non-extremal critical parameter in the intermedi-
ate scale, which implies that it has infinite Hausdorff dimension and minimal
critical parameter in the power-exponential scale.

Hausdorff dimension is easy to interpret because the Eulidean spaces can
be used for size comparison. There is a natural family of spaces that can play
the same role for some families of critical parameter: Hilbert cubes. Given an
ℓ2 sequence of positive real numbers ā = (an)n∈N (the classical choice being
an = 1/n), let HC(I; ā) be the set of all sequences ū such that 0 6 un 6 an for
all n, and endow it with the ℓ2 metric. Here I stands for the unit interval, and
the construction generalizes to any compact metric space X: the (generalized)
Hilbert cube HC(X; ā) is the set of sequences x̄ = (xn) ∈ XN endowed with
the metric

dā(x̄, ȳ) :=

(

∞
∑

n=1

a2nd(xn, yn)
2

)1/2

The main results of the first part are estimations of the critical parameters
of generalized Hilbert cubes. In particular, we prove that under positive and
finite dimensionality hypotheses, HC(X, ā) has intermediate size if ā decays
exponentially, and has power-exponential size if ā decays polynomially.

To illustrate this, let us give a consequence of our estimations.

Corollary 1.1. — Let X,Y be any two compact metric spaces, assume X has
positive Hausdorff dimension and Y has finite upper Minkowsky dimensions,
and consider two exponents α < β ∈ (1/2,+∞).

Then there is no bi-Lipschitz embedding HC(X; (1/nα)) →֒ HC(Y ; (1/nβ)).

The methods are similar to those used in Hausdorff dimension theory: they
rely on Frostman’s Lemma, which says that in order to bound from below the
critical parameter it is sufficient to exhibit a measure whose local behavior



GENERALIZED HAUSDORFF DIMENSION 3

is controlled by one of the scale functions, and on an analogue of Minkowski
dimension, which gives upper bounds.

This analogue may be considered the most straightforward manner to mea-
sure the largeness of a compact space: it simply encodes the asymptotics of
the minimal size of an ε-covering when ε go to zero. However, the Minkowski
dimension has some undesirable behavior, notably with respect to countable
unions; this already makes Hausdorff dimension more satisfactory, and the
same argument applies in favor of our critical parameters.

1.2. Largeness of Wasserstein spaces. — The second part of this article
is part of a series, partly joint with Jérôme Bertrand, in which we study some
intrinsic geometric properties of the Wasserstein spaces Wp(X) of a metric
space (X, d). These spaces of measures are in some sense geometric measure
theory versions of Lp spaces (see Section 5 for precise definitions). Here we
evaluate the largeness of Wasserstein spaces, mostly via embedding results.

Other authors have worked on related topics, for example Lott [Lot08], who
computed the curvature of Wasserstein spaces over manifolds (see also Takatsu
[Tak08]), and Takatsu and Yokota [TY09] who studied the case when X is
a metric cone.

Several embedding and non-embedding results are proved in previous arti-
cles for special classes of spaces X, in the most important case p = 2. On the
first hand, it is easy to see that if X contains a complete geodesic (that is, an
isometric embedding of R), then W2(X) contains isometric embeddings of open
Euclidean cone of arbitrary dimension [Klo10a]. In particular it contains iso-
metric embeddings of Euclidean balls of arbitrary dimension and radius, and
bi-Lipschitz embeddings of R

k for all k. On the other hand, if X is nega-
tively curved and simply connected, W2(X) does not contain any isometric
embedding of R2 [BK10].

1.2.1. Embedding powers. — First we describe a bi-Lipschitz embedding of
Xk. This power set can be endowed with several equivalent metrics, for ex-
ample

dp
(

x̄ = (x1, . . . , xk) , ȳ = (y1, . . . , yk)
)

=

(

k
∑

i=1

d(xi, yi)
p

)1/p

and

d∞
(

x̄, ȳ
)

= max
16i6k

d(xi, yi)

which come out naturally in the proof; moreover d∞ is well-suited to the
dynamical application below.
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Theorem 1.2. — Let X be any metric space, p ∈ [1,∞) and k be any positive
integer. There exists a map f : Xk → Wp(X) such that for all x̄, ȳ ∈ Xk:

1

k(2k − 1)
1

p

dp(x̄, ȳ) 6 Wp(f(x̄), f(ȳ)) 6

(

2k−1

2k − 1

)

1

p

dp(x̄, ȳ)

and that intertwins dynamical systems in the following sense: given any mea-
surable self-map ϕ of X, denoting by ϕk the induced map on Xk and by ϕ#

the induced map on measures, it holds

f ◦ ϕk = ϕ# ◦ f.

Note that since d∞ 6 dp 6 k
1

pd∞ similar bounds hold with d∞; in fact the
lower bound that comes from the proof is in term of d∞ and is slightly better:

1

k1−
1

p (2k − 1)
1

p

d∞(x̄, ȳ) 6 Wp(f(x̄), f(ȳ)).

This result is proved in Section 6.
We shall see in Section 6.2 that the constants cannot be improved much for

general spaces, but that for some specific spaces, a bi-Lipschitz map with a
lower bound polynomial in k can be constructed. This map however does not
enjoy the intertwining property.

The explicit constants in Theorem 1.2 can be used to get information on
largeness in the Minkowski sense only, since critical parameters are designed
not to grow under countable unions. Let us give a more dynamical application
that uses the intertwining property in a crucial way.

Corollary 1.3. — If X is compact and ϕ : X → X is a continuous map
with positive topological entropy, then ϕ# has positive metric mean dimension.
More precisely

mdimM (ϕ#,Wp) > p
htop(ϕ)

log 2
.

Metric mean dimension is a metric invariant of dynamical systems that re-
fines entropy for infinite-entropy ones, introduced by Lindenstrauss and Weiss
[LW00] in link with mean dimension, a topological invariant. The definition
of mdimM is recalled in Section 6.3.

Note that the constant in Corollary 1.3 is not optimal in the case of multi-
plicative maps ×d acting on the circle: in [Klo10b] we prove the lower bound
p(d− 1) (instead of p log2 d here).

It is a natural question to ask whether the topological mean dimension of
ϕ# is positive as soon as ϕ has positive entropy. To determine this at least
for some map ϕ would be interesting.
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1.2.2. Embedding Hilbert cubes. — Since embedding powers cannot be enough
to estimate critical parameters, we shall embed Hilbert cubes in Wasserstein
spaces. From now on, we restrict to quadratic cost (similar results probably
hold for other exponents, up to replacing Hilbert cubes By ℓp analogues).

Theorem 1.4. — There is a constant λ > 0 such that for any compact metric
space X, there is a continuous map g : HC(X, (λn)) → W2(X) that is sub-
Lipschitz: for some C > 0,

W2(g(x̄), g(ȳ)) >
d(x̄, ȳ)

C
.

The constant λ can be made explicit; for example one can take it to be 0.2.

The embedding we construct here is not bi-Lipschitz, but this does not
matter to get lower bounds on critical parameters.

For rectifiable enough spaces, we can use the self-similarity of the Euclidean
space to get a much stronger statement.

Theorem 1.5. — Let X be any polish metric space that admits a bi-Lipschitz
embedding of a euclidean cube Id (e.g. any manifold of dimension d), and let

(an) be any ℓ
2d
d+2 sequence of positive numbers. Then there is a bi-Lipschitz

embedding of HC(Id, (an)) into W2(X).

The embedding theorems 1.4 and 1.5 have consequences in terms of critical
parameters (defined precisely in part I).

Proposition 1.6. — If X is any compact metric space of positive Hausdorff
dimension, then W2(X) has at least intermediate size, and more precisely

critI W2(X) > 2, critI2
W2(X) >

dimX

2 log 1
λ

where λ is the constant in Theorem 1.4 (e.g. 0.2).

This estimate is very far from being sharp for many spaces, but it has the
advantage to be completely general.

The second embedding result gives a much more precise statement when X
is a manifold.

Theorem 1.7. — If X is a compact d-dimensional manifold (possibly with
boundary, Riemannian of Finsler), then W2(X) has power-exponential size,
and more precisely

critP W2(X) = d.
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A surprise about this result is that the methods for the upper and the lower
bound are very different and can both seem quite rough (see the proofs in
section 7.3), but they nevertheless give the same order of magnitude. The
fact that the power-exponential critical parameter of the Wasserstein space
coincide with the dimension of the original space in the case of manifolds is
an indication that the power-exponential scale is relevant.

It is an open problem to find a relevant “uniform” probability measure
on W2(X) (see [vRS09]). Knowing the critical parameter of a space, the
Caratheodory construction provides a Hausdorff-like measure, which unfor-
tunately needs not be finite positive. One can nevertheless hope to find a
function such that the Caratheodory construction leads to a finite positive
measure, which would then be a natural candidate to uniformity, in particular
because the construction depends only on the geometry of the space. Our
result, while far from answering the question, at least gives an idea of the
infinitesimal behavior of any such candidate: the desired function should be
very roughly of the order of magnitude of r 7→ exp(−(1/r)d) when X is a
d-manifold.

Acknowledgements. — I warmly thank Antoine Gournay for a very interest-
ing discussion and for introducing me to metric mean dimension, and Greg
Kuperberg who suggested that Hausdorff dimension could be generalized.

PART I

A GENERALIZATION OF HAUSDORFF DIMENSION:
CRITICAL PARAMETERS

2. Caratheodory’s construction and scales

In this section we consider metric spaces X, Y (assumed to be polish, that
is complete and separable, to avoid any measurability issue) and we use the
letters A,B to denote subsets of X.

2.1. Caratheodory’s construction of measures. — The starting point
of our invariant is a classical construction due to Caratheodory (see [Mat95]
for references and proofs) that we quickly review. The idea is to count the
number of elements in coverings of A by small sets Ei, weighting each set by
a function of its diameter.
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Let f : [0, T ) → [0,+∞) be a continuous non-decreasing function such that
f(0) = 0. Given a subset A of X, one defines a Borel measure by

Λf (A) = lim
δ→0

inf

{

∞
∑

i=1

f(diamEi)

∣

∣

∣

∣

∣

A ⊂ ∪Ei, diamEi 6 δ, Ei closed

}

where the limit exists since the infimum is monotone. If f(x) = xs, Λf is the
s-dimensional Hausdorff measure (up to normalization).

We shall say that (Ei) is a closed covering of A if it is a covering by closed
elements, and a δ-covering if all Ei have diameter at most δ.

2.2. Scales and critical parameters. — We shall perform Caratheodory’s
construction for a family of functions, and we need some conditions to ensure
that a sharp phase transition occurs.

Definition 2.1. — A scale is a family F of continuous non-decreasing func-
tions fs : [0, Ts) → [0,+∞) such that fs(0) = 0, where the parameter s runs
over an interval I ⊂ R, and which satisfies the following separation property :

∀t > s ∈ I, ∀C > 1, ft(Cr) = or→0(fs(r)).

The following families are the scales we shall use below. The polynomial
scale (or dimensional scale) is

D := (r 7→ rs)s∈(0,+∞)

and its critical parameter (to be defined below) is Hausdorff dimension. The
intermediate scales (or power-log-exponential scales) are divided into a coarse
scale

I :=
(

r 7→ e−(log
1

r )
s)

s∈[1,+∞)

and, for each σ ∈ [1,+∞) a fine scale

Iσ :=
(

r 7→ e−s(log
1

r )
σ)

s∈(0,+∞)

note that I1 = D . The power-exponential scale is

P :=
(

r 7→ e−(
1

r )
s)

s∈(0,+∞)

The parameter s = 1 corresponds to exponential size; while one could consider
giving a more precise scale in this case, the family (r 7→ exp(−s/r))s does not
define one: it does not satisfy the separation property, and would lead to a
critical parameter that is not bi-Lipschitz invariant.

Consider a scale F = (fs)s∈I and a subset A of X. We have, like in the case
of hausdorff measures and with the same proof (using the separation property
only with C = 1):
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Lemma 2.2. — For all parameters t > s ∈ I, if Λft(A) > 0 then Λfs(A) =
+∞.

This leads to the equalities in the following.

Definition 2.3. — The critical parameter of A with respect to the scale F

is the number

critF A := sup{s ∈ I|Λfs(A) = +∞}
= sup{s ∈ I |Λfs(A) > 0}
= inf{s ∈ I |Λfs(A) = 0}
= inf{s ∈ I |Λfs(A) < +∞}

Note that the critical parameter belongs to the closure of I in R̄.

2.3. Basic properties of the critical parameter. — The critical pa-
rameter defined by any scale F shares many properties with the Hausdorff
dimension.

Proposition 2.4. — The following properties hold:

– (monotony) if A ⊂ B ⊂ X, then critF A 6 critF B,
– (countable union) for all countable family of sets Ai ⊂ X,

critF (∪Ai) = sup
i

critF Ai,

– (Lipschitz invariance) if there is a bi-Lipschitz map from X onto another
metric space Y , then

critF X = critF Y.

Proof. — The monotony and countable union properties are straigthforward
since Λfs is a measure for all s. The Lipschitz invariance is proved just like
the invariance of Hausdorff dimension, using the separation property.

More precisely, let g : X → Y be a sub-Lipschitz map: for some D > 0 and
all x, x′ ∈ X,

d(g(x), g(x′)) > Dd(x, x′)

Given any countable closed Dδ-covering (Fi) of Y , the sets Ei = g−1(Fi) are
closed, of diameter at most D−1 diamFi 6 δ and cover X. By the separation
property, given any s < t in the parameter set of F , there is a δ0 such that
for all r ∈ (0, δ0) we have ft(D

−1r) 6 fs(r). If Λfs(Y ) = 0, then we can
find coverings (Fi) of Y of arbitrarily low diameter making

∑

fs(diamFi)
arbitrarily low. It follows that the corresponding coverings (Ei) of X make
∑

ft(diamEi) arbitrarily low, so that Λft(X) = 0. Letting s and t approach
the critical parameter of Y shows that

critF Y > critF X



GENERALIZED HAUSDORFF DIMENSION 9

If there is a bi-Lipschitz equivalence between X and Y , we get the other
inequality by symmetry.

The previous proof shows more than stated, and we shall use the following
more general result.

Proposition 2.5. — If there is a sub-Lipschitz map from X to another met-
ric space Y , then

critF X 6 critF Y.

3. Estimations tools

Let us give two tools to estimate the critical parameter of a given set.
Both are direct analogues of standard tools used for Hausdorff dimension. We
consider here a fixed polish metric space X and a given scale F = (fs)s∈I .

3.1. Upper bounds via growth of coverings. — The most evident way
to measure the size of a compact set A is to consider the growth of the minimal
number N(A, ε) of radius ε balls needed to cover A when ε → 0. If N(A, ε) is
roughly (1/ε)d, more precisely if

lim
ε→0

logN(A, ε)

log(1/ε)
= d

then one says that X has Minkowski dimension (or M-dimension for short, also
called box dimension) equal to d. The limit need not exist, and one defines
the upper and lower M-dimensions by replacing it by a infimum or supremum
limit. Equivalently, one can define these dimensions by

M-dim(A) = inf

{

s > 0

∣

∣

∣

∣

lim sup
ε→0

N(A, ε)εs < +∞
}

M-dim(A) = inf
{

s > 0
∣

∣

∣ lim inf
ε→0

N(A, ε)εs < +∞
}

which is much more easily generalized to arbitrary scales.

Definition 3.1. — The lower and upper Minkowski critical parameter of a
compact set A ⊂ X with respect to the scale F are defined as

M-critF (A) := inf

{

s ∈ I

∣

∣

∣

∣

lim sup
ε→0

N(A, ε)fs(ε) < +∞
}

M-critF (A) := inf
{

s ∈ I
∣

∣

∣ lim inf
ε→0

N(A, ε)fs(ε) < +∞
}
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It is clear from the definition that M-critF (A) 6 M-critF (A), and there are
several other equivalent ways to define the Minkowski critical parameters, for
example

M-critF (A) = sup
{

s ∈ I
∣

∣

∣ lim inf
ε→0

N(A, ε)fs(ε) > 0
}

The following result enables one to get upper bounds on the critical param-
eter.

Proposition 3.2. — The following inequality always holds:

critF (A) 6 M-critF (A).

Proof. — For all positive ε, there is a covering (Bi) of A by N(A, ε) balls of
radius ε. Given any t > s > M-critF (A) we have

∑

ft(diamBi) 6 N(A, ε)ft(2ε) 6 N(A, ε)fs(ε)

as soon as ε is small enough. Passing to an infimum limit, we get Λft(A) = 0
and thus critF A 6 t.

Unfortunately, there is no way to have a lower bound of the critical param-
eter in terms of these Minkowski versions. The classical counter-example is
the set {0, 1, 1/2, 1/3, . . . } that has Minkowski dimension 1/2 but is count-
able, thus has Hausdorff dimension 0. This is one of the reasons to introduce
Hausdorff dimension and, here, more general critical parameter: Minkowski
critical parameters can grow significantly under countable union.

They however share the other properties of critical parameters.

Proposition 3.3. — The upper and lower Minkowski critical parameter sat-
isfy the monotony and Lipschitz invariance properties:

– if A ⊂ B ⊂ X, then

M-critF (A) 6 M-critF (B) and M-critF (A) 6 M-critF (B),

– if there is a bi-Lipschitz equivalence A → B, then

M-critF (A) = M-critF (B) and M-critF (A) = M-critF (B).

We do not give the easy proof of this result, but note that for the bi-Lipschitz
invariance, again one needs the full power of the separation property for scales.

In order to compute M-crit and M-crit, one can also use packings: denoting
by P (A, ε) the maximal number of points in A that are pairwise at distance
at least ε, we indeed have N(A, 2ε) 6 P (A, ε) and P (A, 2ε) 6 N(A, ε). Here,
once again, the strong separation property is vital to ensure that the factor 2
is harmless.
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3.2. Lower bounds via Frostman’s lemma. — Finding a large packing
of balls in A is not sufficient to bound the critical parameter from below but,
as for the Hausdorff dimension, a close analogue that is sufficient is to exhibit
a measure with small growth.

Proposition 3.4 (Frostman’s Lemma). — For all Borel subset A of X,
if there is a Borel probability measure µ concentrated on A and a positive
constant C such that for all x ∈ A and all r > 0

µ(B(x, r)) 6 Cfs(r)

then Λfs(A) > 0 (and in particular critF (A) > s). Moreover the converse
holds.

The proof can be found for example in [Mat95]. The difficult part is the
converse, while the very useful direct part is straightforward.

4. Critical parameters of Hilbert cubes

Let us now use the previous tools to compute critical parameters for the
Hilbert cubes defined in the introduction. Here X is assumed to be compact.

The topology of a Hilbert cube HC(X; ā) is the product topology, in partic-
ular it is compact. It needs not be infinite dimensional in general; for example
if X is finite and ā is geometric, then HC(X, ā) is a finite-dimensional, self-
similar Cantor set.

We shall estimate critical parameters for two different kind of coefficients
ā; in both case the upper bound is obtained with the same method, so let us
give a technical lemmas to avoid repetition.

Lemma 4.1. — Let (X, d) be a compact metric space of finite, positive upper
Minkowsky dimension s and let ā = (an)n>1 be an ℓ2 sequence of positive
numbers. If L : (0, 1) → N

∗ is a non-increasing function such that

∑

n>L(ε)

a2n 6
ε2

(diamX)2

then for all η > 0 and all ε small enough compared to η, we have

(1) logN(HC(X, ā), ε) 6 (s+ η)



log

L(ε/2)
∏

n=1

an +
1

2
logL(

ε

2
)! + L(

ε

2
) log

1

ε



 .

Proof. — Let s′ = s + η. By definition of upper M-dimension, there is a
constant C such that for all ε < 1, N(X, ε)εs

′

6 C. We shall construct a
covering of the Hilbert cube from coverings at different scales of X. Denoting
by Xan the space X endowed with the metric and, we have N(Xan , ε) =



12 BENOÎT KLOECKNER

N(X, ε/an), thus for all ε smaller than max an and each n, we can find a

family of C(2Can
√
n log n/ε)s

′

points (xin)i such that every x ∈ Xan is at
distance at most ε/(2C

√
n log n) from one of them. The use of the sequence

(
√
n log n) will become clear in a moment; what is important is that it increases

not too fast, but its inverse is ℓ2.
Now any point (x1, x2, . . . ) in HC(X, ā) is at distance at most ε/2 from

(x1, . . . , xL(ε/2), 0, 0, . . . ), which is itself at distance at most

ε

2C

(

∑ 1

n log2 n

)1/2

6
ε

2

(up to enlarging C if needed) from one of the points (xi11 , . . . , x
iL(ε/2)
L(ε/2) , 0, . . . ).

We get

N(HC(X, ā), ε) 6

L(ε/2)
∏

n=1

C

(

2Can
√
n log n

ε

)s′

and we only have left to take the logarithm; two terms can be removed up
to doubling η: one proportional to L(ε/2), absorbed by the L(ε/2) log 1/ε

term, and one proportional to
∑L(ε/2)

1 log log n, absorbed by the log(L(ε/2)!)
term.

When ā decays exponentially, the Hilbert cube has intermediate size and
its fine critical parameter can be determined.

Proposition 4.2. — Let X be any compact metric space and let λ ∈ (0, 1).
We have

dimX

2 log 1
λ

6 critI2
HC(X, (λn)) 6 M-critI2

HC(X, (λn)) 6
M-dimX

2 log 1
λ

In particular, if X has positive and finite Hausdorff and upper Minkowski
dimension, then

critI HC(X, (λn)) = 2

In particular, when 0 < M-dimX = dimX < +∞ the 2-fine intermediate
critical parameter of the Hilbert cube is equal to dimX/(2 log 1/λ).

Proof. — We denote byH the generalized Hilbert cube under study. Note that
both inequalities are trivial when dimX = 0 and, respectively, M-dimX =
+∞. We therefore assume otherwise.

Using the notation Lemma 4.1, one can choose L such that

L(ε/2) ∼ log 1
ε

log 1
λ
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Then in (1) the second term is negligible (of the order of log 1/ε log log 1/ε)
compared to the first and third ones, and for all s > M-dimX we get when ε
is small enough (up to invoking the lemma for a slightly smaller s):

logN(H, ε) 6 s

(

−
(

log 1
ε

)2

2 log 1
λ

+

(

log 1
ε

)2

log 1
λ

)

so that M-critI H 6 2 and M-critI H 6 M-dimX/(2 log 1/λ).
For all 0 < t < dimX, there is a Borel probability measure ν on X such

that ν(B(x, r)) 6 Crt for all r. Such a measure exists by Frostman’s lemma
since the t-dimensional Hausdorff measure ofX is infinite, hence positive. Now
µ := ⊗+∞

n=1ν is a Borel probability measure on HC(X, (λn)) ≃ XN, and for all
r > 0, all function M : R+ → N and all x̄ we have

B(x̄, r) ⊂
M(r)
∏

n=1

Bλn(xn, r)×X ×X × . . .

where Bλn(xn, r) is the ball in the scaled space Xλn , and is therefore equal as
a set to B(xn, rλ

−n). This ball has ν-mesure at most C(rλ−n)t so that we get

log µ(B(x̄, r)) 6 t

(

−M(r) log
1

r
+

M(r)2

2
log

1

λ

)

+O(M(r))

The optimal choice is then to take

M(r) ∼ log 1
r

log 1
λ

so that

log µ(B(x̄, r)) 6 − t

2 log 1
λ

(

log
1

r

)2

+O

(

log
1

r

)

Using Frostman’s lemma and letting t go to dimX we get

critI H > dimX/(2 log 1/λ)

and in particular critI H > 2.

When ā decays polynomially, the corresponding Hilbert cube over any space
of positive and finite dimension has power-exponential size, mostly indepen-
dant of the geometry of X. Note that we shall need more precision than before
when using Frostman’s lemma.

Proposition 4.3. — Let X be any compact metric space and let α > 1/2. If
X has positive Hausdorff dimension, then

2

2α− 1
6 critP HC(X, (n−α))
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and if X has finite upper Minkowski dimension then

M-critP HC(X, (n−α)) 6
2

2α− 1
.

In particular, when X has positive and finite Hausdorff and upper Minkow-
ski dimensions, the power-exponential critical parameter of HC(X, (n−α)) is
equal to 2/(2α − 1).

Proof. — Using the notation of Lemma 4.1, L can be chosen such that there
are constants C < D satisfying

C

(

1

ε

) 2

2α−1

6 L(ε) 6 D

(

1

ε

) 2

2α−1

.

For all s greater than the upper M-dimension of X and all small enough ε we
have (recalling that according to Stirling’s formula, logm! = m logm+O(m))

logN(H, ε) 6 s(D − C)

(

2

ε

) 2

2α−1

log
1

ε

For all t > 2/(2α−1), the quantity N(H, ε) exp(−(1/ε)t) is therefore bounded.
It follows that

M-critP HC(X, (n−α)) 6
2

2α− 1
.

To get the lower bound, we start by assuming dimX > 1 (otherwise, take
p > 1/dimX so that dimXp > 1 and observe that there is a bi-Lipschitz
embedding from HC(Xp, (n−α)) to HC(X, (n−α))).

From Frostman’s lemma there is a non-zero Borel probability measure ν
on X such that ν(B(x, r)) 6 Cr for all r. As before we define µ := ⊗+∞

n=1ν
which is a Borel probability measure on H = HC(X, (λn)) ≃ XN. We want
to precisely estimate the µ-measure of small balls in H. Fix a point x̄ ∈ H.
For convenience, we introduce the notation ā = (n−α)n, ā

k = (n−α)n>k and
we define similarly x̄k. Let also San(x, r) be the sphere of center x and radius
r in Xan . We can write

B(x̄, r) =
⋃

06r16r

Sa1(x1, r1)×B
(

x̄2,
√

r2 − r21
)

where the right factor is a ball of HC(X, ā2). Disintegrating the measure ν
along the fibers of the map x 7→ da1(x1, x), we get a probability measure σ on
R
+ and a function V : R+ → R

+ representing the volumes of the spheres of
center x1 in Xa1 , which satisfy

ν(B(x1, r)) =

∫ r

0
V (r1)σ(dr1)
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and by Fubini’s theorem

µ(B(x̄, r)) =

∫ r

0
µ

(

B
(

x̄2,
√

r2 − r21
)

)

V (r1)σ(dr1)

We know that
∫ r
0 V (r1)σ(dr1) 6 Cr/a1 for all r > 0, thus there exists a

coupling measure Π on R
+ × R

+ supported on {(u, v)|u > v} such that its
first marginal is equal to V σ and its second marginal is lesser than or equal
to (C/a1)dv (with dv the Lebesgue measure). One indeed can take for Π the
increasing rearrangement between these two measures. Using that the left
factor in the following integrand is non-increasing, we get

µ(B(x̄, r)) =

∫ r

0
µ

(

B
(

x̄2,
√

r2 − r21
)

)

V (r1)σ(dr1)

=

∫ r

0

∫

R+

µ

(

B
(

x̄2,
√

r2 − r21
)

)

Π(dr1dv)

6

∫ r

0

∫

R+

µ
(

B
(

x̄2,
√

r2 − v2
)

)

Π(dr1dv)

6

∫ r

0
µ
(

B(x̄2,
√

r2 − v2)
)

(C/a1)dv

By induction and using a change of variable v = r cos θ and the equivalent for
Wallis integrals, we deduce that for all r > 0 and all integer M ,

µ(B(x̄, r)) 6
DM

√
M !
∏M

1 an
rM

where D is some positive constant.
Defining an integer valued function M such that M(r) ∼ r−β, we get

log µ(B(x̄, r)) 6

(

β(α − 1

2
)− 1

)

M(r) log
1

r
+O(M(r))

so that whenever β < 2/(2α − 1), we have

log µ(B(x̄, r)) 6 E

(

1

r

)β

log
1

r

for some positive constant E, and we deduce from Frostman’s lemma that
critP H > 2/(2α − 1).

Corollary 1.1 from the introduction is a direct consequence of the above
result.

Proof of Corollary 1.1. — Assume there is a bi-Lipschitz embedding from the
Hilbert cube HC(X, (n−α)) to HC(Y, (n−β)) where X has positive Hausdorff
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dimension and Y has finite upper Minkowski dimension. Then by Proposition
4.3 and the monotony property, we have

2

2α− 1
6 critP HC(X, (n−α)) 6 M-critP HC(Y, (n−β)) 6

2

2β − 1

which implies β 6 α.

PART II

LARGENESS OF WASSERSTEIN SPACES

5. Wasserstein spaces

For a detailled introduction on optimal transport, the interested reader can
for example consult [Vil03], or [San10] for a more concise overview. Optimal
transport is about moving a given amount of material from one distribution
to another with the least total cost, where the cost to move a unit of mass
between two points is given by a cost function. Here the cost function is related
to a metric, and optimal transport gives a metric on a space of measures. Let
us give a few precise definitions and the properties we shall need.

Given an exponent p ∈ [1,∞), if (X, d) is a general metric space, always
assumed to be polish (complete separable), and endowed with its Borel σ-
algebra, its Lp Wasserstein space is the set Wp(X) of (Borel) probability mea-
sures µ on X whose p-th moment is finite:

∫

d(x0, x)
p µ(dx) < ∞ for some, hence all x0 ∈ X

endowed with the following metric: given µ, ν ∈ Wp(X) one sets

Wp(µ, ν) =

(

inf
Π

∫

X×X
d(x, y)p Π(dxdy)

)1/p

where the infimum is over all probability measures Π on X ×X that projects
to µ on the first factor and to ν on the second one. Such a measure is called
a transport plan between µ and ν, and is said to be optimal when it achieves
the infimum. The function dp is called the cost function, and the value of
∫

X×X d(x, y)p Π(dxdy) is the total cost of Π.
In this setting, an optimal transport plan always exist. Note that when X

is compact, the set Wp(X) is equal to the set P(X) of all probability measures
on X and Wp metrizes the weak topology.

The name “transport plan” is suggestive: it is a way to describe what
amount of mass is transported from one region to another.
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One very useful tool to study optimal transport is cyclical mononotonicity.
Given a cost function c (= dp here) on X×X, one says that a set S ⊂ X×X is
(c-)cyclically monotone if for all families of pairs (x0, y0), . . . , (xk, yk) ∈ X×X,
one has

c(x0, y0) + · · ·+ c(xk, yk) 6 c(x0, y1) + · · ·+ c(xk−1, yk) + c(xk, y0)

in words, one cannot reduce the total cost to move a unit amount of mass
from the xi to the yi by permuting the target points. A transport plan Π is
said to be cyclically monotone if its support is. Using continuity of the cost
we use here, it is easy to see that an optimal transport plan must be cyclically
monotone. It is a non-trivial result that the reciprocal is also true, see [Vil03].

6. Embedding powers

This section is logically independent of the rest of the article. We prove
Theorem 1.2 and consider its optimality and its dynamical consequence.

6.1. Proof of Theorem 1.2. — The first power of X embeds isometrically
by x → δx where δx is the Dirac mass at a point. To construct and embedding
f of a higher power of X into its Wasserstein space, the idea is to encode
a tuple by a measure supported on its elements, without adding any extra
symmetry: one should be able to distinct f(a, b, . . .) from f(b, a, . . .). Define
the map

f : Xk → Wp(X)

x̄ = (x1, . . . , xk) 7→ α

k
∑

i=1

1

2i
δxi

where α = 1/(1 − 2−k) is a normalizing constant. This choice of masses
moreover ensures that different subsets of the tuple have different masses.
This map obviously has the intertwining property since ϕ#(δx) = δϕ(x).

Lemma 6.1. — The map f is (α/2)
1

p -Lipschitz when Xk is endowed with
the metric dp.

Proof. — There is an obvious transport plan from an image f(x̄) to another
f(ȳ), given by α

∑

i 2
−iδxi

⊗ δyi . Its L
p cost is

α
∑

i

2−id(xi, yi)
p
6 α/2

∑

i

d(xi, yi)
p

so that Wp(f(x̄), f(ȳ)) 6 (α/2)
1

pdp(x̄, ȳ).
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Our goal is now to bound Wp(f(x̄), f(ȳ)) from below. The very formulation
of the Wasserstein metric makes it more difficult to give lower bounds than
upper bounds. One classic way around this issue is to use a dual formulation
(Kantorovich duality) that expresses the minimal cost in terms of a supre-
mum. Here we give a more direct, combinatorial approach based on cyclical
monotonicity.

The cost of all transport plans below are computed with respect to the cost
dp, where p is fixed.

6.1.1. Labelled graphs. — To describe transport plans, we shall use labelled
graphs, defined as tuples G = (V,E,m,m0,m1) where V is a finite subset of
X, E is a set of pairs (x, y) ∈ V 2 where x 6= y (so that G is an oriented graph
without loops), m is a function E → [0, 1] and m0,m1 are functions V → [0, 1].
An element of V will usually be denoted by x if its thought of as a starting
point, y if its thought of as a final point, and v if no such assumption is made.

To any transport plan between finitely supported measures, one can asso-
ciate a labelled graph as follows.

Definition 6.2. — Let µ, ν be probability measures supported on finite sets
A,B ⊂ X and let Π be any transport plan from µ to ν. We define a labelled
graph GΠ by: V Π = A ∪B,

EΠ = suppΠ \∆ =
{

(x, y) ∈ X2
∣

∣ x 6= y and Π({x, y}) > 0
}

,

mΠ(x, y) = Π({x, y}), mΠ
0 (x) = µ({x}) and mΠ

1 (y) = ν({y}).

In other words, the graph encodes the initial and final measures and the
amount of mass moved from any given point in suppµ to any given point in
supp ν. The transport plan itself can be retrieved from its graph; for example
its cost is

cp(Π) =
∑

e∈E

mΠ(e)d(e−, e+)p

where e− and e+ are the starting and ending point of the edge e.
Not every labelled graph encodes a transport plan between two measures.

We say that G is admissible if:

–
∑

V m0(v) =
∑

V m1(v) = 1,
– for all e ∈ E, m(e) > 0,
– for all v ∈ V , m0(v) +

∑

e=(x,v)∈E m(e)−∑e=(v,y)∈E m(e) = m1(v) (this

is mass invariance),
∑

e=(x,v)∈E m(e) 6 m1(v) and
∑

e=(v,y)∈E m(e) 6

m0(v).

A labelled graph is admissible if and only if it is the graph of some transport
plan. The next steps of the proof shall give some information on the graphs
of optimal plans.
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6.1.2. The graph of some optimal plan is a forest. — Let us introduce some
notation related to a given labelled graph G. A path is a tuple of edges
P = (e1, . . . , el) such that ei has an endpoint in common with ei+1 for all i.
If moreover e+i = e−i+1 holds for all i, we say that P is an oriented path. We
define the unitary cost of P as the cost of a unit mass travelling along P , that

is c(P ) =
∑l

i=1 d(e
−

i , e
+
i )

p, and the flow of P as the amount of mass travelling
along P , that is φ(P ) = minim(ei). Cycles and oriented cycles are defined in
an obvious, similar way; a graph is a forest if it contains no cycle.

Lemma 6.3. — If Π is an optimal plan between any two finitely supported
measures µ, ν, then GΠ contains no oriented cycle.

Proof. — This is a direct consequence of the cyclic monotonicity of optimal
plans: if there where points v1, v2, . . . , vn in V Π such that vn = v1 and m(i) :=
mΠ(vi, vi+1) > 0 for all i < n, then by soustracting the minimal value of mi to
each of them one would get an new admissible labelled graph with m0 = mΠ

0

and m1 = mΠ
1 and cost less than the cost of GΠ. This new graph would give

a new transport plan from µ to ν, cheaper than Π.

An optimal plan can a priori have non-oriented cycles, but up to changing
the plan (without changing its cost), we can assume it does not.

Lemma 6.4. — Between any two finitely supported measures µ, ν, there is
an optimal plan Π such that GΠ is a forest.

Proof. — Let Π be any optimal plan from µ to ν, and let G0 = GΠ be its
graph.

A non-oriented cycle is determined by two sets of vertices x1, . . . , xn and
y1, . . . , yn and two sets of oriented paths Pi : xi → yi, Qi : xi → yi+1 where
yn+1 := y1, see Figure 1.

Consider a minimal non-oriented cycle of G0, so that no two paths among
all Pi’s and Qi’s share an edge.

One can construct a new admissible labelled graph G1, with the same vertex
labels m0 and m1 as G, by adding a small ε to all m(e) where e appears in
some Pi, and soustracting the same ε to all m(e) where e appears in some Qi.
This operation adds ε to φ(Pi) and −ε to φ(Qi), thus it adds ε

∑

i c(Pi)−c(Qi)
to the cost of Π.

Since Π is optimal, one cannot reduce its cost by this operation. This
implies that

∑

i c(Pi)− c(Qi) = 0. By operating as above with ε equal to plus
or minus the minimal value of all m(e) where e appears in a Pi or in a Qi, one
designs the wanted new admissible graph G1.

Now, G1 has its edge set included in the edge set of G, with at least one
less oriented cycle. By repeating this operation, one constructs an admissible
labelled graph G without cycle, that has the same total cost and the same
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P1

Q1

P2
Q2

P3

Q3

x3

x2

y2

y1

y3

x1

Figure 1. A non-oriented cycle: xi’s and yi’s are the vertices where
the edges change orientation.

vertex labels as G0. The transport plan defined by G is therefore optimal,
from µ to ν.

The non-existence of cycles has an important consequence.

Lemma 6.5. — Let Π be a transport plan between two finitely supported mea-
sures µ and ν, whose graph is a forest. If there is some real number r such
that all mΠ

0 (v) and all mΠ
1 (v) are integer multiples of r, then all mΠ(e) are

integer multiples of r.

Proof. — Let G0 = GΠ = (V,E,m,m0,m1). If G0 has no edge, then we are
done. Otherwise, G0 has a leaf, that is a vertex x0 connected to exactly one
vertex y0, by an edge e0. Assume for example that e0 = (x0, y0) (the other case
is treated similarly). Then m(e0) = m0(x0)−m1(x0) is an integer multiple of
r.

Define G1 = (V,E \ {e0},m′,m′0,m′1) where:
– m′(e) = m(e) for all e ∈ E \ {e0},
– m′0(x0) = m0(x0) +m(e0),
– m′0(x) = m0(x) for all x ∈ V \ {x0},
– m′1(y0) = m1(y0)−m(e0),
– m′1(y) = m1(y) for all y ∈ V \ {y0}.
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Then G1 is still admissible (with different starting and ending measures µ′ and
ν ′, though), and all m′0(v),m

′

1(v) are integer multiples of r. By induction, we
are reduced to the case of an edgeless graph.

6.1.3. End of the proof. — Now we are ready to bound Wp(f(x̄), f(ȳ)) from
below in terms of d∞(x̄, ȳ). Let i0 be an index that maximizes d(xi, yi)
and let Π be an optimal transport plan from f(x̄) to f(ȳ) whose graph
G = (V,E,m,m0,m1) is a forest.

Lemma 6.6. — With the notation above, there is a path in G connecting xi0
to yi0

Proof. — The choice of f shows that all m0(v),m1(v) are integer multiples of
α2−k, so that all m(e) are integer multiples of α2−k. Let n(e), n0(v), n1(v) ∈ N

be such that m(e) = n(e)α2−k, m0(v) = n0(v)α2
−k and m1(v) = n1(v). Then

the only v ∈ V = supp f(x̄) ∪ supp f(ȳ) such that n0(v) contains 2k−i0 in its
base-2 expansion is xi0 . Similarly, the only w ∈ V such that n1(w) contains
2k−i0 in its base-2 expansion is yi0 . Let E

′ ⊂ E be the set of edges e such that
n(e) contains 2k−i0 in its base-2 expansion.

Any vertex v such that n0(v) − n1(v) does not contain 2k−i0 in its base-2
expansion must be adjacent to an even number of edges of E′ due to mass
invariance. Therefore the non-oriented graph induced by E′ has exactly two
points of odd degree: xi0 and yi0 . It is well known and a consequence of a
simple double-counting argument that a graph has an even number of odd
degree vertices, from which it follows that the E′-connected component of xi0
must contain yi0 .

Let P0 be a minimal path between xi0 and yi0 . Each endpoint of each
edge in this path has to be some yi, all distinct by minimality, so that P0 has
length at most k. It follows by a convexity argument that c(P0) is at least
k(d(xi0 , yi0)/k)

p. Lemma 6.5 implies φ(P ) > α2−k so that the cost of Π is at
least α2−kd(xi0 , yi0)

p/kp−1. We get

Wp(f(x̄), f(ȳ)) >
α

1

p 2−
k
p

k1−
1

p

d∞(x̄, ȳ) >
1

k(2k − 1)
1

p

dp(x̄, ȳ)

which ends the proof of Theorem 1.2.

6.2. Discussion of the embedding constants. — One can wonder if the
constants in Theorem 1.2 are optimal. We shall see in the simplest possible
example that they are off by at most a polynomial factor, then see how they
can be improved in a specific case.
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Proposition 6.7. — Let X = {0, 1} where the two elements are at distance
1 and consider a map g : Xk → Wp(X) such that

mdp(x̄, ȳ) 6 Wp(g(x̄), g(ȳ)) 6 M dp(x̄, ȳ)

for all x̄, ȳ ∈ Xk and some positive constants m,M . Then

m 6
1

(2k − 1)
1

p

and
M

m
>

(

2k − 1

k

)

1

p

.

Moreover there is a map whose constants satisfy m = (2k − 1)−
1

p and M/m 6

(2k − 1)
1

p .

Proof. — By homogeneity, it is sufficient to consider p = 1, in which case Xk

is the k-dimensional discrete hypercube endowed with the Hamming metric:
two elements are at a distance equal to the number of bits by which they
differ. Moreover W1(X) identifies with the segment [0, 1] endowed with the
usual metric | · |: a number t corresponds to the measure tδ0 + (1− t)δ1.

The diameter of Xk is k, so that the diameter of g(Xk) is at most Mk.
Since g(Xk) has 2k elements, by the pigeon-hole principle at least two of them
are at distance at most (2k−1)−1Mk. Since the distance between their inverse
images is at least 1, we get m 6 (2k−1)−1Mk so that M/m > (2k−1)/k. The
pigeon-hole principle also gives m 6 (2k − 1)−1 simply by using that W1(X)
has diameter 1.

To get a map g with M/m = (2k − 1), it suffices to use a Gray code: it is
an enumeration x1, x2, . . . , x2k of the elements of Xk, such that to consequent
elements are adjacent (see for example [Ham80]). Letting f(xi) := (i −
1)/(2k − 1) we get a map with M 6 1 and m = (2k − 1)−1.

Note that in Proposition 6.7, one could improve the lower bound on M/m

by a factor asymptotically of the order of 2
1

p by using the fact that every
element in Xn has an antipode, that is an element at distance n from it.

Let us give an example where the constants are much better.

Example 6.8. — Let X = {0, 1}N with the following metric: given x =
(x1, x2, . . .) 6= y = (y1, y2, . . .) in X, d(x, y) = 2−i where i is the least in-
dex such that xi 6= yi. Then given k, let ℓ be the least integer such that
2ℓ > k and let w1, . . . , wk ∈ {0, 1}ℓ be distinct words on ℓ letters. For
x = (x1, x2, . . .) ∈ X and w = (w1, . . . , wℓ) ∈ {0, 1}ℓ, define wx as the el-
ement (w1, w2, . . . , wℓ, x1, x2, . . .) of X.

Now let g : Xk → Wp(X) be defined by

g
(

x̄ = (x1, . . . , xk)
)

=

k
∑

i=1

1

k
δwixi

.
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For all x, y ∈ X and all i 6= j, we have d(wix,wjy) > 2−ℓ > d(wix,wiy). It
follows that

Wp(g(x̄), g(ȳ)) =

(

1

k

∑

i

2−pℓdp(xi, yi)

)
1

p

=
1

k
1

p 2ℓ
dp(x̄, ȳ).

For this example, we have M = m and moreover m has only the order of

k
−1− 1

p instead of being exponentially small.

This example could be generalised to more general spaces, for example the
middle-third Cantor set. What is important is that the various components
of a given depth are separated by a distance at least the diameter of the
components and that the metric does not decrease too much between d(x, y)
and d(wx,wy) (any bound that is exponential in the length of w would do).

6.3. Dynamical largeness. — In this section, X is assumed to be compact.
Given a continuous map ϕ : X → X, for any n ∈ N one defines a new metric
on X by

d[n](x, y) := max{d(ϕi(x), ϕi(y)); 0 6 i 6 n}.
Given ε > 0, one says that a subset S of X is (n, ε)-separated if d[n](x, y) > ε
whenever x 6= y ∈ S. Denoting by P (ϕ, ε, n) the maximal size of a (n, ε)-
separated set, the topological entropy of ϕ is defined as

htop(ϕ) := lim
ε→0

lim sup
n→+∞

log P (ϕ, ε, n)

n
.

Note that this limit exists since lim supn→+∞
1
n log P (ϕ, ε, n) is nonincreasing

in ε. The adjective “topological” is relevant since htop(ϕ) does not depend
upon the distance on X, but only on the topology it defines. The topological
entropy is in some sense a global measure of the dependance on initial condition
of the considered dynamical system. The map ×d : x 7→ dx mod 1 acting on
the circle is a classical example, whose topological entropy is log d.

Now, the metric mean dimension is

mdimM (ϕ, d) := lim inf
ε→0

lim sup
n→+∞

logP (ϕ, ε, n)

n| log ε| .

It is zero as soon as topological entropy is finite. Note that Lindenstrauss
and Weiss define the metric mean dimension using covering sets rather than
separated sets; but this does not matter since their sizes are comparable.

Let us now prove that when htop(ϕ) > 0, then ϕ# : Wp(X) → Wp(X) has
positive metric mean dimension.
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Proof of Corollary 1.3. — Let ε, η > 0 and k be such that η > k(2k − 1)
1

p ε. If
A is a (n, η)-separated set for (X,ϕ, d) then Ak ⊂ Xk is a (n, η) separated set
for (Xk, ϕk, d∞). Then Theorem 1.2 shows that f(Ak) is a (n, ε)-separated
set for (Wp(X), ϕ#,Wp), so that

P (ϕ#, ε, n) >
(

P (ϕ, k(2k − 1)1/pε, n)
)k

.

Let H < htop(ϕ) and β < 1. For all ε > 0 small enough, and for arbitrarily
large integer n we have P (ϕ, ε, n) > exp(nH). Define

k =

⌊

βp(− log ε)

log 2

⌋

;

then k(2k − 1)1/pε = O
(

(− log ε)ε1−β
)

→ 0 when ε → 0. Therefore, for all
small enough ε, there are arbitrarily large n such that

P (ϕ#, ε, n) > exp(nHk)

> exp

(

nH

(

βp

log 2
(− log ε)− 1

))

log P (ϕ#, ε, n)

n(− log ε)
>

Hβp

log 2
− H

− log ε

mdimM (ϕ#,Wp) >
Hβp

log 2

Letting H → htop(ϕ) and β → 1 gives

mdimM (ϕ#,Wp) > p
htop(ϕ)

log 2

as claimed.

In the case of the shift on certain metrics on {0, 1}N, one could want to use
the better bound obtained in Example 6.8. But the map g defined there does
not intertwin ϕk and ϕ#, and the method above does not apply.

7. Embedding Hilbert cubes

In this last section we prove the two theorems about embeddings of Hilbert
cubes in Wasserstein spaces and deduce consequences on their critical param-
eters.
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7.1. Embedding small Hilbert cube in the general case. — This sec-
tion is devoted to the proof of Theorem 1.4. We use the same kind of map as
in the proof of Theorem 1.2, but with coefficients that decreases faster to get
better point separation.

We assume here that X is compact. Let λ, β ∈ (0, 1) be real numbers to be
more precisely chosen afterward and consider the following map:

g : XN → W2(X)

x̄ = (x1, x2, . . . ) 7→ 1− β

β

∞
∑

n=1

βnδxn

where XN will be identified with HC(X; (λn)). We chose β < 1/2, so that g
is one-to-one. It is readily seen to be a continuous map (when XN is endowed
with the product topology), and we have to bound from below W2(g(x̄), g(ȳ))
for all x̄, ȳ ∈ XN.

First, since g(x̄) gives a mass at least 1− β to x1, it gives a mass at most β
to X \ {x1}, and any transport plan from g(x̄) to g(ȳ) moves a mass at least
1− 2β from x1 to y1. We already have W2(g(x̄), g(ȳ))

2 > (1− 2β)d(x1, y1)
2.

If all distances d(xn, yn) are of the same order as d(x1, y1), then this first
bound is sufficient for our purpose. Otherwise, we shall reduce to an optimal
transport problem involving partial measures. Define a new map g2 by g2(x̄) =
1−β
β

∑

∞

n=2 β
nδxn ; its images are measures of mass β. Note that all the theory

of optimal transport apply to non probability measures, as soon as the source
and target measures have the same, finite total mass. Define a new cost
function c̃ = d̃2 where

d̃(x, y) = max

(

d(x, y)− d(x1, y1)√
2

, 0

)

Let Π be any transport plan from g(x̄) to g(ȳ). Then it can be written
Π = Π0 +Π1 +Π→ +Π← +Π↔ where:

– Π0 has mass β, is supported on {x1}×X∪X×{y1} and shall be neglected,
– Π1 has mass 1− 2β and is supported on {(x1, y1)},
– Π→ is supported on {x2, x3, . . . } × {x1, y1},
– Π← is supported on {x1, y1} × {y2, y3, . . . } and has same mass as Π→,
– Π↔ is supported on {x2, x3, . . . } × {y2, y3, . . . }.
Define

Π→ ∗ Π← = p1(Π →)⊗ p2(Π←)

where pi is the projection on the i-th factor; it is a concatenation of the
measures Π→ and Π←. Define further Π̃ = Π↔+Π→ ∗Π←. It is in some sense
the g2 part of Π, in particular it has mass β.
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Let us prove that, denoting by c(Π) the total cost of the transport plan Π
under the cost function c = d2, we have

c(Π) > c(Π1) + c̃(Π̃)

The cost of Π is the sum of the cost of its parts, and the second term of the
right-hand side is to bound from below c(Π→ +Π← +Π↔). Consider a small
amount of mass moved by this partial transport plan; it goes under Π from
some xi to some yj (i, j > 2) either directly (in which case we only have to
use c̃ 6 c) or it is moved to y1 and an equivalent amount of mass is moved
from x1 to yj . Let a = d(xi, y1), b = d(x1, yj) and dij = d(xi, yj); we have
a + d11 + b > dij by triangular inequality, and we deduce a2 + b2 > c̃(xi, yj).
The above inequality follows.

As already stated, c(Π1) = (1 − 2β)d(x1, y1)
2, and we have left to evalu-

ate c̃(Π̃). We first write c̃ >
1
2d

2 − dd11 +
1
2d

2
11 and bound −dd11 by using

(ε1/2d− ε−1/2d11)
2 > 0 for any positive ε < 1/2 to be optimized later on. The

inequality

c̃ >

(

1

2
− ε

)

d2 −
(

1

ε
− 1

2

)

d211

follows. We therefore get c(Π) > Ad211 +
1−ε
4 c(Π̃) where

A = 1− β

(

3

2
+

1

ε

)

is positive if ε is large enough (precisely ε > 2β/(2 − 3β)). Since Π̃ is a
transport plan from g2(x̄) to g2(ȳ) where g2 is merely g composed with the
left shift, an induction shows that

c(Π) > Ad(x1, y1)
2 +ABd(x2, y2)

2 +AB2d(x3, y3)
2 + . . .

where

B = β

(

1

2
− ε

)

As a consequence, g is sub-Lipschitz (with constant
√

A/B) from HC(X; (λn))

to W2(X) where λ =
√
B. The condition on ε implies that

B < β
2− 7β

4− 6β

and any such B with β < 2/7 can be obtained. In particular λ can be slightly
greater than 0.2; more precisely, we can get any λ < λ0 where

λ0 =

√

11
√
7− 28

3 · 71/4 ≃ 0.21525
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Id

. . .

. . .

. . .

Si

Figure 2. After dividing the side-length sequence into blocks, we
apply the induction hypothesis to each block to get adequate families
of boxes in each slide Si.

7.2. Embedding large Hilbert cube in the rectifiable case. — This
section is devoted to the proof of Theorem 1.5. The idea is to use the self-
similarity at all scales of the unit cube Id to embedd isometrically HC(Id, ā)
inside W2(I

d) for some sequences ā. The claimed result will follow immediately,
since a direct computation shows that a bi-Lipschitz embedding A → B gives
a bi-Lipschitz embedding W2(A) → W2(B) by push forward.

The first step is to find appropriately scaled copy of Id in itself; the following
is an elementary geometrical fact.

Lemma 7.1. — Let c̄ = (cn)n be an ℓd sequence of positive numbers. Then
there exist a constant K depending only on d and

∑

cdn and a family of homo-
theties hn : Id → Id with disjoint images and ratio Kcn.

Proof. — Of course, the existence of such homotheties is equivalent to the
existence of disjoint cardinaly oriented cubes of sidelengthKcn in the unit cube
Id. Note that the condition c̄ ∈ ℓd is also necessary by volume considerations.
Figure 2 illustrates the idea of the proof.

Since the result is independent of the order of the terms of c̄, and since lim c̄
must be zero, we can assume that c̄ is non-increasing. Up to a dilation we can
moreover assume that by a factor ‖c̄‖d 6 1, in particular cn 6 1 for all n.

Define recursively n0 = 0 and

ni+1 = max







n

∣

∣

∣

∣

∣

∣

n
∑

k=ni+1

cd−1n 6 2






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It is possible that ni is stationnary at +∞; let us momentarily assume it is
not.

We then have
∑n

k=ni+1 c
d−1
n > 1, and

1 >

n
∑

k=1

cdk =

∞
∑

i=0

ni+1
∑

k=ni+1

cdk

>

∞
∑

i=0

cni+1

ni+1
∑

k=ni+1

cd−1k >

∞
∑

i=0

cni+1

In other word, we have divided the terms of c̄ into groups of uniformly bounded
ℓd−1 norm, in such a way that the sequence of first terms of the groups is ℓ1.
Of course, if ni is infinite for some i, then we have the same conclusion with
one group that is infinite.

Consider inside Id non-overlapping slices of the form Si = Id−1 × [ai, bi]
such that |bi − ai| > cni

. By induction on d, for all i we can find sub-
cubes of Id−1 of side length equal (up to a constant depending only on d)
to cni+1, cni+2, . . . , cni+1

. We can therefore find d-dimensional cubes in Si of
the same sidelengthes, and we are done.

Given an ℓd positive sequence c̄, and up to taking a smaller factor K than
given in the Lemma, we can find homotheties hn of ratios Kcn such that the
cubes Cn = hn(I

d) are not only disjoint, but satisfy the following separation
property: for all x, y ∈ Cn and all z ∈ Cm with m 6= n, d(x, y) < d(x, z).

Let b̄ = (bn) be any positive ℓ1 sequence of sum 1, let an = b
1/2
n cn and

consider the map

h : HC(Id; ā) → W2(I
d)

x̄ 7→
∞
∑

n=1

bnδhn(xn)

The separation property on the cubes Cn ensures that the optimal transport
plan from h(x̄) to h(ȳ) must be the obvious one, namely Π =

∑

n bnδhn(xn) ⊗
δhn(yn). It has cost

∑

n bnK
2c2nd

2(xn, yn) = K2d(x̄, ȳ)2.
The question is know which sequences ā can be decomposed into a product

of an ℓ2 and an ℓd sequence. If ā ∈ ℓ2d/(d+2), one can take b̄ := ā2d/(d+2)

and c̄ = ā2/(d+2), so that an = b
1/2
n cn hold and the sequences have the right

summability properties to apply what preceed. We have proved the following.

Theorem 7.2. — If ā is any positive ℓ2d/(d+2) sequence, there is a map

h : HC(Id; ā) → W2(I
d)
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that is an homothetic embedding in the sense that d(h(x̄), h(ȳ)) = Kd(x̄, ȳ) for
some constant K.

Another way to put it is that there is a constant K and an isometric em-
bedding HC(Id;Kā) → W2(I

d).
Note that Hölder’s inequality shows that one cannot apply our strategy to

sequences not in ℓ2d/(d+2). In fact, as we shall see below, the upper bound
of Theorem 1.7 shows that the exponent 2d/(d + 2) cannot be improved in
general, even for a mere bi-Lipschitz embedding.

7.3. Largeness of Wasserstein spaces. — Let us conclude with the proofs
of largeness results claimed in the introduction.

Proof of Proposition 1.6. — Let X be a compact metric space of positive
Hausdorff dimension. By the embbeding theorem 1.4, we have a continu-
ous sub-Lipschitz embedding HC(X; (λn)) →֒ W2(X). Proposition 4.2 tells us
that

critI2
HC(X; (λn)) >

dimX

2 log 1
λ

and by monotony (Proposition 2.5) the same holds for W2(X).

Last the lower and upper bounds in Theorem 1.7 can be individually stated
under more general hypotheses.

Proposition 7.3. — If X contains a bi-Lipschitz image of a Euclidean cube
Id, then W2(X) has at least power-exponential size, and more precisely

critP W2(X) > d.

Proof. — According to Theorem 1.5, there is a bi-Lipschitz embedding from
HC(Id; (n−α)) to W2(X) for all α > (d + 2)/(2d). Proposition 4.3 tells that
HC(Id; (n−α)) has power-exponential critical parameter bounded below by
2/(2α− 1), which goes to d when α approaches (d+2)/(2d). Monotony gives
the lower bound for W2(X).

Let us use a counting argument to prove the following.

Proposition 7.4. — If X is a compact metric space of finite upper Minkow-
ski dimension d, then W2(X) has at most power-exponential size, and more
precisely

critP W2(X) 6 d.

Proof. — Fix some d′ > d; by assumption, for all small enough ε it is possible
to cover X by D = (1/ε)d

′

balls (Bi) of diameter ε. By taking complements,
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we can instead assume that Bi’s are disjoint Borel sets of diameters at most
ε. Consider the map

m : W2(X) → ID

µ 7→ (µ(Bi))i

and endow ID with the ℓ1 metric. The map m is not continuous, but whenever
E ⊂ ID has diameter at most σ, we have

diamm−1(E) 6 (diamX)
√
σ + ε.

Indeed, given two measures µ, ν such that ‖m(µ) −m(ν)‖1 6 σ, we can first
move an amount of mass σ of µ (by a distance at most diamX) to get a measure
µ′ that has the same images as ν under m, then consider any transport plan
from µ′ to ν that is supported on ∪Bi×Bi (that is, move mass only inside each
Bi). This last transport plan has cost at most ε2 and the triangular inequality
provides the claimed bound.

Now, for all D′ > D and assuming ε is small enough, it is possible to
cover ID by (1/ε)2D

′

balls (Ej) of diameter at most ε2. We get a covering

(m−1(Ej))j of W2(X) by (1/ε)2D
′

sets of diameters at most (diamX + 1)ε.
Writing D′ = D + η/2, it comes

N(W2(X), (diamX + 1)ε) 6 e

(

2( 1

ε )
d′

+η

)

log 1

ε

so that M-critP W2(X) 6 d′′ for all d′′ > d′ > d, and we are done.

Now Theorem 1.7 follows: X being a manifold, it has upper Minkowski
dimension d and contains a bi-Lipschitz image of Id, so both bounds apply.
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