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2 Université de Bordeaux, LaBRI UMR 5800, CNRS
351, cours de la Libération

33405 Talence, France
{metivier, morsellino}@labri.fr

Abstract. We address the enumeration and the leader election problems over multi-hop radio net-
works. We consider an asynchronous radio communication model where each process emits a message
and all its neighbours hear this message after arbitrary and unpredictable time. This amount of time
depends on the processing time taken by the network layer to ensure message delivery. In this paper, we
characterize graphs in which we can solve these problems and we present an enumeration algorithm and
a leader election algorithm. For both problems, we highlight the importance of the initial knowledge.
For the enumeration problem, each process only knows the size of the graph and, contrary to related
works, the number of its neighbouring processes is unknown. Whereas for the election problem, we
show that this knowledge is not sufficient; our algorithm supposes that each process initially knows a
map of the network. Given a graph of maximum degree ∆ with n nodes and m edges, our algorithms
both yield O(mn2) emitted messages of size O(∆ log n) bits.

1 Introduction

An ad-hoc radio network is a collection of processes which communicate through radio medium without
using preexisting infrastructure such as access points. If all processes can communicate directly, the network
is said to be single-hop, otherwise, it is multi-hop. This paper deals with well-known distributed computing
problems: enumeration and leader election.

1.1 Enumeration and Election

The aim of a naming algorithm is to give unique identities to all processes. The enumeration problem is a
variant of the naming problem and aims to give to each node a unique number between 1 and the size of the
graph. In ad-hoc radio networks such as radio sensor networks, existence of identified nodes allows better
routing of information, resource management and performance. We consider anonymous radio networks
where initially processes do not have identifiers and execute the same algorithm. In this setting, it is not
always possible to give unique names to all vertices.

Naming and enumeration algorithms constitute a building block of many other distributed algorithms
such as election, introduced by LeLann [LeL77]. A distributed algorithm solves the election problem if it
always terminates and in the final configuration exactly one process is marked as elected and all the other
processes are marked as non-elected. Using enumeration/naming algorithm, one can promote the process
with the highest (resp. lowest) identifier as elected. However, enumeration and election problems are not
necessarily equivalent (see [BCG+96,CMZ06]). We are here interested in characterizing graphs in which
there exists an algorithm that solves the enumeration problem or that solves the election problem.

1.2 An Example of Application: Monitoring with Wireless Sensors

In [BB06], Balasundaram et al. provide a survey of existing models and algorithms for important problems
which happen in different areas of radio communication. We extend their work by presenting a common



application in which enumeration and leader election problems take place. Consider a large spacial area in
which there exist several natural phenomena such as earthquakes. In order to monitor and prevent serious
disasters, one deploys a large number of radio sensors. From the spontaneous aspect of this network, the
manner of how to identify sensors with an address becomes a serious issue. Since each sensor cannot rely on
a preexisting infrastructure such as DHCP3 servers, it is not practical to manually assign a unique identity
to each sensor. In this situation, we have to develop a distributed way to solve this problem. However, the
only available knowledge of this network is the amount of sensors that have to be deployed. Let us recall that
communications are symmetric, i.e., once a sensor can directly communicate with another one, the latter can
also communicate with the first one. But, each sensor is not aware of the number of other sensors belonging
to its neighbourhood. From these assumptions, we put to each sensor the same algorithm which allows it to
get a unique identity between 1 and the number of sensors. This assignation is given by the computation of
an enumeration algorithm over an anonymous network.

At the end of the computation, each node has a unique identity. Thus, we can more easily deploy
various algorithms in order to monitor sensible areas. For instance, one can decide to collect monitored
data or field information from every sensors. Nonetheless, considering different aspects inherent in radio
communications and sensors such as energy consumption, power of computation or geographical position,
we can dynamically choose a sensor which acts temporarily as a leader. In order to avoid energy wasting
or network flooding, this node can gather data from the entire area and may be viewed as an interface
between other sensors and scientists. For this problem, we develop a leader election algorithm. Since sensors
have the same characteristic, we can choose a leader according to its identity in the network. For instance,
we choose the sensors with the lowest identity. But, we have to take into account that the network sits
over asynchronous radio communications (see [San06] (Chap. 3)). Thus, our leader election algorithm has to
ensure that there is no conflict before declaring a sensor as elected.

1.3 The Model

We consider an asynchronous radio communication model. In this model, a network of processes is represented
as a simple labelled graph G = (V,E) where V is the set of processes and E is the set of communication
links.

The Network. Our work is based on the distributed, multi-hop radio network paradigm that functions
without using any infrastructure such as a base station or access points for communications. Emitted messages
are only heard by reachable nodes. In a given step, if more than one node try to emit a message to another
one a collision occurs and no message is heard.

Asynchronous Radio Communications. We assume that the media access and data link problems such as
collisions, interferences or additions are solved by the Data Link sublayer Mac Access Control [CM99]
by using channel allocation protocols derivated from CSMA, CSMA/CA [Mec07] or CSMA/CD [Tan02]
(Chap. 4). Thus, during a computation step, the model ensures that a node always hears an incoming
message. Therefore, we consider the asynchronous radio communication message passing model: processes
cannot access a global clock and execute computation steps (atomic emit, hear and internal computation) at
arbitrary speed. A message emitted from a process to neighbours arrives within some finite but unpredictable
time depending on algorithms used to ensure collision-free and interference-free transmissions.

Network and Processes Knowledge. In this paper, radio networks are anonymous with arbitrary topology
that can be represented by simple connected graphs. A process cannot distinguish its neighbours (there is
no port-numbering function). For the enumeration algorithm, we assume that every node knows the size of
the network whereas for the election algorithm the whole graph is known. The state of each process v is
represented by the label λ(v) of the corresponding vertex v.

Remark 1. Our model may be viewed as an extension of the classical asynchronous point-to-point message
passing model without port-numbering (see [Tel00] (Chap. 12)).

3 Dynamic Host Configuration Protocol

2



1.4 Overview of our Contribution

In the sequel, we consider the asynchronous radio communications depicted above and we give complete
characterizations of radio networks where there exists an enumeration algorithm or a leader election algorithm
(Theorem 1 and Theorem 2). In our model, enumeration and election problems are not equivalent.

The structure of this paper is as follows. First, we present in Section 2 the notion of fibration that is
a generalization of coverings for directed graphs. We present the fundamental lemma (Lemma 1) which
connects fibrations and radio communications.

Then, for both problems, we prove impossibility results (Sections 3.1 and 4.1) and state they are sufficient
by giving two algorithms (Algorithms 1 and 2).

About the complexity, we prove in Proposition 3 that our algorithms yield a polynomial number of
messages of polynomial size. In the case of Yamashita and Kameda’s and Boldi et al.’s, algorithms need
messages of exponential size.

We highlight the importance of the initial knowledge. Our algorithms do not require each process to know
its degree. For the enumeration problem, processes only know the size of the network. However, we show
that in our model, this initial knowledge is not sufficient when one considers the election problem. Thus, we
present a leader election algorithm where we assume that each process knows the whole network but is not
aware of its position in this network.

1.5 Related Works: Comparison and Comments

Distributed Algorithms on Anonymous Point-to-Point Networks. Graphs where election or naming
are possible were already studied for different basic models. Solutions depend on the type of basic computation
steps, the type of network topology or the initial knowledge.

Considering the classical message passing model, Yamashita and Kameda [YK96a] characterize graphs for
which there exists an election algorithm and underline the importance of the port-numbering function that
allows each vertex to distinguish its neighbours. Their work introduces in [YK99] the broadcast-to-mailbox
communication model that is closely related to our work in the sense that there is no port-numbering function,
but they assume that each node knows its degree. They state that there exists an election algorithm for a
graph G if and only if the symmetricity of G is equal to 1 by counting the number of vertices having the same
view. The view from a vertex v of G without port-numbering function is the infinite labelled tree rooted in
v corresponding to all walks in G from v. In this model, the election problem and the enumeration problem
are not equivalent.

Boldi et al. [BCG+96] consider a model where the network is a directed multigraph. They distinguish
models with or without port-numbering, and synchronous or interleaved activation models. When a process is
activated, it changes its state depending on its previous one and the states of its ingoing neighbours. They use
particular homomorphisms which we also use in our work. If there exists a port-numbering function, election
and enumeration are equivalent and the asynchronous and synchronous models can be compared with the
model of Yamashita and Kameda described above. From the complexity point of view, in both models, their
algorithms need to apply O(n2) computations steps and vertices need to exchange an exponential amount of
information. The required memory in each process is exponential with 2O(n) bits. When the vertices initially
know their degree, the model of Boldi et al. is equivalent to the model of Yamashita and Kameda. However,
this is not longer the case, when vertices have no initial information about their degree.

Mazurkiewicz [Maz97] considers a more powerful model where in one step, labels are modified on a star,
according to rules depending on this star. He presents an efficient enumeration algorithm for the graphs that
are minimal for the covering relation, i.e., they only cover graphs that are isomorphic. In his algorithm, each
process exchanges an amount of information that is polynomial depending on the size of the graph.

In [Cha05,CMZ06,CM04,Maz04], several models are studied in which a computation step is the synchro-
nization between two adjacent vertices. In these models, election and naming are not always equivalent.

Distributed Algorithms on Radio Networks. The algorithmic research on anonymous radio networks is
principally oriented to gossiping and broadcasting problems. Much of them are concentrated on randomized
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algorithms [Chl01]. In [CGÖR00,CGG+00], authors present deterministic solutions for broadcasting but
make the assumption that nodes only know their own label and that the topology is unknown.

Cidon and Mokryn present in [CM99] a leader election algorithm in multi-hop radio networks. This algo-
rithm partitions the network into fragments that are collections of processes where one process is identified as
a candidate and marked initially as active. Therefore, they consider networks that are not anonymous: each
vertex has a unique identity. During the computation, a candidate can become inactive and joins another
candidate’s fragment. If there exists only one fragment containing all the processes with one process marked
as active, the algorithm terminates. The model used in their work is similar to the broadcast-to-mailbox
model of [YK96a,YK99].

In [Pel07], Pelc depicts a deterministic algorithm in radio network with no collision detection in order
to decide whether a given node is accessible. He assumes that there exists a global clock and considers
anonymous and synchronous networks in which processes are not aware of the global topology. One compu-
tation step is possible by taking into account messages previously heard by nodes. He defines a computation
step according to histories of transmitted messages. This algorithm has a polynomial time complexity of
O(n4) (where n is the size of the network). He studies the existence of a deterministic universal activation
algorithm. It depends on the synchronicity of communication and he proves that there exists a universal
activation algorithm for synchronous communications but not for asynchronous communications. Note that
this universal algorithm does not terminate.

2 Preliminaries

In order to describe our characterization, one needs to consider directed graphs (digraphs for short) that
can have multiple arcs and self-loops. In this section, we present various definitions about digraphs and
labelled digraphs. We also present fibrations which are a particular type of homomorphism. From these
definitions, we give a fundamental lemma that establishes a link between fibrations and asynchronous radio
communications.

2.1 Labelled Simple Graphs and Directed Graphs

Undirected graphs without multiple edges or loop are also called simple graphs. Each such a graph is written
as G = (V (G), E(G)) where V (G) is the set of vertices of G and where the set of edges E(G) is a set of pairs
of distinct vertices of G. For each edge {u, v} ∈ E(G), u and v are the ends of {u, v} and u and v are said
to be adjacent or neighbours. We denote by NG(u) the set of all vertices of G adjacent to u and degG(u) is
the degree of u in G, i.e., the size of NG(u).

A simple graph G is connected if for all vertices u, v ∈ V (G), there exists a path from u to v. Otherwise,
it is disconnected. In the following, we will only consider strongly connected simple graphs.

A digraph D is defined by a set V (D) of vertices, a set A(D) of arcs and by two maps sD and tD (in
general, the subscripts will be omitted) from A(D) to V (D). For each arc a ∈ A(D), s(a) is the source of a
and t(a) is its target. We say that a is going out of s(a) and coming into t(a). A self-loop is an arc with the
same source and target.

A digraphD is strongly connected if for all vertices u, v ∈ V (D), there exists a sequence of arcs a1, a2, . . . ap
such that s(a1) = u, ∀i ∈ [1, p − 1], t(ai) = s(ai+1) and t(ap) = v. In the following, we will only consider
strongly connected digraphs.

A symmetric digraph D is a digraph endowed with a symmetry, that is, an involution Sym : A → A such
that for every a ∈ A : s(a) = t(Sym(a)).

Definition 1. A homomorphism ϕ from the digraph D to the digraph D′ is given by a pair of functions
ϕV : V (D) → V (D′) and ϕA : A(D) → A(D′) commuting with the source and target maps, i.e., sD′ ◦ ϕA =
ϕV ◦ sD and tD′ ◦ ϕA = ϕV ◦ tD.

In this paper, we consider digraphs where the vertices are labelled with labels from a recursive set L.
A digraph D labelled over L will be denoted by (D,λ), where λ : V (D) → L is the labelling function. The

4



digraph D is called the underlying digraph and the mapping λ is a labelling of D. A mapping ϕ : V (D) →
V (D′) is a homomorphism from (D,λ) to (D′λ′) if ϕ is a digraph homomorphism from D to D′ which
preserves the labelling, i.e., such that λ′(ϕ(x)) = λ(x) for every x ∈ V (D). Labelled digraphs will be
designated by bold letters like D,D′, . . . If D is a labelled digraph, then D denotes the underlying digraph.

Given a labelled connected undirected simple graph G = (G, λ), one associates a labelled symmetric
strongly connected digraph denoted by Dir(G) = (Dir(G), λ) and defined as follows. The set of vertices
of Dir(G) is the set of vertices of G, i.e., V (Dir(G)) = V (G) and each vertex in G has the same label in
Dir(G). For each edge {u, v} ∈ E(G), there exist two arcs a(u,v), a(v,u) ∈ A(Dir(G)) such that s(a(u,v)) =
t(a(v,u)) = u, t(a(u,v)) = s(a(v,u)) = v and Sym(a(u,v)) = a(v,u). Note that this digraph does not contain
multiple arcs or self-loop.

Our characterizations use the notion of view. Informally, the view of a vertex v in a digraph D is obtained
by considering all labelled walks in D ending in v.

Definition 2. The view TD(v0) of a vertex v0 is an infinite rooted labelled tree that can be defined recursively.
The root of the tree is a vertex x0 that corresponds to v0 and is labelled by λ(v0). For each incoming neighbour
vi of v0 in D, there is an arc between x0 and the root xi of the tree TD(vi).

We can also define the d-view of a vertex v, i.e., its view truncated at depth d:

Definition 3. Given a labelled digraph D and an integer d, the d-view T d
D
(v0) of a vertex v0 ∈ V (D) is a

tree of depth d that can be defined recursively as follows:

– T 0
D
(v0) is a single-vertex graph whose node is denoted x0,

– T d+1
D

(v0) is obtained by taking a copy of T d
D
(vi) for each incoming neighbour vi of v0 in D.

From this definition, we can state that the set of d-views of a digraph D is finite. Thus, we can define a
partial order � on this set as follows:

Definition 4. For every vertex v, w ∈ V (D), if T = T d
D
(w) is a subtree of T ′ = T d

D
(v) then T ′ � T . Note

that if there exists an isomorphism between T to T ′, they are said to be similar, denoted T ≈ T ′.

Remark 2. As corollary of Definition 4, let H be a sub-digraph of Dir(G), for every vertex v ∈ Dir(G),
T d
Dir(G)(v) � T d

H
(v).

Moreover, let D and D′ be two digraphs. If D is fibred over D′ via ϕ, then TD(v) ≈ TD′(ϕ(v)), i.e, the
view of v in D is isomorphic to view ϕ(v) in D′.

2.2 Homomorphisms and Fibrations

Fibrations are an important tool for this work (see [Bod89,BV02] for definitions and properties).

A fibration is a homomorphism that induces an isomorphism between the incoming arcs of each vertex
and the incoming arcs of its image.

Definition 5. A digraph D is fibred over a digraph D′ via a homomorphism ϕ if ϕ is a homomorphism
from D to D′ such that for each arc a′ ∈ A(D′) and for each vertex v ∈ ϕ−1(t(a′)), there exists a unique arc
a ∈ A(D) such that t(a) = v and ϕ(a) = a′; this arc a is called the lifting of a′ at v.

We say that the homomorphism ϕ is a fibration from D to D′, the digraph D is the total digraph of ϕ
and the digraph D′ is the base of ϕ.

The fibre over a vertex v′ (resp. an arc a′) of D′ is defined as the set ϕ−1(v′) of vertices of D (resp. the
set ϕ−1(a′) of arcs of D).

The digraph D is minimal for the fibration relation if for every digraph D′ such that D is fibred over D′,
D and D′ are isomorphic.

A simple graph G is minimal for the fibration relation if Dir(G) is minimal for the fibration relation.
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From [BV02], we know that there exists a unique digraph BG such that Dir(G) is fibred over BG, and
for each D such that Dir(G) is fibred over D, D is fibred over BG. This digraph is called the minimal base
of G.

If a digraph D is fibred on a digraph D′ via a homomorphism ϕ, and if D and D′ are not isomorphic,
we say that D is properly fibred over D′ and that ϕ is a proper fibration.

In this work, we need to define non-trivial fibrations. Non-trivial fibrations are fibrations in which the
size of the fibre of at least one vertex is not a singleton:

Definition 6. The fibre of a vertex v is trivial if |ϕ−1(v)| = 1, otherwise, it is non-trivial. A fibration ϕ is
non-trivial if at least one fibre is non-trivial; it is proper if all fibres are non-trivial.

A simple graph G is minimal for the non-trivial fibration relation if Dir(G) is minimal for the non-trivial
fibration relation.

An example of (non-trivial) fibration is given in Figure 1.

1

1

3
2

2

G

1

1

3

2

2

Dir(G)

1
3

v
2

D

Fig. 1. The labelled digraph Dir(G) is fibred over the digraph D. This fibration is non-trivial and not proper since
D contains a vertex v such that its fibre is trivial; D is minimal for the non-trivial fibration relation.

We define the notion of candidate for a digraph D such that Dir(G) is fibred over D.

Definition 7. Let D be a digraph such that there exists a simple graph G such that Dir(G) is fibred over
D via ϕ, a vertex v is a candidate of D if its fibre is trivial, i.e. |ϕ−1(v)| = 1. We denote CD the set of
candidates of D.

2.3 Fibrations and Radio Communications

In order to extend the lifting lemma of Angluin [Ang80] to asynchronous radio communications, we need to
define associated computations on directed graphs.

Following Section 1.3, we define a computation step associated to asynchronous radio communications.
Informally, when a process emits a message, it modifies its state according to only its previous state, while its
neighbouring processes that hear the message modify their states following their previous states and the state
of the emitting process. Consequently, associated computations only need directed communications between
emitting processes and hearing processes. The following lemma connects fibrations and asynchronous radio
communication steps. A maximal execution ρ of an algorithm is either an infinite execution, or a finite
execution such that in the final configuration, there is no message in transit and no process wants to emit a
message.

Lemma 1 (Asynchronous Lifting Lemma). Consider a digraph D1 fibred over a digraph D2 via ϕ and
let A be an algorithm based on the asynchronous radio communication model. If there exists a maximal
execution ρ2 of A on D2 which yields D′

2 then there exists a maximal execution ρ1 of A on D1 which yields
D′

1 such that D′

1 is fibred over D′

2 via ϕ.
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3 An Enumeration Algorithm for Radio Networks

In this section, we give a necessary condition based on an impossibility result which states that there exists
no enumeration algorithm for a graph G such that Dir(G) is not minimal for the fibration relation. Then,
we prove that this condition is sufficient by presenting an enumeration algorithm M (Algorithm 1) which
relies on asynchronous radio communications and inspired by the work of Mazurkiewicz [Maz97].

3.1 Impossibility Result

Given a network represented by a graph G, we present a necessary condition that must be satisfied by G
to admit an enumeration algorithm. This is an impossibility result that relies on the notion of fibrations for
asynchronous computations. Following the proof of Lemma 1 presented above, we obtain a contradiction.

Informally, as explained above, two neighbouring processes may have the same state at the end of the com-
putation. It this sense, computation steps associated to asynchronous radio communications allow fibration
relation with self-loop.

Proposition 1. Let G be a labelled graph such that Dir(G) is not minimal for the fibration relation, there
is no enumeration algorithm for G in the asynchronous radio communication model.

Proof. Consider a simple graph G = (G, λ) and a strongly connected digraph D = (D, η) such that Dir(G)
is properly fibred over D via a fibration ϕ. Given an algorithm A using asynchronous radio communications,
consider an execution of A on D as described in Lemma 1. Note that if there exists an infinite execution of A
on D, then following Lemma 1 there exists an infinite execution of A on G. Finally, A is not an enumeration
algorithm for G.

Suppose that there exists a finite execution of A on D which yields a configuration D′. In the final
configuration every message has been arrived and no process has to emit a message. Thus, each vertex has
its final label. Following Lemma 1, there exists a lifted execution of A on Dir(G) that yields a configuration
G′ such that G′ is properly fibred over D′ via ϕ. Since G′ is properly fibred over D′ it implies that there
exist at least two vertices that have the same label in G′ and therefore in Dir(G). Hence, the algorithm A
does not give a distinct label to each vertex. Therefore, A is not an enumeration algorithm for G.

3.2 An Enumeration Algorithm.

During the execution of the enumeration algorithm, each vertex v attempts to get its unique identity label :
a number between 1 and |V (G)|. Once a vertex v has chosen a number n(v), it emits it to its neighbourhood.
Since, there does not exist a port-numbering function, a vertex cannot distinguish its neighbours. When
a vertex v hears a message from another vertex u, it stores the number n(u). From all information it has
gathered from its neighbours, each vertex v is able to create its local view. Schematically, ∀u ∈ NG(v), a
local view is a set composed with stars centered in u. Then, a vertex broadcasts its number with its local
view. If a vertex u discovers that there exists another vertex v with the same number then it should decide
if its changes its identity : it compares its local view with the local view of v. If the label of u or the local
view of u is weaker (for an order we define later), then u chooses another identity and emits it again with
its local view. At the end of the computation, if the digraph is minimal for the fibration relation, then every
vertex will have a unique number.

Labels. We consider a network G where G = (G, λ) is a simple labelled graph. The function λ : V (G) → L
is the initial labelling and is kept during the computation. We suppose that there exists a total order <L on
L. During the execution, the label of each vertex v is a tuple (λ(v), n(v), N(v),M(v)) corresponding to the
following information:

– λ(v) ∈ L is the initial label of v and is not modified by the algorithm.
– n(v) ∈ N is the current number of the vertex v computed by the algorithm.
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– N(v) ∈ Pfin(N
2)4 is the local view of v. Intuitively, once v has updated its local view, (n, p) belongs to

N(v) if v has p neighbours that have n as an identity number.

– M(v) ∈ N × L × Pfin(N
2) is the mailbox of v. The mailbox of v contains all information heard by v

during the execution of the algorithm. If (m, ℓ,N ) ∈ M(v), it means that at some previous step of the
execution, there was a vertex u such that n(u) = m, λ(u) = ℓ and N(u) = N .

Algorithm 1: Algorithm M in the asynchronous radio communication model.

var: to emit : bool init false;
nold : int init 0 ;

I : {n(v0) = 0 and no message has arrived at v0}
begin

Mold := ∅;
n(v0) := 1 ;
M(v0) := {(n(v0), λ(v0), ∅)};
to emit := true;

end

S : {to emit = true}
begin

emit < (n(v0), nold,M(v0)) >;
nold := n(v0);
to emit := false;

end

R : {A message < (n′, n′

old,M
′) > has arrived at v0}

begin

Mold := M(v0);
M(v0) := M(v0) ∪M ′;
if n(v0) = 0 or ∃(n(v0), ℓ,N ) ∈ M(v0) such that (λ(v0), N(v0)) ≺ (ℓ,N ) then

n(v0) := 1 + max{n | ∃(n, ℓ,N ) ∈ M(v0)};

N(v0) := replace(n′, nold);
M(v0) := M(v0) ∪ {(n(v0), λ(v0), N(v0))};
if M(v0) 6= Mold then

to emit := true;

end

Initially, each vertex v has a label of the form (λ(v), 0, ∅, ∅) indicating that it has not chosen any number,
that it has no information about its neighbours or about the other vertices of the graph.

In order to update the local view of a process v0 ∈ V (G), we define a function replace(n′, nold) the
operation on set of couples of integers defined as follows. First, if (nold, p) ∈ N(v0) then we first remove
(nold, p) from N(v0) and we add (nold, p − 1) to N(v0) if p > 1. Thereafter, if (n′, p) ∈ N(v0), we replace
(n′, p) in N(v0) by (n′, p+ 1), and otherwise, N(v0) = N(v0) ∪ (n′, 1).

Messages. In our algorithm, processes exchange messages of the form < (m,nold,M) >. If a vertex u emits
a message < (m,nold,M) > to one of its neighbour v, then m is the current number n(u) of u, nold is the
previous number of u, i.e., the number u emits to v in its previous message; if in the meanwhile, u has not
modified its number, then nold = m. And M is the mailbox of u.

4 For any set S, Pfin(S) denotes the set of finite subsets of S.
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An Order on Local Views. As in Mazurkiewicz’s algorithm [Maz97], the nice properties of the algorithm
rely on a total order on local views, i.e., on finite subsets of Pfin(N

2). The algorithm described above is such
that the local view of any vertex cannot decrease during the computation.

In order to compare two elements of N2, we use the usual lexicographic order on N2: (n, p) < (n′, p′) if
n < n′, or if n = n′ and p < p′.

Let N1, N2 ∈ Pfin(N
2), N1 6= N2. Then N1 ≺ N2 if the maximal element of the symmetric difference

N1 △N2 = (N1 \N2) ∪ (N2 \N1) belongs to N2. Note that in particular the empty set is minimal for ≺.
If N(u) ≺ N(v) then we say that the local view N(v) of v is stronger than the one of u (and N(u) is

weaker than N(v)). We assume for the rest of the paper that the set of initial labels L is totally ordered
by <L. We extend ≺ to a total order on L × Pfin(L × N): (ℓ,N) ≺ (ℓ′, N ′) if either ℓ <L ℓ′, or ℓ = ℓ′ and
N ≺ N ′. We denote by � the reflexive closure of ≺.

3.3 Correctness of M

Let G be a simple labelled graph. In the following, i is an integer denoting a computation step. Let
(λ(v), (ni(v), Ni(v),Mi(v)) be the label of the vertex v after the ith step of the computation of the al-
gorithm M given above. We present some properties satisfied by each execution of the algorithm in the
asynchronous radio communication model.

The following lemma, which can be proved easily by induction on the number of steps, recapitulates basic
labelling properties.

Lemma 2. For each vertex v and each step i,

1. ni(v) 6= 0 =⇒ (ni(v), λ(v), Ni(v)) ∈ Mi(v),
2. ∀n′ ∈ Ni(v), n

′ > 0 and ∃ℓ′ ∈ L, ∃N ′ ∈ Pfin(N
2), (n′, ℓ′, N ′) ∈ Mi(v).

The algorithm has some remarkable monotonicity properties that are described in the following lemma.

Lemma 3. For each step i and each vertex v, Mi(v) ⊆ Mi+1(v), ni(v) ≤ ni+1(v), and Ni(v) � Ni+1(v).
Moreover, if v applies the action S at step i and j, then Mi(v) 6= Mj(v).

The local knowledge of a vertex v reflects to some extent some real properties of the current configuration.
The two following lemmas enable us to prove that if a vertex v knows a number m (i.e., there exist ℓ,N such
that (m, ℓ,N) ∈ Mi(v)), then for each m′ ≤ m, there exists a vertex v′ in the graph such that ni(v

′) = m′.
We first show that if v knows m there exists v′ such that ni(v

′) = m.

Lemma 4. For every v ∈ V (G) and (m, ℓ,N) ∈ Mi(v), there exists a vertex w ∈ V (G) such that ni(w) = m.

In the following lemma, we show that if a vertex v knows an identity number m, then it knows all the
numbers smaller than m.

Lemma 5. For every vertex v ∈ V (G) and every step i such that ni(v) 6= 0, given (m′, ℓ′, N ′) ∈ Mi(v), for
every 1 ≤ m ≤ m′, there exists (m, ℓ,N) ∈ Mi(v).

From Lemmas 4 and 5, we deduce that for each step, the identity numbers of all the vertices form either
a set [1, k] or a set [0, k] with k ≤ V (G).

For each step i and each vertex v, if there exists n′ ∈ Ni(v), from Lemma 2, there exists v′ such that
ni(v

′) = n′ and therefore N(v) can only have a finite number of values and the same holds for M(v). During
the algorithm, the consecutive labelling of each vertex v form an increasing sequence, (ni(v), Ni(v),Mi(v)),
i = 1, 2, . . . and, each vertex can emit a message only if it modifies its mailbox. Since the number of possible
accessible labels is finite (but dependent on the size of the graph), the algorithm always terminates.

From this remark, for each run of M on a minimal graph G, each vertex has a unique number and the
graph associated to the final labelling is isomorphic to G and therefore the set of numbers of the vertices is
exactly 1, . . . , |V (G)|.

Moreover, we make the assumption that every node knows the size of the network. Hence, once a process
get the number |V (G)|, from Lemmas 4 and 5, it knows that all the vertices have different identity numbers
that will not change any more and it can detect locally the termination of the algorithm.

Since we have proven that M always terminates, we can give some properties about the final labelling:
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Lemma 6. Any execution ρ of M on a connected labelled graph G = (G, λ) terminates and yields to a final
labelling (λ, np, Np,Mp) satisfying the following conditions:

1. there exists an integer k ≤ |V (G)| such that {np(v) | v ∈ V (G)} = [1, k],

and for all vertices v, v′:

2. Mp(v) = Mp(v
′),

3. (np(v), λ(v), Np(v)) ∈ Mp(v
′),

4. np(v) = np(v
′) implies that λ(v) = λ(v′) and Np(v) = Np(v

′),

5. (n, p) ∈ Np(v) if and only if there exists w1, . . . , wp ∈ NG(v) such that for each i np(wi) = n; in this
case, there exists (np(v), p

′) ∈ Np(wi) with p′ ≥ 1.

We can therefore prove that there exists a digraph D associated to the final labelling of G such that
Dir(G) is a fibration of D.

Proposition 2. Given a graph G, we can associate with the final labelling of any execution ρ of the enu-
meration algorithm on G, a digraph D such that Dir(G) is fibred over D.

If G is minimal for the fibration relation, the digraph D of the previous proposition is isomorphic
to Dir(G). Consequently, each vertex has a unique number between 1 and |V (G)| in the final labelling.
Moreover, we make the assumption that every node knows the size of the network. Hence, once a process has
|V (G)| different numbers in its mailbox, from Lemmas 4 and 5, it knows that all the vertices have different
identity numbers that will not change anymore and it can detect locally the termination of the algorithm.

Thus we have proven the following theorem :

Theorem 1. For every graph G, there exists a(n) enumeration/naming algorithm on G using asynchronous
radio communications if and only if the digraph Dir(G) is minimal for the fibration relation.

3.4 Complexity Analysis

Considering radio networks, complexity analysis of distributed algorithms constitutes a building block of
many properties such as energy consumption. In this part, we deal with the complexity of Algorithm 1. We
are interested in the number of messages exchanged by the processes and their size. We also look at the
memory needed by each vertex.

We consider that each vertex does not transmit its whole mailbox when it sends a message, but only
the elements (n, ℓ,N) that it has added to its mailbox. Moreover, for sake of simplicity in the analysis
of the complexity, we assume that it sends these elements one by one, i.e, each message has the form
< (n, nold, (n

′, ℓ′, N ′)) >. Furthermore, each vertex does not need to keep more than one element (n, ℓ,N)
for each n in its mailbox. Indeed, if there are two elements (n, ℓ,N), (n, ℓ′, N ′) ∈ M(v), and if (ℓ,N) ≺ (ℓ′, N ′),
we can remove (ℓ,N) from the mailbox. Moreover, we assume that the initial labelling of G is such that each
initial label l is computed over O(log |V (G)|) bits.

Proposition 3. Let G be a labelled graph of size n with m edges and a maximum degree ∆. Any run of
M yields O(mn2) emissions of messages of size O(∆ log n) bits. Moreover, it requires O(∆n log n) bits of
memory at any vertex.

Algorithms of Yamashita and Kameda and of Boldi et al. presented in Section 1.5 yields O(mn) messages
of size 2O(n) bits. Moreover, each process requires 2O(n) memory bits. Thus, considering different aspects of
the complexity, M fits particularly well to radio networks.
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4 A Leader Election Algorithm for Radio Networks

As stated in the introduction, if we can solve the enumeration problem on a graph G then we can solve
the election problem on this graph by declaring the vertex with the identity number |V (G)| as elected.
Nonetheless, in our model, the enumeration and the election problems are not equivalent. Consider the graph
G and the digraph Dir(G) of Figure 1. Since Dir(G) is fibred over D, from Theorem 1, the enumeration
problem cannot be solved on G. Nonetheless, if every vertex initially knows G, at the end of the execution
of M on Dir(G), the vertex labelled 3 in Dir(G) can declare itself as elected since it knows it is unique in
its fibre.

In this section, we also present an impossibility result which states that there exists no leader election
algorithm for a graph G if Dir(G) is not minimal for the non-trivial fibration relation, i.e., there exists no
vertex such that its fibre is trivial. This condition is sufficient and we give an extension of M (Algorithm 2)
which effectively solve the election problem.

4.1 Impossibility Result

Given a network represented by a simple graph G, we present a necessary condition based on non-trivial
fibrations that must be satisfied by G to admit a leader election algorithm.

Proposition 4. Let G be a labelled graph such Dir(G) is not minimal for the non-trivial fibration relation,
there is no leader election algorithm for G in the asynchronous radio communication model.

Proof. Consider a simple graphG = (G, λ) and a strongly connected digraphD = (D, η) such that Dir(G) is
non-trivially fibred overD via a fibration ϕ. Given an algorithmA using asynchronous radio communications,
consider an execution of A on D as described in Lemma 1. Note that if there exists an infinite execution
of A on D, then following Lemma 1 there exists an infinite execution of A on G. Finally, A is not a leader
election algorithm for G.

Suppose that there exists a finite execution of A onD which yields a digraphD′. In the final configuration
every message has arrived and no process has to emit a message. Thus, each vertex has its final label.
Following Lemma 1, there exists a lifted execution of A on Dir(G) that yields a configuration G′ such that
G′ is fibred over D′ via ϕ. Since G′ is non-trivially fibred over D′ it implies that for every vertex v ∈ V (G),
there exist at least two vertices in ϕ−1(ϕ(v)) that have the same label in G′. Hence, there exists no vertex
v ∈ V (G) that has a unique label. The algorithm A is not a leader election algorithm for G.

4.2 Initial Knowledge

We here underline the importance of the initial knowledge. In the previous algorithm M, every process only
knows the size of the network. Using this initial knowledge, we ensure that at the end of the execution, each
process locally knows that each vertex has been given a unique identity even though some messages are
delayed and some processes are isolated. Boldi et al. [BCG+96] and Yamashita and Kameda [YK96b] also
show that knowing the size of the graph allows to solve election problem whenever it is possible. However,
in their models, each vertex initially knows its degree (or can compute it easily) and their initial knowledge
is actually used in their views construction algorithm.

In our model, vertices do not initially know their degree and in this case, the initial knowledge of the size
of the graph is not sufficient to solve the election problem on graphs where it can be solved. For instance,
assume that there exists a leader election algorithm for the three graphs G1, G2 and G3 of Figure 2. In G1

(resp. G2, G3), there exists a unique vertex of degree 4 (resp. 2, 4). Hence, similarly to the graph of Figure
1, one can elect in these three graphs when we assume that each process initially knows the graph. Consider
the digraph B such that Dir(G1) is non-trivially fibred over B via a not proper fibration ϕ. When executed
on B, a leader election algorithm for G1 has to elect a process such that its fibre is trivial. Thus, there exist
two vertices a, b ∈ B such that |ϕ−1(a)| = |ϕ−1(b)| = 1 and which can be declared as elected. Assume that
several messages are arbitrary delayed, i.e., several communication links are not yet established. One can
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find two graphs G2 and G3 and two digraphs D2 and D3 such that D2 ⊆ Dir(G2) and D3 ⊆ Dir(G3) and
such that D2 and D3 are also non-trivially fibred over B.

From Lemma 1, if there exists a finite and maximal execution of an algorithm that elects a leader in B
then there exists a finite and maximal execution on Dir(G1), D2 and D3 that also elect a leader. Hence,
if the vertex b is declared as elected in B, then there exists an execution on Dir(G2) where arcs not in D2

are removed and at the end of this execution two vertices are elected. Similarly, if the vertex a is declared
as elected in B, then there exists a particular execution on Dir(G3) such that two vertices are marked as
elected. Therefore, we cannot find a universal leader election algorithm for all graphs of size n where election
problem can be solved. In the following, we provide a leader election algorithm Me which assumes that each
process knows a map of the network.

4.3 A Leader Election Algorithm
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B

Fig. 2. The labelled digraph Dir(G1) is fibred over the digraph B. This fibration is non-trivial and B is minimal;
the sub-digraphs D2 of Dir(G2) and D3 of Dir(G3) are also non-trivially fibred over the minimal base B.
From Lemma 1, an execution of a leader election algorithm on B can be lifted to an execution on Dir(G1)
and an execution on D2 and D3. Thus, the vertex a can be declared as elected in B, G1 and G2 and the
vertex b can be declared as elected in B, G1 and G3. If the algorithm chooses a (resp. b), then two vertices
in D2 (resp. D3) are declared as elected: that is not possible.

We present how to use M to solve the leader election problem on digraphs that are minimal for the
non-trivial fibration relation.

Consider a graph G such that Dir(G) is non-trivially fibred over a digraph D in which there exists at
least one vertex with a trivial fibre. Our aim is to provide an extension of our previous algorithm by using
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the termination detection algorithm of [SSP85]. The idea is to execute this algorithm and to reconstruct a
graph from the contents of the vertices mailboxes and check if all processes are involved in the execution,
i.e., if there is no isolated process.

The SSP Algorithm. Initially, this algorithm was devised to detect the termination of an algorithm. As
stated in Section 3.3, each process is able to determine its termination condition. The SSP algorithm detects
an instant in which the entire computation is achieved.

Let G be a graph, to each node v is associated a predicate P (v) and an integer a(v), its confidence
level. Initially, P (v) is false and a(v) is equal to −1. If a vertex v has finished its computation of the initial
algorithm, then it changes its value P (v) to true. Each time a vertex changes the value of P (v) or a(v) then
it informs its neighbours.

The modification of the value of a(v0) only depends on the value of P (v0) and the informations v0 has
about the values {a(v1), . . . , a(vd)} of its neighbours:

– if P (v0) = false then a(v0) = −1,
– if P (v0) = true then a(v1) = 1 +min{a(vk) | k ∈ [0; k]}.

We will adapt this algorithm using the ideas of the algorithm GSSP [GMM04]. For every vertex v, the
value of P (v), instead of being boolean, will be a graph reconstructed from the contents of the mailbox of v.
An important property of the function P is that it is constant between two moments where it has the same
value.

In our models, a vertex cannot distinguish its neighbours: therefore we will use the members that appear
in the local view. A vertex v will increase its confidence level a(v) only if for each neighbouring vertex v′, it
has heard a message such that M(v′) = M(v) and a(v′) ≥ a(v).

Labels. As in the enumeration algorithm, we start with a labelled graphG = (G, λ). During the computation
vertices v will get new labels of the form (λ(v), n(v), N(v),M(v), a(v), A(v)). Thus, we add to the label of
each vertex two items:

– a(v) ∈ N is the confidence level of the vertex v,
– A(v) ∈ Pfin(N

3) is a set maintained by each vertex v. It contains the confidence level of its neighbours
in the form (n, p, a) where p is the number of the neighbours of v with n as identity number and a as
confidence level. If (n, p) belongs to N(v), then (n, p, a) belongs to A(v).

For sake of simplicity, we define a function confidence to update the set A(v0) of a process v0 as follows.
For every process v0 ∈ V (G), we denote confidence(n′, a′, aold) the operation on set of triples of integers
defined as follows. If (n′, p, aold) ∈ A(v0) then we first remove (n′, p, aold) in A(v0) and we add (n′, p−1, aold)
to A(v0) if p > 1. Then, if (n′, p, a′) ∈ A(v0) then we replace (n′, p, a′) in A(v0) by (n′, p + 1, a′), and
otherwise, A(v0) = A(v0) ∪ {(n′, 1, a′)}.

Note that in Algorithm 2, the digraph BG is the minimal base of the initial digraph Dir(G) on which
the algorithm is performed.

Messages. A message emitted by a process u and heard by the process v has the following form <
(m,nold,M, a) > where m, nold and M are identical to values of messages exchanged in M. We add the
item a which is the value of the confidence level a(u) of a.

4.4 Correctness of Me

Let G be a simple labelled graph. In the following, i is an integer denoting a computation step. Let
(λ(v), ni(v), Ni(v),Mi(v), ai(v), A(v)) be the label of the vertex v after the ith step of the computation
of the algorithm Me. We present some properties satisfied by each execution of the algorithm in the asyn-
chronous radio communication model.

We can easily state by induction that if the mailbox of a vertex v is the same between two steps, the
confidence level of v increases.
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Algorithm 2: Algorithm Me in the asynchronous radio communication model.

var: to emit : bool init false;
nold : int init 0 ;

I : {n(v0) = 0 and no message has arrived at v0}
begin

ne := −1;
a(v0) := 0;
Mold := ∅;
n(v0) := 1 ;
M(v0) := {(n(v0), λ(v0), ∅)};
to emit := true;

end

S : {to emit = true}
begin

emit < (n(v0), nold,M(v0), a(v0)) >;
to emit := false;

end

R : {A message < (n′, n′

old,M
′, a′) > has arrived at v0}

begin

aold := a(v0);
Mold := M(v0);
nold := n(v0);
M(v0) := M(v0) ∪M ′;
if n(v0) = 0 or ∃(n(v0), ℓ,N ) ∈ M(v0) such that (λ(v0), N(v0)) ≺ (ℓ,N ) then

n(v0) := 1 + max{n | ∃(n, ℓ,N ) ∈ M(v0)};

N(v0) :=replace(n′, nold);
M(v0) := M(v0) ∪ {(n(v0), λ(v0), N(v0))};
if M(v0) 6= Mold then

a(v0) := 0;
A(v0) := {(n, p,−1) | (n, p) ∈ N(v0)};

if M(v0) = M ′ then

A(v0) :=confidence(n′, a′, aold);

if ∀(a, p) ∈ A(v0), a(v0) ≤ a then

construct D′ from M(v0);
if D′ is fibred over BG then

a(v0) := a(v0) + 1;

if a(v0) 6= aold or M(v0) 6= Mold then

to emit := true;

if ai(v) > |V (G)| then
define CD′ ;
ne := min{n(w) | w ∈ CD};

end

Lemma 7. For each vertex v and each step i, if Mi(v) = Mi+1(v) then ai+1(v) ≥ ai(v). Moreover, if v
applies the action S at step i and j, then Mi(v) 6= Mj(v).

Let us recall that during the execution of the algorithm, each proccess v is able to reconstruct a digraph
D(M(v)) from its mailbox M(v) (see Proposition 2).

In the following lemma, for each vertex v, if there exists a step j in which Mj(v) = M , we define i(M, v)
as the first step where it holds. At this step, we define a digraph H(M, i) as follows. For every arc a from v
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to v′ in Dir(G), a belongs to A(H(M, i)) if v′ has heard a message from v before the step i(M, v). We have
to prove that while H(M, i) 6= Dir(G), then the execution of the algorithm is not terminated.

From Lemma 7, we show that the confidence level of a vertex allows to know how far from v the vertices
have the same mailbox of v.

Lemma 8. For every vertex v ∈ V (H(M, i)) and each step i, for every vertex w ∈ V (H(M, i)) such that
distH(M,i)(v, w) ≤ ai(v), there exists a step j ≤ i such that aj(w) ≥ ai(v) − distH(M,i)(v, w) and Mj(v) =
Mi(v).

We now prove in the following lemma that once a vertex gets a confidence level greater than the size of
the graph then all vertices of the graph have the same mailbox and have a confidence level greater than 0.

Lemma 9. If there exists a vertex v and a step i such that ai(v) > |V (G)|, then there exists a sub-digraph
H of Dir(G) such that H is fibred over BG.

Let BG be the digraph such that Dir(G) is fibred over BG via a non-trivial fibration relation ϕ and BG

is the minimal base of Dir(G).
For every vertex v, since a(v) and the number of given identities are bounded by |V (G)|, we know that

any execution of Me terminates. Consider an execution in which some messages are delayed, i.e, there
exist isolated processes and some communication links are missing. Thus, every process involved in the
computation belongs to a sub-digraph H of Dir(G). Once the enumeration algorithm is terminated on H,
every process has the same mailbox and is able to construct a labelled digraph D(M(v)). We show that if
D(M(v)) is fibred over BG then H = Dir(G).

Lemma 10. Let H be a sub-digraph of Dir(G) and the digraph BG such that Dir(G) (resp. H) is fibred
over BG via a fibration relation ϕG (resp. ϕH). If x0 is the vertex with the maximal view in BG, then
ϕH(v) = x0 =⇒ ϕG(v) = x0. Moreover, for every vertex v ∈ G, TG(v) ≈ TH(v).

Thus, if there exists a vertex v such that it cannot increase its confidence level then the digraph D(M(v))
reconstructed from its mailbox M(v) is not fibred over the minimal base BG of Dir(G). Hence, there exist
vertices which have not heard all messages emitted by their neighbours. Eventually, they stand for these
messages: the algorithm is not terminated.

From Lemmas 9 and 10, if there exists a vertex v ∈ V (G) and a step i in which ai(v) > |V (G)|, then
H(M(v), i) = G. Moreover, it knows that all the vertices will not change their mailbox anymore. Therefore,
for all vertices w ∈ V (G), there exists a step i where ai(v) > |V (G)|.

Hence, every process v has reconstructed a digraph D(M(v)). Thus, there exists a process w ∈ CD with
the lowest identity, i.e., such that |ϕ−1(w)| = 1 and n(w) < n(w′) for every w′ ∈ CD, which can be declared
as the only one elected process. Therefore, we have proven the following theorem:

Theorem 2. For every graph G, there exists a leader election algorithm on G using asynchronous radio
communications if and only if the digraph Dir(G) is minimal for the non-trivial fibration relation ϕ in which
there exists a vertex such that its fibre is trivial.

5 Conclusion

In this paper, we consider a model for computations in radio networks. From this model we have characterized
graphs in which we can solve the naming/enumeration and the leader election problems over asynchronous
radio communications.

Our characterizations of graphs where we can solve naming or election are similar to the one obtained
by Boldi et al. [BCG+96], even if our model is a priori weaker, since the nodes do not initially know their
degree. We also underline the importance of the initial knowledge. In order to give a unique name to each
node in fibration-minimal graphs, nodes do not need to initially know their degree if they know the size of
the network. On the contrary, this combination of initial informations (each node knows the size but not its
degree) is not sufficient to solve the election problem on graphs minimal for the non-trivial fibration relation.
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It remains open to determine exactly what initial knowledge about the network is necessary and/or sufficient
to solve election in our model.

Our algorithms have a polynomial communication complexity, while the view-based algorithms of Ya-
mashita and Kameda [YK99] and of Boldi et al. [BCG+96] need that processes exchange messages of expo-
nential size.
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APPENDIX

A Proofs of Section 2

Proof (of Lemma 1). Let D1 = (D1, λ1),D2 = (D2, λ1) be two digraphs such that (D1, λ1) is fibred over
(D2, λ2) via ϕ. It is sufficient to prove the lemma for one particular run ρ of A.

In our model, consider a particular execution for ρ in D2 in which each emitted message from a process
v is followed by the hearing of all its neighbours. Consider a step of this execution: the process v emits a
message in D2 and all its neighbours hear the message just after its emission. Let λ′

2 be the labelling of D2

after this step. One can lift this execution in D1 in which every vertex in ϕ−1(v) emits the same message (not
simultaneously and in any order). Then, all emitted messages are heard. We denote λ′

1, the new labelling
of D1. Each vertex w ∈ ND2

(v) hears k messages, with k depending on the number of arcs a ∈ A(D2)
such that s(a) = v and t(a) = w. Since ϕ is a fibration relation, for every vertex w′ ∈ ϕ−1(w), w′ has k
neighbouring processes in ϕ−1(v) and hears k same messages. In this sense, λ′

1(w
′) = λ′

2(w) and labels of all
other vertices are not modified. Note that if there exist any self-loops on v, then there exist arcs a ∈ A(D2)
such that s(a) = t(a) = v. Once v has emitted a message, λ′

1(v) = λ′

2(ϕ
−1(v)). Thereafter once v has heard

this message, we have also λ′

1(v) = λ′

2(ϕ
−1(v)). Therefore, the digraph (D1, λ

′

1) is fibred over (D2, λ
′

2) via
ϕ. ⊓⊔

B Proofs of Section 3

Proof (of Lemma 3). The property is obviously true for the vertices that are active at step i. It is easy to
see that, for each vertex v, we always have Mi(v) ⊆ Mi+1(v).

For each vertex v and each step i such that ni(v) 6= ni+1(v), ni+1(v) = 1+max{n1; (n1, ℓ1, N1) ∈ Mi(v)}
and either ni(v) = 0 < ni+1(v) or (ni(v), λ(v), Ni(v)) ∈ Mi(v) as shown in Lemma 2 and therefore ni(v) <
ni+1(v).

If Ni(v) 6= Ni+1(v) then v heard a message mess =< (n′, n′

old,M
′) > and Ni+1(v) = code(NG(v)). If

n′

old /∈ Ni(v), it means that mess is the first message heard by v. Therefore max(Ni+1(v)∆Ni(v)) = n′ ∈
Ni+1(v). Consequently, Ni(v) ≺ Ni+1(v). ⊓⊔

Proof (of Lemma 4). Assume that the number m is known by v and let U = {(u, j) ∈ V (G) × N |
j ≤ i, nj(u) = m}. Consider the set U ′ = {(u, j) ∈ U | ∀(u′, j′) ∈ U,Nj′(u

′) ≺ Nj(u) or Nj′(u
′) =

Nj(u) and j′ ≤ j}. It is easy to see that there exists i0 such that for each (u, j) ∈ U ′, j = i0. Since
(m, ℓ,N) ∈ Mi(v), neither U nor U ′ are empty.

If i0 < i, the number ni0(u) = m of u was modified at step i0 + 1 but by maximality of (λ(u), Ni0 (u)),
the vertex u could not modify its number. Hence, i0 = i and there exists a vertex w ∈ V (G) such that
ni(w) = m. ⊓⊔

Proof (of Lemma 5). We show this claim by induction on i. At the initial step the assertion is true. Suppose
that it holds for i ≥ 0.

If the rule I is applied by v, then, Mi(v) = (1, λ(v0), ∅) and trivially, the property holds.
If the rule R is applied by v, then, v heard a message mess =< (n′, n′

old,M
′) > from another vertex

v′. Let j be the step in which v′ emitted this message. We know that M ′ = Mj(v
′). If v keeps its number

at step i + 1, then, Mi+1(v) = Mi(v) ∪ Mj(v
′) and the assertion is true by induction hypothesis. Besides,

if v′ modifies its number, then, ni+1(v) = 1 + max{n | ∃(n, l,N) ∈ Mi(v) ∪ Mj(v
′)} and Mi+1(v) =

Mi(v) ∪Mj(v
′) ∪ (ni+1(v), λ(v), Ni+1(v)). Consequently, the assertion is true. ⊓⊔

Proof (of Lemma 6).

1. By Lemma 4 and Lemma 5 applied to the final labelling.
2. Otherwise, there exists two neighbours v, v′ such that M(v) = M(v′). However, since the configuration

is final, both v and v′ have sent their mailboxes to their neighbours and thus M(v) = M(v′).
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3. A corollary of the previous point using Lemma 2.
4. A corollary of the previous property and since neither v nor v′ need to change its number.
5. Since each neighbour of v that has the number n has sent a message with its number, and since all

messages have been heard, we know that there exists (n′, p′) ∈ Np(v) with p′ > p. Moreover, due to the
design of the function replace, we know that

∑
(p,n)∈Np(v)

p is bounded by the degree of v. Consequently,
the claim holds.

⊓⊔

Proof (of Proposition 2). We use the notation of Lemma 6. Let G = (G, λ).
Consider the graph D defined as follows. Its set of vertices is V (D) = {m ∈ N | ∃v ∈ V (G), nρ(v) = m}.

For any m,m′ ∈ V (D), there are p arcs am′,m,1, . . . , am′,m,p from m′ to m if there exists v ∈ V (G) such that
nρ(v) = m′ and (m, p) ∈ Nρ(v). From Lemma 6, this is independent of the choice of v ∈ V (G). For every
vertex v, v′ ∈ V (G), if nρ(v) = nρ(v

′) then λ(v) = λ(v′) and we can define the labelling η of D: for every
v ∈ V (G), η(nρ(v)) = λ(v).

Let us recall that V (Dir(G)) = V (G) and for all arc {v, v′} ∈ E(G), there exist two arcs av′,v, av,v′

such that s(av,v′) = t(av′,v) = v and t(av,v′) = s(av′,v) = v′. Moreover, for each v ∈ V (G), the label of v in
Dir(G) is the same as in G.

It remains to define the homomorphism ϕ from Dir(G) to D. For every vertex v ∈ V (G), ϕ(v) = nρ(v).
For every vertex v such that ϕ(v) = n, and for each (m, p) ∈ Nρ(v), we know from Lemma 6 that there exists
p arcs a1, . . . , ap ∈ A(Dir(G)) such that t(ai) = v and nρ(s(ai)) = m. For each 1 ≤ i ≤ p, let ϕ(ai) = am,n,i.

By definition, ϕ is a fibration and thus Dir(G) is fibred over D. ⊓⊔

Proof (of Proposition 3). Let G be a labelled graph of size n with m edges, maximal degree vertex ∆ and
diameter D. Consider a run ρ of the algorithm on G. According to Lemmas 4 and 5, we know that each
vertex modifies its number at most n times.

For every vertex v, since numbers of v and of its neighbours only increase, (n(v), N(v)) can change
(d(v)+1)n times. When v modifies its number or its local view, it yields at most the emission of O(n) messages
(because vertices that already have (n(v), N(v)) in their mailbox do not emit this message). Thus, any run
of the algorithm needs O(mn2) messages. Thus, since each message has the form < (n, nold, (n

′, l′, N ′)) >
and since for every vertex v, N(v) contains at most ∆ elements with numbers lower than n, the size of each
message is O(∆ log n) bits.

From these previous proofs, for each vertex v, n(v) can be represented with logn bits while N(v) can
be represented with O(∆ log n) bits. Since, each vertex only keeps useful informations in its mailbox, there
exists at most n elements (n0, l, N) in M(v) and each of these elements can be represented with O(∆ log n)
bits. Hence, one can represented the mailbox of each vertex with O(∆n log n) bits. Thus, the maximum local
memory requirement at any vertex is O(∆n log n). ⊓⊔

C Proofs of Section 4

Proof (of Lemma 8). This lemma can be proved by induction on the distance k between v and w in H(M, i).
If k = 0, the assertion is trivially true. We assume that this assertion holds for every vertex v, w such that
distH(M,i)(v, w) ≤ k.

Consider two vertices v, w and a step i such that ai(v) ≥ k+1 and distH(M,i)(v, w) = k+1. There exists
a vertex v ∈ NH(M,i)(v) such that distH(M,i)(v, w) = k. Consider the last step j′ in which v increases its
confidence level. We know that aj′ (w) ≥ aj′(v)− 1 and Mj′(w) = Mj(v) = Mi(v). By induction hypothesis,
we deduce that there exists a step j < j′ such that aj(w) ≥ aj′(v) − k ≥ ai(v) − (k + 1) and Mj(w) =
Mj′(v) = Mi(v). Thus, the property is checked for every vextex v, w such that distH(M,i)(v, w) = k + 1. ⊓⊔

Proof (of Lemma 9). Since ai(v) > |V (G)|, from Lemma 8, we know that for every vertex w ∈ V (G), there
exists a step iw < i such that aiw(w) ≥ 1 and Miw(w) = Mi(v). Assume that there exists a vertex w
such that Mi(w) 6= Miw(w). Let j be the step in which for the first time, the mailbox Miw(w) of a vertex
w has been modified. More precisely, for every vertex w ∈ V (G) there exists a step j′ ≥ j − 1 such that
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Mj′(w) = Mi(v) and there exists a vertex w such that Mj−1(w) = Mi(v) ( Mj(w). Consider the message
mes=< (n, nold,M, a) > heard by w and processed at step j. We know that at step j′ in which the message
has been emitted by a neighbouring process u, Mj′(u) = M ⊆ Mj(w). Moreover, we know that aj−1(w) ≥ 1
and there exists a couple (a, p) ∈ A(w) such that a ≥ 0. Thus, there exists a step j′′ ≤ j − 1 in which the
process u has emitted a message mes’=< (n, nold,Mj−1(w), a) > and then, Mj′′(u) = Mj−1(w). Since mes’
has been arrived before mes (let us recall that messages are heard in the same order they were emitted),
we know that j′ ≤ j′. Thus, Mj′′ (u) = Mj′(u) and nj′′ (u) = nj′(u). Hence, when w has heard the message
mes, M(w) and N(w) were not been modified. From Lemma 7, n(w) was not been modified. We deduce
that Mj(w) = Mj−1(w) and for every vertex w ∈ V (G), Mi(w) = Mi(v). ⊓⊔

Proof (of Lemma 10). Since H is a subdigraph of G, from Remark 2, for each v, TH(v) � TG(v). Since H
is fibred over BG via ϕ, for every w0 in BG that has a maximal view, for every v0 ∈ ϕ−1(w0), TH(v0) is
maximal in G and thus TH(v0) = TG(v0).

We now prove that for every vertex v in V (G), TH(v) = TG(v). Let X0 be the set of vertices that have a
maximal view. Let v0 be the closest vertex from v in G such that TG(v0) is maximal, and let distG(v,X0)
be the distance from v to v0 in G. We prove the result by induction on dist. If v ∈ X0, then we already
know the result holds. Otherwise, there exists a neighbour u of v such that distG(u,X0) = distG(v,X0)− 1.
By induction, we know that TG(u) = TH(u), and thus u has the same degree in G and in H. Moreover, the
multiset of the views of the neighbours of u should be the same in H and G. Consequently, if TH(v) ≺ TG(v),
there exists another neighbour v′ of v such that TG(v) ≺ TH(v), which is impossible.

⊓⊔
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