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ABSTRACT

One of the most challenging applications of timegfrency
representations deals with the analysis of theasiggsued
from natural environment. Recently, the interestfassive
underwater context increased, basically due toritteness
of the information carried out by the natural signdaken
into account the non-linear multi-component timegiitency
behavior of such signals, their analysis is a cempl
problem. In this paper we introduce a new time-iergy
analysis concept that aims to extract the non-irtene-
frequency components. The main feature of thisriggle is
the joint use of time-amplitude, time-frequency airde-
phase information. This is materialized by a shione
polynomial
information according to the best locally matchédoaal
cubic frequency modulations. Tests provided on d=th
illustrate the benefits of the proposed approach.

Index Terms —Time-frequency analysi§ime-varying
filters, Signal Representations

1. INTRODUCTION

While the human activities in coastal zones sigaiftly
increased in last decade, studying the impact ekeh
activities on the underwater fauna became a veppitant
topic. The main purpose is to ensure the protectibn
species as well as to avoid collision which coulaveéh
dramatic effects [1], [2]. On the other hand, theréased
number of military operations in coastal zones negua
deep analysis of the impact of sonar's signals He t
underwater mammals. Namely, the signals transmityetthe
sonar systems are characterized by high transmiibecer

and by spectral bands similar to the mammal’'s ssund

Therefore, analyzing underwater mammal's vocalireti
provides rich information concerning the impactnafitary
activities on the behaviour of marine species. dditon,

when the coastal activities are considered, thdlewavater
propagation must be considered, implying, at vesw |
frequencies, the study of dispersion phenomena [3].
These two types of applications, analysis of undésw
mammal vocalizations and operation in dispersive
environments, require efficient  signal analysis
methodologies. The difficulties in terms of sigpabcessing
are related to the lack ef priori information about signal's
type (passive conte}t as well as the complexity of
underwater environment (in terms of noise, propagat
effects, etc). In addition, the signals correspogdito
underwater mammal vocalizations and to dispers@riain
generally multiple non-linear time-frequency (TEustures.
In this paper we propose a common methodology & de

phase modeling and the fusion of localwith the signal's structures specific to dispersmed to

mammal’s vocalizations. Since no a priori on signate
authorized, the methodology exploits the coherente
fundamental parameters of any type of signalsaittaheous
amplitude, frequency and phase. Specifically, thmet
frequency structures of the received signal willseparated
by analyzing their continuity in terms of instardans
amplitude, phase and frequency. Furthermore, dreére-
frequency structures estimated, they will be fdtkby using
the generalized time-frequency filters structurBgalistic
configurations will be used in order to illustrathe
outperforming of the proposed approach.

The paper is structured as follows. In the secfiome
define the concept of time-frequency-phase cortinand
propose the signal analysis methodology. Resultsbéth
mammal’s vocalizations and dispersion will be d&smd in
the section 3. We conclude in the section 5.

2. TIME-FREQUENCY-PHASE TRACKING
STRATEGY

Generally, underwater mammal vocalizations as agll
the signals received

from dispersive channels are



characterized by several time-frequency componeaning
non-linear instantaneous frequency laws (IFLs)adudition,
the amplitudes of these components could be timgng

In our context, the short time polynomial phase etiog
of order 3 is given by Product High Order Ambiguity
Function (PHAF) [6]. This analysis is done in adjat

due to the propagation phenomena, for example. Suchwindows, half-overlapped, as illustrated in theufig 2.

signal is synthesized in the figure l.a and it s&dito
illustrate the time-frequency-phase strategy defiire this
section. This signal is composed by three timetfeaqgy
components as expressed by Eq. 1 :

s(t)=s(9+s()+ s( };t=0,..,102:
s.(t)= A(t)exp[ j2z( 0.2+ 4.77sif & 0.00))]
A (t)=2.2- 4.88710'
s.(9)= A()rexp] jor{ 0.19- Lotoqe- 58)] ()
A, (t)=2-7.6010°(t- 51%°
5,(1)= A()7exe] j2r( 0.18- 158757 )]

A (t)=1.8-1.9110%

(1.2)

(1.b)

(1.d)

a. Theoretical IFLs bh. Spectrogram

T 03 5 03

5 g

T | .

3 il

S 0.1 $3 8 01

=i =2

o &

£ o £ 9% 500 1000
0 500 1000

Time [samples] Time [samples]

Fig. 1. Signal with three non-linear T-F components

As illustrated in figure 1, the signal (1) has anpbex time-
frequency structure characterized by non-linearssing
component. The figure 1.b shows the spectrograimissl :
when the T-F components are close (around"Skple) it
is not possible to clearly visualize the three cormgnt.
This is a consequence of the trade off between tume
frequency resolutions and it could affect any tiimeguency
tracking method based on short time Fourier amnal{see
[4] for one example).

An alternative to this type of methods is the lcm@dlysis of

time, frequency and phase coherence and to use this

information to merge local components in order & the
global T-F structures characterizing the signak Titst step
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Fig. 2. £'step : Short time PHAF in half over-lapped windows

For each window position, the WHAF of order 3 iglkgx
providing the &' order phase modelling of the components.
The IFLs estimations obtained for two (overlapped)
neighbour windows2i and2i+1, are plotted in the figure 2
(for two windows of 128 samples, covering the timterval
832-1024 samples). We can remark that the IFLswalée
fitted to the modelled components. Indeed, in s#alation,

this modelling is affected by noise and/or by close
components. For this reason, PHAF provides, forheac
window, several estimations of the same componket.
consider\. estimates for each window. Let us denote the set
of phase functions obtained from PHAF-based phase
modelling applied in" window as :

0 =f 0 2
D {[’[jk }kzl,.,.Nc (@)
wheret//Ei) is thek™ phase function of order 3 defined as :
) 3
W)=Y atno(im(i+aT]
1=1

whereT is the window size.

of this methodology is thehort time polynomial phase aq indicated in the figure 8, the phase functioresjast an

modeling of order 3As the signal is characterized by non-
linear heterogeneous T-F components (see Fig .arfo

example), its short-time analysis is a natural weyepresent

approximation of the real time-frequency content tioé
signal. For this reason, they are used for regraupi
procedure provided by the second step of the metbgyg —

efficientlythe T-F content of signal. Approximating the locals sion of local time-frequency-phase informationThe

T-F content by Gabor atoms or by linear chirps basn
analyzed in the previous works (see [5] for a sgsit). In
our approach, we propose to use the cubic FMs yé&ecy
modulations) in order to better approximate the-limear
parts of the signal’'s IFLs. In addition, using aulsiM for
short-time signal’'s phase modeling, the window sizéess
important than in the case of linear chirps.

phase functions (2) are used to build local fifemctions
which extract the signal's samples correspondingth®
time-frequency regions defined in the neighbourhobthe
local functions [7]. The design of these filterslisstrated in
the figure 3 for the region corresponding to thterival 832-
1024 samples.



_ T-F Filters in window 2 _ T-F Filters in window 2i+7 studying all segments of the signal, we define tihse-
E o4 ] 8o ] frequency trajectory corresponding to t{i8 component of
Eox Eox / the signal as the fusion of phase functions folfmb) :
£022 o2 1 — () (2) (i) (N)

-%‘0,21 o021 . ‘ @ (t) =Y oW ool ool 6
£ 02 LT B By g 02 S Re BE iy yvhereN is the number c_)f analy_zing Windqws _ahd is the
Time [samples] Time [samples] index of the phase function obtained from ithevindow.
L o 8 osi The T-F trajectoryg(t) is used to design the time-frequency
é <5 e | filter that will extract thef™ component of the signal. This
g 0'22 Eo'n constitutes the third step of the methodolaggbal time-
go'm ‘2"0-21 ‘ frequency filtering.For the signal (1), the first estimated
2 62 _ 2 ;)2 ‘ trajectory, obtained for a SNR=5.1 dB, correspotaithe
C T a00 850 900 950 £ et signals; (Fig. 4.a). Around this trajectory, we build th@eé-
Time fsamples] Time fsamoles] frequency filter [7] that will extract the sample$ the
B 0.4 gmﬁ corresponding component. We remark that the rebkidua
Lo E 023 signal contains the componentands; proving the accuracy
£ 022 v Eom L ‘ of filtering procedure (Fig 4.b). At the next itéom, the
%‘021 gm o ‘ residual signal (Fig 4.b) is processed in the samae until
& Gal . ] & sal | all trajectories are estimated (Fig 4.c).
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Let consider the analyzed signaland 2i and 2i+1 two §0_15v

analyzing windows (as illustrated in the figure 2et 2 o1

consider p() :{l//(z)} and D@+ :{1,1/(2”)} - e 200 400 600 800 1000

‘ KLoNe k KN = b. § ecTrigq?' ﬁ?gﬂﬁélresidual

sets of phase functions provided by the PHAFZ and g - pectod

(2i+1)™ windows, respectively. Using these phase functions £ 03

we build, as indicated in figure 3, the sets of Titers 802 ALY
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(t, A) = max

for all pairs (mn,n) :
$0.470)=
240420
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TFg[(i-0T :(i+9T ] of signak

where « °» symbolizes the fusion of two phase tions

belonging to the same trajectory definedhe time interval

Fig 4. Global T-F filtering

Consequently, the iterative application of the ¢hsteps of
the time-frequency-phase methodology allows extrgct
individual components of the analyzed signal.

3.RESULTS

First, we consider the analysis of a real dolphin
vocalizations recorded in Bay of Brest, France. The
spectrogram (Fig 5.a) shows that this signal ispmsad by
three successive whistles but the precise timaiéegy
variations are not easily “visible” (especially, tire case of

(i-1)T:(+1)T of the jt" component of the signal. After the second harmonics).
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Fig.5. Dolphin vocalization analysis (sampling fuegqcy, 96 kHz)

The
variations of the whistles (white curves in Fig)5rbspite of
the interferences with clicks and other componeiitss
characterization could be very helpful

applications such as localization, classificatieic,

time-frequency-phase coherence which is locallylatqd
by polynomial phase modelling of order 3.

The results, provided for synthetic and real dptayed the
efficiency of the proposed methodology. Looking
simultaneously on the time-frequency and phasermtion
(by local polynomial phase modelling of order J)ows us
following all time-frequency variations, in spité crossing
or noise interferences. The time-frequency-phase
information acts as a continuity criterion presegvithe
time-frequency structure of any component. Secaiftkr
tracking one component, its extraction via a glotiale-
frequency filtering is done. In this way, the extran is
independent of component's amplitude.

Although the outperforming is illustrated in thedemnwater
configurations, the proposed approach is generalesit
exploits fundamental items related to any type ighas
(amplitude, phase and frequency).

In further works, we will concentrate both on thetaral and
applicative aspects. Concerning theoretical workse

time-frequency-phase analysis highlights theF T- purpose is to introduce other phase analysis openatore

robust and general. The further versions of thithowology
will be studied in some real applications such rdenwater

in  varioussignal classification and localisation.

The second example concerns one signal simulatimgy t Acknowledgments. The present work has been supported

modal arrivals from a dispersive channel charaxteriby
depth of 80m, range source-transmitter of 4860and both
the source and the transmitter are at a depth8 of 1
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Fig.6. Modeling signal from dispersive channel
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As illustrated in Fig 6.a, the proposed approadtssses to
follow accurately the two modes even if they areyvdose
and their amplitudes are different. In comparigbe, result
provided by the technique defined in [4] fails :ikghthe

by French DGA (Délégation Générale pour I’Armement)
SHOM under research contract MODE 2.
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