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Abstract—This paper presents a study on how to improve a simple mapping example in which a patrol of possibly flawed
distributed information collecting system in which information is  rgbots maps a dangerous area that use of TrustSets can make

collected by a multi-agent system constituted by communit®g e system more robust against deceitful agents by impgovin
agents, assuming the hypothesis that some agents of this teys communication flow

can deliberately (iar agents) or in good faith (defective agents) . .
produce or communicate incorrect information. To ensure tre Section[]l introduces the problem. Trust and related works

coherence of the information system under these constraist we are detailed in Sectio] Il. The TrustSet is presented ini@ect
aim to gradually limit the impact of the incoming perturbati ons.  Jil|before describing how agents use TrustSets to define thei
To reach this goal, we propose that each agent develops itscommunication strategy in Sectign]IV. Sectiph V presenés th
own communication strategy from a TrustSet it bulllds using “danaer mapping” application and its corresponding simula
information collected by itself and information received from | 9 pp g_ PP . P _g .
agents it communicates with. tion before showing the comparative results obtained using
different communication strategies. Finally SectEh \égents
the future research.
. INTRODUCTION
We consider a distributed information collecting system in 1. TRUST
the form of a multi-agents system (MAS). Each agent of Why do we need trust ?
the system can search information, collect informatiomge S .
. . . . . Communication is a source of enrichment and also pertur-
and communicate. It collects information either directly o

indirectly via communication with other agents. We assumbeat|on in an information collecting system where inforroati

. . - fan be altered by unreliable agents. To limit the influence
that some agents disturb the system by disseminating fa0 edeceitful agents. we propose to work on communication
or inaccurate information either because their percepison irategies in gn atiem tpto peliminate both false infornmatio
flawed or because their interest goes against the commsinify 9 ptio . Hornme

. ) . . : %nd agents that are responsible for spreading false infama
one. In this article, the information to collect is assume; . .
. . . : . in the system. We give agents the ability to evaluate the
invariable during the experimentation.

This article provides a methodology to deal with such Bellabmty of other agents and to choose the agents they tean

perturbed distributed information collecting system. \Wedg :gtzzcéc\xg;' 't:cc)>:‘ tt?ll,lsstpﬁlrr\pt?ﬁse ?’;\neerOft:B:t rir;oj;:g'?r:eg:ggft
ways to ensure the coherence of the system &dequation . i P e paper,

, . . identify and isolate unreliable agents. Sﬂa [2] to undadsta
between the agents’ environment representation and the rea

environment) and its robustnesse( the agents’ capacity to € Importance of trust in agents’ theory.
adopt strategies allowing to obtain this coherence despée Trustin MAS can be simply defined as the probability with

v%/hich an agent believes that another agent will enter in a

disturbed comm_unlqatlon sysjcem). TO. limit the influence Peneficial interaction with it. So in the sequel, trusts \nalve
agents transmitting incorrect information, we propose e U alues in[0, 1]

the concepts of trust and reliability. TrustN(ﬂ [1] appetrs
be a promising way to allow each agent to build its own

evaluation of the other agents. One extension of the TrustN® Related works

model, the TrustSet, is introduced in this article. It akbow The model of trust by Marslﬂ[B] takes into account only
keeping track of the information path. Agents start out with direct information and experiences. In a more complete ipode
knowledge about the behavior of other agents. They improReGreT, by Sabatest al. [E], an agent computes its trust in
this knowledge by using direct and indirect interactionsl aranother agent using direct experiences and reputationoUp t
by considering the path followed by the information frormow, a lot of trust and reputation models have been published
its source. While interacting, the model of trustworth'mes[ﬁ]. Let us mention on line reputation models where the
is refined and used to judge the reliability of informatiomeputation mechanism is based on ratings given by userns afte
in order to reject undesired communications. We show onaatransaction. SPORAQ,][G] is an improved version of such



models: only the most recent rating between two users diferent sources angropagationto compute trust along a
considered. We can also refer to the model based on Dempspath. Several models have been developed according to the
Shafer theory proposed by Yu and Singﬂw [7] and to the Muiethods used to implement these operators.|Ir|1 [10], first-
et al's one using a Bayesian analysﬁ [8]. In some modelsand observations are exchanged between neighboring nodes
like Schillo et al's one @], agents communicate not onlyand merged only if neighbors’ opinions are close to its own
factual information but also trusts they have in other agienbpinion. In EigenTrust by Kamvaet al. [@], in order to

Our work is based on this model. Compared to the informaggregate local trust values, a node asks its neighborbéar t
tion items collected by the distributed information cotleg opinions about other peers. Neighbor’s opinions are weidht
system (ata), all information about trust are considered aby the trust the node places on theﬁ] [1@ [13] propose aimil
metadata Our agents as Schillo’s ones are able to exchanglgorithms that evaluate trust by combining opinions from
data and metadata. Agents can thus build a network of trestiected groups. Some approaches work on local interaction
values called ‘TrustNet’. The final trust value of an agemtles using algebraic graph theory such@ [14].

towards another one is an aggregate of direct experiencks an

testimonies.

We have chosen this last model for two reasons. First, I|3ri TrustGraphs, TrustTables and TrustSets
distributed information collecting systems, agents shate  Agents useTrustGraphs to compute their trust in other
their information, information they collect themselvesdanagents. A TrustGraph is a directed graph which contains both
information they receive from other agents. Second, as W&ect trusts and indirect trusts (received via commuiocgt
consider a system without centralized control or infororati Nodes represent agents. The root node is the owner of the
set, communication are only one-to-one. Thus a classi¢aepultustGraph 4 in Figure [1). Two nodes connected by an
tion system cannot be used. TrustNets provide a kind of logifow mean that agents have met each other. Edges carry
and distributed reputation. Agents can compute trustschase information about agents’ trust estimation. Values assign
direct experiences (which provide thentligect truston other to arrows connecting the owner to other nodes represent the
agents) and on experiences between other agémdirect Owner's trust value in agents it has already met. Each value
trusf) not represented here by reputation but by informatidgpresents theiirect trust of A in another agent (i.eB in
carried by TrustNets. Figure |].) computed by comparing data frafnand B. It is

notedDT'4 5. Any arrow fromB to C' carries anndirect trust,
. TRUSTSETS denotedIT ¢, the trust of B in C' communicated byB to

. . .. A. Each node is annotated with a value, fh&insic trust,
When agents use information from others agents, |tgs

. . . enotedl’s 5, which represents the trust df in B taking into
important for them to know which agent is trustworthy an AB P 9

S . _ ccount both direct and indirect trusts. Intrinsic trusluea
which is not. For this purpose, we introduce a data structl{;‘\ﬁ" be stored in a table calle@rustTable

derived from the TrustNet that we call 'TrustSet’ which is A TrustGraph of agentX denoted asTGy =<

T . Pt (o] (< Arcw Valurx =] -and 1 Tosiab
. ph) | ' graph whi ' ' x =< {< Nodex,Valuex >} > form a TrustSet

trust and indirect trust, while the private part (the TratlE) denoted asT'Sy — (TGx,TTy). The TrustGraph is built

. : : . P X = X, 1Xx).

|sa_5|mple table V.Vh'Ch cont_am_s the intrinsic trust (a tussue thanks to collected or transmitted information. It represe
estimated from direct and indirect trusts). the public part of the TrustSet and will be communicated to

The main difference between Schille’s model and ours ISther agents. The TrustTable is computed thanks to algosith

on thedata agents in Schillo's model transmit data relateﬁw}t can be specific to a particular agent: it thus represbats
to the trustfulness of an agent, whereas our agents transi)r}

I . .
information about the environment, from which agents have vate partof the TrustSet and will not be communicated to

. . other agents.
deduce trust. We thus present algorithms for computindggrus An example of TrustSet built byt is proposed in FigurE 1:

from received information, but also algorithms for compagti it includes a TrustGraph formally represented B 4 —<

the information reliability from the trust valuebse. from the
TrustSet. Moreover in Schillo’s model, agents communicatés B> ¢} {< AB,DTap > < BC,ITpc >} > and

information about only one agent behaviors; in contravig, TrustTable represented YTy =< {< A,Tan >, <
X Tap >, < C,Tac >} >. DTup is the direct trust of
propose that agents exchange their whole TrustGraph. Vée tfﬁj. . .
S . in B, ITgc the trust of B in C communicated tod by B.
have to propose methods to compute intrinsic trusts whieh a5

contained in Trust Table, to merge TrustGraphs and to de%ﬂA IS the intrinsic trust of4 in "S?"f' Tap the intrinsic trust
. . of A in B (calculated from the direct trudd7T 45 and from
with trust incoherence on shared paths.

all the indirect trustd T x g associated to arcs leading I9).

A. State of the art on trust networks )
. . - : T
Trust networks in MAS consist of transitive trust relation- _/"
ships between connected agents. Trust can be derived by
analyzing the trust paths linking the agents together. Tevo o

erators are required to build such trust netwodggregation
to deal with trusts aiming the same object but coming frofrigure 1. Example of TrustSet



C. TrustSet dynamics regarded as “reliable”. Betweetl/pp and Low, agents are
1) Initializing TrustSet: Initially, each agent builds its own “under observation”. Betweeand Low, agents are regarded

TrustSet. The TrustGraph is initialized with the root nod@S ‘unreliable”. We also denoté&// the estimated number
and no arrow. The TrustTable contains one value, the tr¥tintéractions each agent needs to reach its objective and
of the root agent in itself, initialized at because it has no Pstas the stabilization rates., € [0,1]), representing the
reason to doubt on itself. Both TrustGraph and TrustTable wtage of the simulation after which designers consider the
then be updated thanks to information exchanged with otHfdgssification of agents in reliable and unreliable sets o b
agents. Note that we assume that each agent haspaiori done. Thuspg, *x NI represents the numb_er of interactions
trust in other agents used as initial value for the first time feeded to pass frofj,; to Upp or Low (which means that

communicates with another agent, that is noted in the seqdelit + N1 * pstar * 77 = Upp). We can thus express both

Tipis- factors:
2) Communicating TrustSetEach time an agentl com- (Upp — Tinit) (Timit — Low)
. . . . . wmne — wm
municates with an ager®, it will eventually communicate to t=r"" and 7 =T

B its data but also some of its metadata. In particular, it will pstab * N1 pstab * NI

share its TrustGraph, which contains all public metadata, b~ b) Stage 2 - Merging two TrustGraphsThen A

will not share its TrustTable because it is built by personfuilds an intermediate TrustGraphGap =< {Node. }, {<

calculation and thus contains private information. When ddlrc., Value.) >} > from: TG4 =< {Nodea},{<

agent receives a TrustGraph, it integrates it in its own on@lrca, Valuea) >} > and TGp =< {Nodep},{<

Then it uses the obtained TrustGraph to update its TrustTaldlArcs, Valuep) >} >. The new nodes set consists of all the
3) Merging TrustGraphs:We consider an information ex-hodes of both TrustGraphsVode. = Nodes U Nodeg.

change between agents and B. We take the point of view The new arrows set includes all the arrows from both sets

of A but the process is the same B The update ofd’s Arca and Arcp. Moreover we add to this set the arrow

TrustGraph will be computed in 3 stages: AB to link both TrustGraphs and we remove any arrow

« A calculates its trusDT. 5 in B or updates the existing €0Ming back toA to avoid cycles. We thus havelre. =
valueby comparing its own data with received ones; {AB} U Arca U Arcp \ {BA, ..., X A}. Albeit these arrows
« A connectsB 's TrustGraph to its own TrustGraph; are deleted, their associated trust values are taken iotuat
« A corrects every inconsistency in the shared paths. in the TrustTable update and influence the trust the agent has
a) Stage 1 - Computing direct trust by comparing int" \l/tvself. ate th WUBT A 1o th bet B
formation: To compute its trust inB, agentA compares its ¢ associate fhe valu&li,p 0 e arc betwee ' _
own direct dataD , with Dy, the ones transmitted bg. The For each other arc, values of the arrows are taken from their
j original TrustGraph.

computation follows 3 steps: . c) Stage 3 - Managing trust incoherence on shared paths:
» 4 selects only the compar_able data,_wh|ch means daﬁﬁere is inconsistency on a shared arrow when an arrow
about the same |_tems. Their number is dendied appears in both TrustGraphs with different values on itsThi
« A computes the mqoherence Ieyel betwden and Dp. case can typically appear wheh and B meet C' at two
For this purpose, it uses a distance denafedvhere different time points. To avoid this incoherence, a new &alu
§(z,y) represents the distance between the dafeom of the incoherent trust value is computed as follows. Két

'ﬁAt ;ndty fro_m DB'fI.n;Eu't'VEItY’ o(z,y) h: O_mmehans be an arrow common t6'G 4 andT'Gg. XY carries the value
at the two pieces of information are coherar#.they ITxy, in TGa and ITxy, in TGp.

carry the same information on the same item), whereas ,
o We build the setsPaths and Pathp of all paths of

d(x,y) > 0 represents the inconsistency degree between , ; )
both data. The incoherence level (denofed_level) is TG4 andT G including the arrowX'Y'. To avoid cycle
problems, we choose only the shortest path.

computed following the formula:
« We compute the trust valué7 xy,, of the common
Zie{l,ﬁ} 6(zi,yi) arrow in the TrustGraph resulting from the mergeAi$
B * daraninfo and B’s TrustGraph with the formula below:

Inc_level =

with (x;,y;) each pair of comparable data ahyd,.info

the largest distance between incoherent information. ITxy,, =
o A thresholdu represents the maximum incoherence level ZXEPMA Tax + ZYGPMB Tay

acceptable by an agent before decreasing its trust valuerhis new trust value is the average of trusts on the shared

in another agent. Ifnc_level < 1, A will increase its path balanced by the sum of trusts along all paths.

ZXEPathA Tax *ITxy, + ZYEPathB Tay *ITXyy

trust in B by a factorr™; if Inc_level > p, A will 4) Updating the TrustTableThe intrinsic trusts must be
decrease its trust i by a factorr™; if Inc_level = i recalculated after the update of trusts in TrustGraphs & on
, A lets its trust inB unchanged. of the basic elements changes or if a new element enters into

The value ofrTand 7= are computed depending on propits calculation. Two steps are required to calculate atiristc
erties that designers want to give to the system. For thisysts in theA’s TrustTable. First, we calculate intrinsic trusts
we introduce two thresholds: an upper threshdlghf) and on all new nodes transmitted by. Second, we calculate the
a lower threshold Low). Between Upp and 1, agents are intrinsic trusts of all impacted nodes except nodes contpute



before.The intrinsic trust ol in an agentX is calculated by V. AN EXAMPLE: DANGER MAPPING
this formula:

Taa* DTax + > yeacenrs(Tay * [Ty x)
Taa+ 2 yecacents Tay

Note thatT'sx = DT4x when only one arc goes from
to X andT44 is set to 1.

A. Description

Tax = One of the main examples we have chosen to test the effi-

ciency of TrustSets to improve the detection of deceitf@rag

in a distributed information collecting system, that we Iwil

refer to as ‘Danger Mapping’ in the sequel, figures a swarm
IV. HOW DO AGENTS USE THEIRTRUSTSET TO IMPROVE  Of localized mobile robots patrolling in an unknown land€Th
THEIR PERFORMANCE AND THE SYSTEM ROBUSTNES® objective of each robot is to build the most complete, peecis

A. Impact of trusts on communication and reliable map of the land using least resources as pessibl

A di h its obtained in their TrustTabl In particular, their job consists in detecting dangeroustsp
ceording to the results obtained in their Trustiable, agen, evaluating their dangerousness degree. Robots caat dete

modify their communlcatlon_st:ategy. Tr;]e mambldea IS t8.irect|y the state of a nearby zone thanks to their sensors.
separate agents more precisely at each step by separa?lﬂgy can also communicate with other robots to exchange
untrusted agents (with which it has already been provﬁﬂowledge about the land. We assume that each robot has

useless or harmful to communicate) from other agents (thqﬁﬁited perception and communication ranges. Among the
who could yet provide useful information - under observatio

. . . -robots, some can collect and transmit false information due
and reliable ones). An agent decides to stop communicatifigs - o4 sensors
(partially or totally) with another agent as soon as thettrus '
value computed for this agent falls under thew threshold.

This way, bad information ceases to flood the informatiod. Modeling and Simulation

nettwo.r_k and gradgally disappear_s du.e to the inforr_nation-l-he land with its danger zones is figured by a 75 x 75
reliability computation mode described in the next section grid. The space is toroidal - meaning that if robots (figured

by agents) move off one edge of the grid, they appear on the

B. Computing the information reliability _ . ) .
o , . . opposite edge. An integer value is randomly given to each
Via communication, agents receive conflicting mformanorb

tch of the grid, from 0 to n, figuring the danger level of
Agents have thus to determine which ones are reliable a{pa g gunng g

hich In ord leul he inf : i zone. Agents can collect data in their perception range,
which are not. In order to caicu ate the information re WJI communicate in their communication range, update theia dat
each agent uses a probability tree to represent one infanma

. S Each val h f val ¢ nd metadata bases and move. Unreliable agents are defined as
Item n its memory. £ach value or each range ot values ents unable to detect the correct danger level of a zorik, as
one information item is associated to a node of the tree. T

) . ated h ed hérd spectrum of their sensors was shifted out. The simulatio
pair (6, {Aif'.'Am}) IS ‘associated to each edge, w _e?_re_s can stop either when one agent knows the whole map or all
the probability for the information to be true (its reliaty) o 1ajiaple agents know the map, as the user chooses.
and{A4;...A,,} the information sources. Each time a new data 1) The Goals: A danger mapping simulalﬂ)rhas been

comes, the agent updates. these valge; N the tree..A maJer.'Séeveloped in order to investigate the possibilities to iover
for an agent is to determine the reliability of one inforroati

it h | ; s aive diff tinf i the coherence and robustness of an information collecting
'tem when several groups of agents give ditterent nforomall o 10 1y pased on robots, some of them deceitful ones. The

on the same item. It_ needs to compare the relgtive vyeightsk questions addressed are :

these groups. For this purpose, a TrustWeight is assigned , , .

to each group depending on individual trusts as follows. o Whatis the effgct of unreliable robots on the community?
First, the TrustWeight of each group is evaluated by split- © HOw can deceitful robots be detected?

ting the group in three sets (reliable, unreliable and ather ¢ Whatare the compared performances of the system when

according to theUpp and Low thresholds defined above. A~ Obots use several strategies:

weight is assigned to each agents communityfor reliable robots do not communicate

agents;y for unreliable agents3 for other agents. Then, the — robots communicate only data

balanced sum of the cardinals of these sets is computed. By robots communicate data and ReputationTdples

setting appropriate values fer, 3 and~, this method aims robots communicate data and TrustGraphs but keep

at creating an equilibrium between the quality of agents in a private TrustTables.

group and their quantity. If we note each data associated to « How robust is the system to deceitful robots?

an information itemp brought by a groug; of {G,...,G,},

the set of groups having transmitted different data for the'Our mapping simulation is written in the simulation plaﬁoGAMA[@].

same itermp , the agent computes the reliability of each data °In this Sffateg%h a Simlple reputation tabtlje is ;Js”ed to smm Zglue on
. . _others agents. These values are computed as follows: w meets
Di _as .f.0||OWS before choosmg the data that has the max'"lélntB, firstly it calculates its trust oB (DT ap) as in stage 1 of the
rellab|I|ty: TrustGraphs merging process. Thdnupdates its own trust values in all the
TW(G-) agents met byB (Agtsp) via the formula:
K3

liability (p;) =
reliability (p;) Zke[l,n] TW (Gy)

For the agent, the chosen data is the value of the item at
this instant and the associated reliability the item réliighb ~ with X € Agtsp and 7§} represents the oldl’ trust on X.

Tzlg s Taa+DTap *xTpx
Taa+DTap

Tax =



3500

2) Parameters:The simulation parameters are sorted into

three categories:Environment we can fix the size of the grid, i:zz e ———n

the number of reliable agents, the number of unreliable tagen o 2000 el

and the number of dangerous place#gent we can choose £ 1500 //

the perception range of the agents, their communicatiogeran 1000 o

and one among four representative communication strategie 500

* Trust: here we fix the reliability/unreliability thresholds for * T s 0s 065 07 07s

the agents (and information), the stabilization rate (dkfa The percentage of unreliable agents

0.5), the level of contradictory information (default: 8)0 ~#=No communication 8= Communication without Trust support
Communication with ion Tabl ication with TrustSets

3) Evolution of the simulation:

1) |n't'a!'zat'on : A number of agents, some reliable, SOmﬁgure 2. Number of steps to get a real map with 4 communicaticategies
unreliable, are randomly created.

2) Main loop : Each agent executes the following actions
in sequence until the end of the simulation. the number of reliable agents in the system, the higher the

a) Collect accessible land data in the perception gpumber of useful communication. On the other side, when the
main system counts many untrustful agents, the performancésof t

b) Communicate with reliable or under observatiofPUr communication strategies are identical because mist o
agents 4s estimated at the current sjejn the the_information received are not relial_)Ie, so that agentgtmu
communication domain verify themselves the whole map. This number of 0.7 is the

¢) Update data bases (land data bases & metadRQustness limit of the system. This number is very intémgst
bases - Trust Sets) each time a new informatid}ecause it describes the proportion of unreliable agents a
is added system can bear, in other words, its robustness. With aegreat

d) Move value, it is better for reliable agents not to communicate. W

3) End : The simulation can stop either when one age|rr]1ttend to show this point in a later publication by using the

knows the total map or when all the reliable agents knoevercolatlon theory|E6] in a complex system approach of this

the map, as the user chooses. problem. . .
Flgureﬂs illustrates the average time necessary for adédi

4) Results:On the 75 x 75 grid, we create 65 dangerougyents to detect correctly the map under all communication
zones and 20 agents with appropriate ranges so that ag@ilgiegies. To get this result, we ran a great number of
can meet a sufficient number of different agents along tgyyjations for which the number of deceitful agents ranged
experimentation to build significant TrustSets. To test thegm 1 to 15 with a total number of agents fixed. It shows
performance of the proposed approach, we tested the inBuefigat we can use the TrustSet policy to get good performances
of different parameters and different strategies of comimung long as we are under the system limit of 0.7. And more
cation: (A) no communication, (B) communication withoupenerally, when agents have no idea about the deceitfutagen
trust support, (C) communication with Reputation Table) (Dyroportion, it shows that the best communication strategy i
communication with TrustSets. the communication with TrustSets.

a) Computation of the reliability thresholdWe have —
2753
2395
| 1927

conducted some experiments with communication strategies o )
(C) and (D) that show that if the reliability threshold is gter w0
No Communication Communication Communication

than 0.6, the distance between the map obtained by the agents
and the real map is equal to zero. For instance if the chosen
E
communication withoutTrust  with Reputation  with TrustSets
support Table

2000

threshold is 0.55, the average number of erroneous danger £ *®
zones kept by the reliable agents at the end of the simulation 1000
is 6.6 for strategy (C) and 0.1 for strategy (D). We thus use
the value of 0.6 for the reliability threshold all along the
experimentations.

b) Performances of the system vs. 4 communication
strategies: Figure[jz shows the exploration time (simulation
steps) necessary for the reliable agents to get a map idétatic Figure 3. Average number of steps (by varying unreliablenyéom 1 to
the real map (where all dangerous places are correctlytedua15 among 20 agents) to get a real map with 4 communicatiotegies
and evaluated) with the four communication strategies @abov  c) A basic communication strategythe TrustSet strat-
depending on the ratio of unreliable agents. egy was also introduced to impact the communication system.

We note that when the proportion of unreliable agents infs we said in Sectio, when an agent knows that
system is smaller than 0.7, using the TrustSet strategytextie other agents send bad information, why would it persist in
deceitful agents is more effective than other strategiesthe communicating with them ? It is better for this agent to stop
time in order that all the agents in the system get the real mepmmunicating with this kind of agents as soon as it is certai
is the best one due to benefits acquired from communicatitrat they are unreliable. The strategy adopted by agentsrin o
with other reliable agents. This result seems logical : #ngdr simulation is as follows:

500

0



1) when an agent A meets an agent B, it can send infdrrustSets for metadata. It is one of the originalities of our
mation (its trust in B is above théow threshold) or not (its approach. Actually, the computing of one agent’'s confidence
trust in B is below theLow threshold) in another agent takes into account at the same time thetyjuali

2) it can receive informationK’s trust in A is aboveLow of the metadata transmitted by the other agent and the destan
) or not (B’s trust in A is below Low ) between the data gathered by both agents. This strateglyfinal

3) it can consider the received information (its trust in B ibelps an agent to enforce its communication with trusted
aboveLow) or not (its trust in B belowLow). agents and to reject communication from untrusted ones. The

To demonstrate the benefits of such a communication strextension of the notion of TrustGraph to TrustSet, in whigh w
egy, we computed the number of meetings, the number distinguish public and private values, and the new develope
sent, received and handled messages. It is obvious that foision algorithms between TrustSets allow us to get better
basic communication strategy has an impact on the volumesults on time than traditional ReputationTable strat®gi
of communication. In Figur{|4, we compare the number & we show that sometimes in a perturbed community, it
meetings (which is also the number of communication whés better not to give all the information we get to other
agents do not use trust) and the number of sent messagesnbers when these members are perhaps not reliable. Our
without impairing the performance of the system. We nofeture work will focus on the community self-organization
that the volume of communications is much reduced (abaalbout communication management, on the structuring of sub
900 information exchanges for 1600 meetings). As it can lsemmunities according to their reliability and on the ligit
seen in Figurd]4, agents reject communication from unuiistbf perturbation a disturbed system can support by using a

agents since the simulation step number 150. This numlmemplex system approach.

can change according to the value the user chooses at the
beginning of the simulation for the stabilization rate. Tésser

this value, the sooner the deceitful agents are dismisseu fr [1]
the communication system but the greater the possibility of

mistakes.

[2]
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e Number of handled of received

Figure 4. Comparison between the number of sent messagbsafrd the
number of meetings (blue)

(8]

N i . 9
All these results significantly confirm our choices. In par—[ ]

ticular, we show the circumstances (proportion of untustf
agents in a MAS) and limits (robustness of the system) un(ﬁé
which a communication policy based on TrustSets can improve
the comportment of a community made up of reliable and
unreliable members. We show under these conditions tha{ ﬁ
TrustSet strategy gives better results than a ReputatidaTa
strategy.
[12]
VI. CONCLUSION AND FUTURE WORKS

This paper addresses the problem of disturbed communitfgﬁ
where information collection is altered by unreliable memsh
By associating a reliability to information and a trust torme
bers of the community, each member improves its percepti%ﬁ]
of the world. Considering that agents can work on direct-(cqt5]
lected from the environment) and indirect (received froimeot
agents) information, keeping this duality not only in sthrieut
also in transmitted data, gives to agents the ability todoaiid [16]
update better tuned information for data and more accurate
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