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Abstract

In this paper, we tackle the modeling and numerical simulation of dilute gas-droplet and gas-particle
flows for which polydispersity description is of paramount importance. Starting from a kinetic description
for point particle experiencing transport either at the carrier phase velocity for aerosols or at their own
velocity for more inertial particles, we focus on an Eulerian high order moment method in size and consider
a system of partial differential equations (PDEs) on a vector of successive size moment of order 0 to N ,
N > 2, over a compact size interval. There exists a stumbling block for the usual approaches using high
order moment method resolved with high order finite volume method: the transport algorithm does not
preserve the moment space Indeed, reconstruction of moments by polynomials inside computational cells
coupled to the evolution algorithm can create N -dimensional vectors which fail to be moment vectors: it
is impossible to find a size distribution for which there are the moments. To achieve still a robust scheme,
one possibility is to use projections onto the moment space but this leads to a substantial loss of accuracy
and performance. We thus propose a new approach as well as an algorithm which is second order in
space and time with very limited numerical diffusion and allows to accurately describe the advection
process and naturally preserves the moment space. By coupling this approach to a recently designed
algorithm for evaporation which also preserves the moment space, polydispersity is accounted for in the
evaporation and advection process, very accurately and at a very reasonable computational cost. We
show that such an approach is very competitive compared to multi-fluid approches where the size phase
space is discretized into several sections and low order moment methods are used in each section. Two 2D
test-cases are presented: Taylor-Green vortices and turbulent free jets, where the accuracy and efficiency
of the approach are assessed.
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1. Introduction

The study of multi-phase flow is of major importance and interest in many fields such as combustion,
chemical engineering [35], rocket booster propulsion [11, 12] and atmospheric studies [41]. A key example
involving this kind of flow is fuel injection in internal combustion engines. The fuel is typically stored as
a liquid phase and injected at high pressures (up to 2000 bars) into a gas-filled combustion chamber. Due
to the interactions with the surrounding gas, the dense liquid core atomizes and eventually results in a
dilute droplet cloud called spray which is polydisperse, in a region located downstream of the injector and
where combustion is taking place. The spatial topology of the fuel mass fraction is a direct consequence
of the turbulent dispersion and evaporation of the spray in that region and is strongly related to size
distribution since droplet dynamics and evaporation are conditioned on droplet size. The spray dynamics
thus governs the resulting combustion regimes, and therefore has a strong influence on the key undesirable
by-products of an engine, such as pollutants and soots. Since experimental measurements of various
combustion chamber configurations for design purposes can be very expensive, computational models for
multi-phase flows have recently become widely studied. Therefore, it is of great interest to design reliable
models for such polydisperse sprays flow, as well as numerical methods which are as accurate as possible,
but also tractable for large scale computations on parallel architectures. It is for this purpose that the
scope of this work is the introduction of a new numerical approach based on high order size moment
methods and on a rigorous mathematical background for dilute particulate flow regions which is both
stable and computationally advantageous.

Dilute gas-droplet and gas-particle flows are typically described by a kinetic equation modeling clouds
of point particles, represented by its number density function (NDF), through transport, particle-fluid
interactions, and eventually particle-particle interactions in the framework of moderately dense cases.
In most cases the sprays are polydisperse and experience size evolution due to evaporation; in such
configurations, typical of reactive flows, the description of the droplet/particle size distribution is of
paramount importance. The Knudsen number is assumed to be high so that the collision between
particles can be neglected. Additionally, the particle Stokes number based on some typical gas flow time
can range from St << 1 to St ≈ 1. This includes two different types of particles. The class corresponding
to St << 1 is called aerosol. They are potentially sensitive to the Brownian motion of the gas and are
transported at the gaseous flow velocity. For higher Stokes number (St ≈ 1), the Brownian motion of
gas molecules has no impact any more on the particles, which have their own inertia and dynamics and
interact with the gas through a drag force. This class is called spray. Moreover, an effective model for
dilute gas-particles flow must include both the kinetic description for the particle phase and a coupled
momentum balance equation for the gas phase. Nevertheless, the principal modeling challenge is the
simulation of polydispersity and dynamics of the particle population. Therefore, in this contribution, we
will consider one-way coupling for comparison purposes, i.e. we will assume that the fluid velocity is given
and influences the spray dynamics and evaporation. Nevertheless, the extension to two-way coupling is
straightforward and all the easier since the two phases are described by a Eulerian model.

Since the direct resolution of the kinetic equation is often intractable due to the large number of
independent variables, stochastic Lagrangian methods “discretize” the NDF into “parcels”, the dynamics
of which is integrated. This approach has been widely used and has been shown to be efficient in
numerous cases (see example [15] and references herein). While quite accurate, its main drawback is the
coupling of an Eulerian description for the gaseous phase to a Lagrangian description of the disperse
phase, thus offering limited possibilities of vectorization/parallelization. Besides, as in any statistical
approach, Lagrangian methods require a relatively large number of parcels to control statistical noise,
and thus are computationally expensive, especially for polydisperse unsteady flows. An alternative to the
Lagrangian approach is a Eulerian moment method. The closure of the velocity moments conditioned
on size is classical and conducted through a usual hydrodynamic limit leading to an equilibrium velocity
distribution, i.e. Maxwell-Boltzmann distribution up to zero temperature in the framework of direct
numerical simulation [25, 7, 22]. Once a closure has been chosen in terms of velocity moments conditioned
on droplet size [25], there are two options available for capturing the dynamics in the size phase space.
One can either rely on size phase space discretization, with low order size moments in each section, as done
in the multi-fluid approach developed in [9, 7, 25] from [21]. The multi-fluid model considers only one
size moment which accounts for the liquid mass on small intervals of the size phase space called sections.
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Formally, the disperse phase is composed of several fluids exchanging among each other and with the gas,
through evaporation mass and momentum fluxes. This model has been shown to yield simple transport
algorithms for transport in physical space in [9, 8, 7] implemented on parallel architectures [17, 18].
However, the cost of the discretization in size phase space is high and still results in numerical diffusion
since the method is first order in size discretization width [24]. Therefore, in terms of computational cost,
the possibility of high order moment method considering only one size section is very attractive.

At present, several high order moment methods have been designed. The first one consists of solving
the evolution of moments of a presumed NDF (assumed as a log-normal law) [34]. Presumably, this
seems very attractive since knowing a priori, the profile of the NDF makes its reconstruction from the
moments much easier. However, this assumption is restrictive in terms of the coverage of the physical
processes. Moreover, this approach leads to serious numerical instabilities thus preventing its use for
the treatment of an evaporating spray, since during the computation, a log-normal distribution function
might not be reconstructed from the moment set. The second method uses Direct Quadrature Method of
Moment (DQMOM) [27] wherein equations are directly written on the quadrature weights and abscissas
which describe the reconstructed distribution function having the same moments [15]. Contrary to
the first one, this method is robust but is not able to accurately predict the evaporating flux in every
case [15]. Consequently, further studies have been undertaken and have lead to a proper treatment of
the evaporation term. The high order moment method together with the associated numerical scheme
explained in [30] is a breakthrough in terms of accuracy, and can be effectively used for quantitative
predictions of an evaporating spray. This has been developed in the context of a homogeneous spray, i.e.
without transport in physical space. In this contribution, we focus on transport in physical space and
on the treatment of the particle size distribution by high order moment method in the size dimension,
where the particle size spans a compact interval, in the context of finite volume methods. We aim at
transporting a vector of integer and successive size moment up to order N , N > 2.

There exists a stumbling block for the usual approaches using high order moment method resolved
with at least second order finite volume method: the transport algorithm does not preserve the moment
space, that is, spatial reconstruction of moments by polynomials inside computational cells coupled to the
evolution algorithm can create N -dimensional vectors which fail to be moment vectors: it is impossible
to find a size distribution for which there are the moments. In fact two difficulties arise. The first one
concerns the reconstruction of the moments in order to keep the integrity of the moment set. It has
been seen that for a high order in space scheme, an independent reconstruction of each moment does not
insure that the moment space is preserved [41, 31]. Besides, a second difficulty concerns the computation
of the fluxes from the reconstructed quantities. If an approximate time solver is used (Explicit Euler,
Runge-Kutta), the fluxes computation will introduce troncature errors for non constant reconstructions,
and the preservation of the moment space will not be guaranteed any more, even if there were no problem
in the reconstruction step. To achieve still a robust scheme, one possibility is to use projections onto the
moment space but this leads to a substantial loss of accuracy and performance.

We thus propose a new approach as well as an algorithm which is second order in space and time
with low numerical diffusion which allows to accurately describe the advection process and naturally
guarantees that the vector always belongs to the moment space if the initial solution itself belongs to
the moment space. We tackle both aerosols which are transported by the velocity of the carrier flow as
well as more inertial particle/droplets which have their own velocity field. The required ingredients are a
reconstruction of the independent canonical moments, which are well-suited since there are transported
quantities, as well as the use of a time solver based on an exact resolution of the PDE in time, leading to
the fact that the fluxes introduce no troncature error with respect to the spatial reconstruction. An exact
computation of the fluxes is obtained using the fact that the equations on moments can be derived from a
kinetic equation as originally proposed in Bouchut [2]. By coupling this approach to a recently designed
algorithm for evaporation which also preserves the moment space [30], polydispersity is accounted for in
the evaporation and advection process, very accurately and at a very reasonable computational cost. We
show that such an approach is very competitive compared to multi-fluid approches where the size phase
space is discretized into several sections and low order moment methods are used in each section. Two 2D
test-cases are presented: Taylor-Green vortices and turbulent free jets. We thus show the achievements of
the present contribution as well as its adequation to more complex configurations on parallel architectures.

The remainder of the paper is organized as follows. In Section 2 the kinetic equation for both
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the class of aerosol and sprays is presented and the system of PDEs for high order size moment in
the two cases obtained; furthermore, the main properties of the moment space as well as canonical
moments are introduced as well as the main mathematical properties of the systems of PDEs which will
be useful in order to design the new transport algorithm. Section 3 contains the development of the
kinetic-based finite volume numerical scheme for the transport in physical space, wherein reconstruction
on canonical moments are used for the computation of the fluxes. In Section 4 the essential points
of the numerical scheme for the treatment of the evaporation term are highlighted. Section 5 is first
dedicated to an application example designed to validate the numerical method and algorithm as well as
its implementation. Then, two 2D configurations of the gaseous flow field are considered, a Taylor Green
steady and an unsteady weakly turbulent free jet. It allows us to compare the newly designed algorithm
to the multi-fluid model in terms of accuracy and computational cost.

2. High order moment model and associated properties

This section is dedicated to the derivation of the system of PDEs on particle size and velocity moments
from the kinetic equation governing the evolution of the NDF. The cases of aerosol and sprays are treated
separately as they lead to different systems of PDEs, even if they rely on the same basis at the kinetic
level. Since we consider successive integer order size moments of the NDF, the structure of the moment
space as well as the canonical moments are presented and the main properties of the two systems of
PDEs involving these vectors of moments are analyzed. This is essential since it will induce the choices
in terms of numerical methods in the following section. Moreover, the closure of velocity moments for
sprays introduces the pressureless gas formalism, the influence of which is briefly described.

2.1. Fundamental modeling at the kinetic level

The dilute droplet flow is described by a NDF f(t, x, S, v), such that f(t, x, S, v)dxdSdv represents
the probable number of particles located in x = (x1, . . . , xd), where d is the dimension of the physical
space), with size S, and velocity v. As the particles are assumed to be spherical, we choose the particle
surface to describe the size. We could have also chosen to work with their radius, r or their volume, V ,
all corresponding NDF being linked by the relation f(t, x, r, v)dr = f(t, x, S, v)dS = f(t, x, V, v)dV . In
the applications targeted in this paper, the particles/droplets evolve through evaporation and interaction
with gas molecules which results in transport in physical space, drag and eventually Brownian motion.
The kinetic equation verified by the NDF is a Fokker-Planck based equation:

∂tf + ∂x(vf) − ∂S(Rf) = β∂v [((v − ug)f +
Q

β
∂vf)]. (1)

The second term of the left hand side represents transport in physical space, whereas the third term
accounts for the evaporation of the droplets. The terms of the right hand side stand for Stokes drag force
and Brownian motion due to the interaction of the droplets with the gas molecules. The evaporation rate,
R, is the rate of decrease of the droplet surface, β−1 is the relaxation time of the particles, ug is the gas
velocity, Q is the matrix of the temporal correlation of accelerations, F = (F1, F2, F3)

t due to Brownian
motion in three dimensions, Qij(t) =

∫∞

0 Fi(t)Fj(t + τ) dτ . We introduce dimensionless variables:

t′ =
tU0

L0
, x′ =

x

L0
, S′ =

S

S0
, v′ =

v

U0
, u′

g =
ug

U0
, f ′ = f

U3
0 L3

0S0

N0
,

τg =
L0

U0
, St =

U0β
−1

L0
, K =

RL0

S0U0
, σ =

Qβ−1

U2
0

,

where L0 is a reference length, U0 a reference velocity, S0 the maximum droplet size, N0 a reference
number density. The characteristic time of the particles is τg, St the Stokes number, K the nondimensional
evaporation rate, σ the velocity variance at equilibrium of the particles due to Brownian motion. Written
in terms of dimensionless quantities, the Fokker-Planck equation reads:

∂′
tf

′ + ∂x
′(v′f ′) − ∂′

S(Kf ′) =
1

St
∂v

′ [(v′ − u′
g)f

′ + σ∂v
′f ′]. (2)
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In the following, for the sake of legibility, we will write the dimensionless quantities without the prime
sign. Before investigating the system of macroscopic partial differential equation on the size moments
which is at the heart of the present contribution, let us first take the moments in velocity conditioned on
size and differentiate between two cases, depending on the range of the Stokes number, aerosols for very
small Stokes numbers and sprays for moderate Stokes numbers.

2.1.1. Aerosol

We first consider the aerosol dynamics for which no terms in Eq. (2) can be neglected, that is the
effect of the collision of the surrounding gas molecules at thermodynamical equilibrium on the aerosol
particles/droplets results in a significative velocity variance compared to the slip velocity.

As it is classical in statistical physics, a Langevin equation can be associated to the previous Fokker-
Planck equation, which in the “viscous limit” or for large times compared to β−1 when the inertial term
in the equation of motion can be disregarded, reduces to a spatial diffusion as studied in the original
works of Einstein and Smoluchowski [5]. Since we rather work with NDF and consider the equation (2)
as the fundamental model of our particles/droplets, we will obtain the spatially diffusive regime as a
singular perturbation using a Chapman-Enskog type of expansion. For the sake of clarity, let us thus
rewrite Eq. (2) as :

∂tf + ∂x(vf) − ∂S(Kf) =
1

ǫ
J(f), J(f) = ∂v[(v − ug)f + σ∂vf ]. (3)

The differential operator J(f) appears as a singular perturbation of Eq. (3), in the case ǫ → 0. The
NDF is solved using a Chapman-Enskog development (see classical references of kinetic theory of gases
[20, 13, 6, 39]), that is to say that f is decomposed into powers of ǫ:

f = f (0) + ǫf (0)φ(1) + ǫ2f (0)φ(2) + ... (4)

where each order of ǫ is recursively solved from the lower orders of f . Moreover, we look at various order
perturbations which leave unchanged the macroscopic quantities. In this problem, the sole macroscopic
quantity associated to the one-dimensional subspace of invariant of operator J is the total droplet number∫

J(f) dv = 0, so each φ(k) verifies
∫

f (0)φ(k) = 0.
The 0th order term of f , f (0), is the solution of J(f (0)) = 0, which is the kernel of operator J . It can

be easily proven that f0 is a Maxwell-Boltzmann distribution, which reads:

f (0) = n(t, x, S)
1√

(2π)3det(σ)
exp(−Ctσ−1C), C = v − ug. (5)

The terms of higher order with respect to ǫ in the Chapman-Enskog expansion (4) satisfy differential
equations, the right-hand side of which involve the lower order terms and the kernel of which is associated
to the only macroscopic quantity conserved by the J operator, that is total number density of particles.
In this context, we end up with a self-adjoint compact differential operator with a one dimensional kernel
in the proper Hilbert space, for which a Fredholm alternative guarantees the resolvability of φ(1) and
leads to the macroscopic equation of order 0 in ǫ :

∂tn + ∂x(nug) − ∂S(Kn) = 0. (6)

Extending the resolution of Eq.(3) to the first order of ǫ leads to the following equation:

∂tn + ∂x(nug) − ∂S(Kn) = ǫ∂x

(
σ∂xn − n(Dtug)

)
, Dtug = ∂tug + (ug.∂x)ug, (7)

where the flux at first order in ǫ delivers a diffusion term as well as an acceleration term which can be
related to a normalized pressure gradient in the framework of an incompressible flow for the gaseous phase
and which will not be considered in the following for the sake of clarity of the exposition. This allows
us to write the following equation on the total number density conditioned on size, n(t, x, S), called the
Smoluchowski equation [19, 5]:

∂tn + ∂x(ugn) − ∂S(Kn) = ∂x(D∂xn), (8)

where the diffusion operator reads D = ǫσ and which is valid for time scales large compared to β−1.
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2.1.2. Spray

In the case of spray particles, their Stokes regime (St ≈ 1) is such that their dynamics is mainly
governed by the drag term and the developing slip velocity with respects to the gas, and, in most cases,
for the considered time scales, they are not influenced by the small scale fluctuations of the Brownian
motion. Thus f satisfies the following kinetic equation, called Williams-Boltzmann equation [40]:

∂tf + ∂x(vf) − ∂S(Kf) + ∂v

(
1

St
(ug − v)f

)
= 0. (9)

Contrary to the previous case, the drag term is not a singular perturbation in Eq. (9). So an equation
on n, the number density, but also on n u =

∫
f v dv which is the particle mean momentum conditioned

on size, have to be derived. These equations are obtained by taking the velocity moment of order 0 and
1 of Eq. (9):

∂tn + ∂x(nu) − ∂S(Kn) = 0, (10)

∂t(nu) + ∂x(nu ⊗ u + nP ) − ∂S(Knu) − n
ug − u

St
= 0, (11)

where n P =
∫
(v−u)⊗(v−u)f dv is the particle pressure tensor. Contrary to the previous case where f

relaxes to a Maxwell-Boltzmann distribution, in this case this closure is not obtained naturally from Eq.
(9) as a relaxation toward equilibrium. A hypothesis on the velocity distribution has to be made in order
to obtain a closed equation on the total number density conditioned on size, n(t, x, S). Following the
example of what is done in the multi-fluid model [21, 25, 7], we suppose that there is no dispersion around
the mean velocity. In other terms, we “project” f on a distribution with a single velocity conditioned on
size: f(t, x, S, v) = n(t, x, S)δ(v − u(t, x, S)), leading to P = 0. This assumption is fully legitimate for
small Stokes numbers, as u ≈ ug in this case. Nevertheless even if St ≈ 1, where physically some velocity
slip may occur, this hypothesis leads to very good results [7, 8, 22].

The semi-kinetic equations can be written as:

∂tn + ∂x(nu) − ∂S(Kn) = 0, (12)

∂t(nu) + ∂x(nu ⊗ u) − ∂S(Knu) − n
ug − u

St
= 0. (13)

Notice that here, u is not equal to ug, and the droplets have their own velocity. In the final system of
equation, this will be accounted for by an equation on the momentum for the spray particles.

2.2. Size moment equations

In both cases, moment methods will be used for the simulations. Size moments of order 0 to N are
then introduced, thus considering the evolution of the total number density of the particles, their mean
size, their mean size squared (which can be linked to the dispersion in size of the NDF), etc... This
moments on the non dimensional interval [0, 1] are defined as follows:

mk(t, x) =

∫ 1

0

Skn(t, x, S) dS. (14)

For inertial particles, as the moments are advected with their own velocity and not with the gas velocity,
an additional equation is needed. Since an accurate description of the particle dynamics conditioned on
size is not beyond the scope of the paper, this phenomenon will be described, here, by only one averaged
velocity. In fact, the velocity of the particles u is assumed not to depend on particle size. When a size
discretization is used, as for multi-fluid methods [25], this assumption is done in each size interval. Here,
a discretization can still be done, but the interest of the method comes from the possibility to reduce the
number of size intervals (till eventually the case of one single interval) by a better description of each
interval through a higher number of moments. The assumption of a “constant” velocity can then appear
unjustified. But, as it will be shown in the Result section, the better description of the granulometry
through the use of several moments allows to have a good description of the spray dynamic thanks to an
improvement of the approximation of the drag force.
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From Eq. (8) and system (12,13), the systems on the moments are written:

Aerosols



∂t(m0) +∂x(m0ug) = ∂x(D∂xm0) −Kn(S = 0),

∂t(m1) +∂x(m1ug) = ∂x(D∂xm1) −Km0,

∂t(m2) +∂x(m2ug) = ∂x(D∂xm2) −2Km1,
...

∂t(mN )+∂x(mNug) = ∂x(D∂xmN)−NKmN−1,

(15)

Spray



∂t(m0) +∂x(m0u) = −Kn(S = 0),

∂t(m1) +∂x(m1u) = −Km0,

∂t(m2) +∂x(m2u) = −2Km1,
...

∂t(mN ) +∂x(mNu) = −NKmN−1,

∂t(m1u)+∂x(m1u ⊗ u) = T −Km0u.

(16)

The quantity T represents the drag term. It writes T (t, x) =
∫ 1

0 Sn(t, x, S)
ug(t,x)−u(t,x)

St dS in the Stokes
regime considered here (let us however notice that introducing a more complex drag force does not
bring any difficulties). The Stokes number being proportional to the droplet surface, let us denote θ the
proportionality coefficient: St = θS. The drag force is then written:

T (t, x) =
m0

θ
(ug(t, x) − u(t, x)). (17)

Let us remark that, if the last equation of (16) had been written on m0u, then the drag term would not
have been integrable (the NDF n has generally a non zero value at S = 0 [30]).

Since our objective is to show a robust and accurate scheme able to transport a moment vector and for
the sake of simplicity, the evaporation coefficient K as well as the diffusion operator D for aerosol have
been assumed independent of the particle size. We nevertheless remark that these assumptions do not
bring any loss of generality. Indeed, in the context of an operator splitting algorithm [38], each operator
can be solved separately. Usual numerical schemes can then be used for the diffusion. Concerning the
evaporation, the resolution of the corresponding system will be detailed in section 4 with an algorithm
developed in [30] and which had been generalized to an arbitrary evaporation law in the same paper.
This algorithm allows then a robust resolution of the evaporation part in all cases, through a modeling of
the unclosed term −Kn(S = 0) (the disappearance flux of droplets through evaporation) and an adapted
numerical scheme.

Let us then focus to convection of the moments. An algorithm is here designed for the resolution of
the following systems:

Aerosols Spray





∂t(m0) + ∂x(m0ug) = 0,

∂t(m1) + ∂x(m1ug) = 0,

∂t(m2) + ∂x(m2ug) = 0,
...

∂t(mN ) + ∂x(mNug)= 0,





∂t(m0) +∂x(m0u) = 0,

∂t(m1) +∂x(m1u) = 0,

∂t(m2) +∂x(m2u) = 0,
...

∂t(mN ) +∂x(mNu) = 0,

∂t(m1u)+∂x(m1u ⊗ u)= 0.

(18)

However, before designing such algorithm, some key properties of the moment space and of the system
have to be recalled. This is the subject of the next two sections.
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2.3. Moment space and canonical moments

The major issue of the numerical scheme developed here is to keep the integrity of the moment sequence
(m0, . . . , mN )t. Indeed, Wright [41] showed that independent transport of moments with algorithms of
order greater than one in space, can result in the generation of invalid moment sets. That means that
there is no distribution function n(t, x, S) which can be reconstructed from the moment sequence such

as
∫ 1

0 Skn(t, x, S) dS = mk(t, x).
So, let us first define the moment space. If P denotes the set of all probability measures on the Borel

sets of the interval [0, 1], then the Nth-moment space M̃N on the interval [0, 1] denotes the following set

of moment vector of dimension N , M̃N ⊂ [0, 1]N :

M̃N = {cn(µ)|µ ∈ P}, cN (µ) = (c1(µ), . . . , cN (µ))t, ck(µ) =

∫ 1

0

xk dµ(x).

Since we consider probability measures, we always have c0 = 1. In our case, we are dealing with number
density functions, so normalized moments has to be defined: for any non zero moment vector M =
(m0, m1, . . . , mN )t ∈ RN+1, m0 being the particle number density, the normalized moments are defined
as follows:

ck =
mk

m0
. (19)

The vector cn = (c1, . . . , cn)t is the vector of normalized moments of the distribution function. Let us
then denotes MN the Nth-moment space of such moment vectors M. Its complex geometry makes it
difficult to preserve the moment space. Its only intuitive characteristic is that it is a convex space. In
order to study some useful properties of the moment space, we will take benefit from some quantities
derived from the moments: the Hankel determinants and the canonical moments [10].

A first useful tools are the Hankel determinants, defined by:

H2m+d =

∣∣∣∣∣∣∣

cd . . . cm+d

...
...

cm+d . . . c2m+d

∣∣∣∣∣∣∣
, H2m+d =

∣∣∣∣∣∣∣

c1−d − c2−d . . . cm − cm+1

...
...

...
cm − cm+1 . . . c2m−1+d − c2m+d

∣∣∣∣∣∣∣
, (20)

with d = 0, 1; m ≥ 0, H−1 = H−1 = H0 = H0 = 1. Necessary and sufficient conditions for a moment
vector M = (m0, m1, . . . , mN ) to be in the moment space MN (i.e. for the existence of a necessarily non
unique NDF n(t, x, S)) are non negative Hankel determinants Hi and Hi defined from the corresponding
normalized moment, for i = 1, . . . , N [10]. Moreover, at least one of the Hankel determinant is zero for a
moment vector lying on the border of the moment space. Checking if a N + 1 component vector belongs
to the moment space is quite tedious when N ≥ 2 because of the complex geometry of the moment space.
However, the Hankel determinants provide algebraic relations to quickly determine if a vector belongs to
the moment space. Moreover they enable to derive quantities called canonical moments, linked with a
one-to-one mapping to the moment space. The canonical moment space has the very convenient property
of fully lying in the set ]0, 1[k, and not in a subset of it. Therefore, in order to check if the moment space
is preserved, it is more practical to work with the canonical moments.

Let us introduce the set P (ck−1) of all probability measures on [0, 1] whose moments of order up
to k − 1 are cj . Dette and Studden [10] have given the definition of the canonical moments of order k
(k ≥ 1):

pk =
ck − c−k (ck−1)

c+
k (ck−1) − c−k (ck−1)

, (21)

with
c+
k (ck−1) = max

µ∈P (ck−1)
ck(µ), c−k (ck−1) = min

µ∈P (ck−1)
ck(µ), (22)

ck(µ) being the moment of order k of the probability measure µ. The quantities c+
k (ck−1) and c−k (ck−1)

are respectively the upper and lower boundary of the admissible interval for the moment ck of order k,
the lower order moments being known. If ck(µ) = c+

k (ck−1) or ck(µ) = c−k (ck−1) for µ ∈ P (ck−1), or
equivalently if pk = 0 or pk = 1, the measure µ is a sum of Dirac distributions and the vector ck belongs
to the boundary of the moment space.
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The c+
k − c−k and canonical moments are expressed from the Hankel determinants in [10], for k ≥ 1:

c+
k − c−k =

Hk−1Hk−1

Hk−2Hk−2

, pk =
HkHk−2

Hk−1Hk−1

. (23)

But practically, the canonical moments are recursively determined from the lower order ones. The
expressions of the first three canonical moments are:

p1 = c1, p2 =
c2 − c2

1

c1(1 − c1)
, p3 =

(1 − c1)(c1c3 − c2
2)

(c2 − c2
1)(c1 − c2)

. (24)

The canonical moments have two major properties which make them attractive to work with. First,
according to the definition (21), and as it as already been stated, each canonical moment independently
lies in the interval ]0, 1[ for a moment vector in the interior of the moment space. It is thus straightforward
to figure out if the associated moment vector belongs to the moment space, and if a distribution function
can be reconstructed. Secondly, the canonical moments remain invariant under linear transformation
of the distribution, i.e for all k ≥ 1, pk(f) = pk(fSminSmax), where fSminSmax denotes the distribution
induced by the linear transformation S = Smin + (Smax − Smin)x of [0, 1] onto [Smin, Smax] (we refer
to [10] for the proof). That is the reason why we can work on the size interval [0, 1] without loss of
generality.

In addition to the two previous properties, another property given from systems (18) will be very
useful when designing the numerical scheme.

Proposition 1. Let u(t, x) be a C1 function. If the moment vector (m0, m1, . . . , mN ) is a C1 function
of t and x belonging to the interior of the moment space and such that





∂t(m0) + ∂x(m0u) = 0,
∂t(m1) + ∂x(m1u) = 0,
∂t(m2) + ∂x(m2u) = 0,

...
∂t(mN ) + ∂x(mNu)= 0,

(25)

then the corresponding canonical moments are transported quantities, which means that they verify the
transport equation: ∂tpk + u∂xpk = 0.

Proof . – According to Eq. (23), pk is a rational fraction of the moments ck. Moreover, since the
moment vector is in the interior of the moment space, the denominator can never be equal to zero.
Therefore, pk(ck) is differentiable relative to each cj,j≤k. Thus we have the relation:

∂tpk + u ∂xpk =
∑

j≤k

∂cj pk [∂tcj + u ∂xcj ] . (26)

But since the cj are transported quantities, we have ∂tpk + u∂xpk = 0. �

2.4. Pressureless gas dynamics

Let us remark that the system (18) for the spray contains the pressureless gas dynamics system which
has been studied by several authors [1, 3]. Indeed, this system can be written:

∂tU + ∂xF (U) = 0, A(U) = ∂UF (U), (27)

where
U = (m0, . . . , mN , m1u)t, F = (m0u, m1u, . . . , m1u

2), (28)

In the pressureless gas system, the Jacobian matrix of the flux A is a Jordan block, the system is
weakly hyperbolic. A main feature of this weakly hyperbolic system is the development of singularities
for the conserved quantities called δ-shocks, and the emergence of the vacuum state, even when the initial
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distribution is regular. Such a system can be seen as a particular case of a more general class of systems
[4] which will allow to capture droplet trajectory crossing such as in [14, 22].

The key issue is thus to design a robust numerical scheme with second order in time and space for
the advection of the moments satisfying the realizability condition in both the case of aerosols as well
as in the case of sprays where singularity formation can occur. As in many cases, the construction of
the discretization will rely on specific properties of the continuous system of partial differential equations
we have derived so far. The following section exposes the characteristics of the scheme preserving the
moment space, and capturing the singularities introduced by the pressureless gas dynamics.

3. A new finite volume kinetic numerical scheme preserving the moment space

In this section, we present the numerical scheme used to discretize system (18) in the case of an aerosol,
and its extension to treat the case of a spray. Because of the conservative form of system (18), the finite-
volume method [26] is a natural candidate for its discretization. Moreover, since the computations we
present are enforced in a cartesian mesh, we use a dimensional splitting algorithm explained by Strang
[38], preserving the second order in time of the scheme and also its mathematical properties. Thus, for
example in a 2D framework, to solve the system on a time step ∆t, the transport in the first direction is
solved for ∆t/2 then the transport in the second direction is solved for ∆t and finally, the transport in the
first direction is solved for ∆t/2. An alternated Lie splitting (equivalent to a Strang splitting on 2 time
steps) can also be used with the advantage of using the 1D transport algorithm with the same time step
in each direction [7]. So, without loss of generality, the scheme is then presented in a one dimensional
framework, with the addition of the transport equation of a passive scalar corresponding to an eventual
velocity component in another direction.

Usually, high order finite volume methods use some non-constant reconstructions of the variables to
evaluate the fluxes between the cells. But, the properties of the scheme are related to the expression of
the fluxes. Let us recall that two difficulties have to be overcome. The first one concerns the way to
do the spatial reconstruction of the moments in order to keep the integrity of the moment set. It has
been seen that for a high order in space scheme, an independent reconstruction of each moment does
not insure that the moment space is preserved at any spatial point [41, 31]. This will not inevitably
lead to instabilities in the convective transport algorithm, even if it can, but some physical information
about the size distribution is lost and it results in a performance reduction in terms of computational cost
since such situations have to be detected in order to correct them. Once we have designed an algorithm
which is able to provide the previous realizability property at any spatial point of the reconstructed
moments, a second difficulty concerns the computation of the fluxes from the reconstructed quantities. If
an approximate time solver is used (Explicit Euler, Runge-Kutta), the fluxes computation will introduce
troncature errors for non constant reconstructions, and the preservation of the moment space would not
be guaranteed any more. In order to meet this condition, we design a kinetic-based numerical scheme
using the ideas developed by Bouchut [2]. The time solver is based on an exact resolution of the PDE in
time which relies on a micro-macro equivalence property, leading to the fact that the fluxes introduce no
troncature error with respect to the spatial reconstruction. An exact computation of the fluxes is obtained
using the fact that the equations on moments can be derived from the kinetic equivalent equation.

3.1. General form of the kinetic schemes

In a similar manner as in [2], a kinetic scheme is developed, based on the equivalence between the
“macroscopic” system and a kinetic equation. The “macroscopic” equation on the size distribution
n(t, x, S) is:

∂tn + ∂x(nu) = 0, (29)

where u is the gas velocity for aerosols and the particle velocity for the spray in the direction we are
dealing with. A passive scalar v can also be considered, representing an eventual other direction in the
framework of dimensional splitting for a 2D or 3D computation. Both these variables are then a solution
of:

∂t(nu) + ∂x(nu2) = 0, (30)

∂t(nv) + ∂x(nuv) = 0. (31)
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This “macroscopic” system is equivalent to the kinetic equation on f(t, x, ξ, ζ, S):

∂tf + ∂x(ξf) = 0, (32)

with f(t, x, ξ, ζ, S) = n(t, x, S)δ(ξ − u(t, x))δ(ζ − v(t, x)). This kinetic equation has the exact solution
f(t, x, ξ, ζ, S) = f(0, x − ξt, ξ, ζ, S). The strategy to develop the scheme is then the same one as in [2],
with the difference that here, the “macroscopic” system of interest (18) is not directly (29) or (29, 30)
but a system induced by taking the size moments of these equations.

In order to obtain discrete values over a mesh of constant size ∆x, one defines the averages mn
k,j , un

j

and vn
j for inertial particles, with the usual definitions:

mn
k,j =

1

∆x

∫ xj+1/2

xj−1/2

mk(tn, x) dx, k = 0, . . . , N, (33)

qn
j = mn

1,j

(
un

j

vn
j

)
=

1

∆x

∫ xj+1/2

xj−1/2

m1(tn, x)

(
u(tn, x)
v(tn, x)

)
dx, (34)

Let us denote MN = (m0, . . . , mN )t the vector of moments. The discretized equations are obtained in
a conservative form by integrating Eq. (32) multiplied by (1, S, . . . , SN , ξ)t over (t, x, ξ, S) ∈ (tn, tn+1) ×
(xj−1/2, xj+1/2) × R × (0, 1):

Mn+1
N,j = Mn

N,j −
∆t

∆x
(F j+1/2 − F j−1/2),

qn+1
j = qn

j −
∆t

∆x
(Gj+1/2 − Gj−1/2),

(35)

where the fluxes for the size moments F j+1/2 can be decomposed in F j+1/2 = F +
j+1/2 + F−

j+1/2 with:

F±
j+1/2 =

1

∆t

∫ tn+1

tn

∫

±ξ≥0

∫ 1

0

∫

R




1
S
...

SN


 ξ f(t, xj+1/2, ξ, ζ, S) dζdSdξdt, (36)

and in the same way, the flux for the momentum in the case of inertial particles is Gj+1/2 = G+
j+1/2 +

G−
j+1/2 with:

G±
j+1/2 =

1

∆t

∫ tn+1

tn

∫

±ξ≥0

∫ 1

0

∫

R

S

(
ξ
ζ

)
ξf(t, xj+1/2, ξ, ζ, S) dζdSdξdt. (37)

To evaluate the fluxes, the exact solution of the kinetic scheme is used:

(
F±

j+1/2

G±
j+1/2

)
=

1

∆t

∆t∫

0

∫

±ξ≥0

1∫

0




1
S
...

SN

S ξ
S v(tn, xj+1/2−ξt)




ξ n(tn, xj+1/2 − ξt, S)δ(ξ − u(tn, xj+1/2 − ξt)) dSdξdt

=
1

∆t

∆t∫

0

∫

±ξ≥0




m0(tn, xj+1/2 − ξt)
m1(tn, xj+1/2 − ξt)

...
mN(tn, xj+1/2 − ξt)
m1(tn, xj+1/2 − ξt)ξ

(m1v)(tn, xj+1/2 − ξt)




ξ δ(ξ − u(tn, xj+1/2 − ξt)) dξdt.
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Let us develop the computation for (F +
j+1/2, G

+
j+1/2). A change of variable between t and x = xj+1/2−ξt

gives:

(
F +

j+1/2

G+
j+1/2

)
=

1

∆t

∫

ξ≥0

∫ xj+1/2

xj+1/2−ξ∆t




m0(tn, x)
m1(tn, x)

...
mN (tn, x)
m1(tn, x)ξ

(m1v)(tn, x)




δ(ξ − u(tn, x)) dξdx

=
1

∆t

∫ xj+1/2

xj−1/2




m0(tn, x)
m1(tn, x)

...
mN (tn, x)

m1(tn, x)u(tn, x)
m1(tn, x)v(tn, x)




1I{x,xj+1/2−u(tn,x)∆t≤x≤xj+1/2}(x) dx, (38)

the last expression being valid under the CFL condition: ∆t supx |u(tn, x)| ≤ ∆x. In the same way, the
other part of the fluxes are:

(
F−

j+1/2

G−
j+1/2

)
= −

1

∆t

∫ xj+1/2

xj−1/2




m0(tn, x)
m1(tn, x)

...
mN (tn, x)

m1(tn, x)u(tn, x)
m1(tn, x)v(tn, x)




1I{x,xj+1/2≤x≤xj+1/2−u(tn,x)∆t}(x) dx. (39)

The fluxes are then written with the variables of interest: the moments mk of the size distribution n.
The difficulty now is to reconstruct the moments mk(tn, .) from the mn

k,j in such a way that the moment
space is preserved. In order to show how this scheme is built in a simple case, we will first compute the
convective fluxes in the context of a first order kinetic scheme. But a first order scheme is not satisfactory,
as our goal is to design a scheme with very limited diffusion.

3.2. First order kinetic scheme

For a first order kinetic scheme, piecewise constant data are reconstructed:

for xj−1/2 < x < xj+1/2





mk(tn, x) = mn
k,j , k = 0, . . . , N

u(tn, x) = un
j

v(tn, x) = vn
j

(40)

Under the CFL condition ∆t supj |u
n
j | ≤ ∆x, the expression of the fluxes (38,39) are straightforward:

F +
j+1/2 = Mn

N,j(u
n
j )+, G+

j+1/2 = mn
1,j

(
un

j

vn
j

)
(un

j )+, (41)

and

F−
j+1/2 = Mn

N,j+1(u
n
j+1)−, G−

j+1/2 = mn
1,j+1

(
un

j+1

vn
j+1

)
(un

j+1)−, (42)

with the convention u+ = max{u, 0}, u− = min{u, 0}.
With piecewise constant reconstructions, the first order scheme considerably simplifies the reconstruc-

tion step as it eludes the problem of preservation of the moment space which arises when non constant
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reconstruction are considered. Indeed, this first order scheme can be written:

Mn+1
N,j =

(
1 −

∆t

∆x
|un

j |

)
Mn

N,j −
∆t

∆x
(un

j+1)−M
n
N,j+1 +

∆t

∆x
(un

j−1)+M
n
N,j−1 (43)

=

∫ 1

0




1
S
...

SN




[(
1 −

∆t

∆x
|un

j |

)
fj −

∆t

∆x
(un

j+1)−fj+1 +
∆t

∆x
(un

j−1)+fj−1

]
(S) dS, (44)

where fj is a distribution function with the moments of order 0 to N given by Mn
N,j. Under the CFL

condition, the coefficients before each fj are non negative and then, Mn+1
N,j is a moment vector. In the

case of spray, the first order scheme also satisfies the maximum principle on the velocity. Other properties,
like entropy inequalities or the TVD property on the velocity, can also be proved, see [1].

The first order scheme is easy to design, and robust, but, as it is well known, this scheme brings a
lot of numerical diffusion. We thus aim at designing a second order in time and space kinetic scheme
with presice time integration of the fluxes at the inferfaces which will lead to a vry low level of numerical
diffusion while still preserving the moment space.

3.3. Second order kinetic scheme

For the purpose of a second order scheme, a piecewise linear reconstruction is considered. As in [2], we
would like to do that on the droplet number density, m0 and on transported quantities like the velocity.
But this cannot be done directly on the normalized moments, independently, since this would lead to
a dead end [41]: considering the complexity of the moment space, such reconstruction can not induced
moment vectors inside the moment space for all the points of the cell. However, reconstructing the
canonical moments enables to preserve the integrity of the moment set at each point of the cell. Indeed,
as they are proven to be transported quantities by system (18), they satisfy a maximum principle. They
also have the property, as explained in (2.3), to live in ]0, 1[k and not in a subset of it. In the context
of this paper, we will restrict ourselves on the case N = 3. A greater value for N could be considered
without difficulty but would lead to more complex algebra and computational cost without a dramatic
improvement of the accuracy of the method.

3.3.1. Reconstruction

The reconstruction writes:

for xj−1/2 < x < xj+1/2





m0(x) = mn
0,j + Dm0,j (x − xj , )

p1(x) = p1,j + Dp1,j (x − xj),
p2(x) = p2,j + Dp2,j (x − xj),
p3(x) = p3,j + Dp3,j (x − xj),
u(x) = uj + Duj (x − xj),
v(x) = vj + Dvj (x − xj),

(45)

where xj = (xj+1/2 + xj−1/2)/2 is the center of the jth cell and where, to simplify the notation, the
tn dependance of each function is implicit. The quantities with bars are different from the canonical
moments pi,j corresponding to the moment vector Mn

3,j and from the mean velocities un
j and vn

j . In
order to have the conservation property, they are defined in such a way that (according to (24)):

mn
1,j =

1

∆x

∫ xj+1/2

xj−1/2

m0(x)p1(x) dx,

mn
2,j =

1

∆x

∫ xj+1/2

xj−1/2

m0(x)p1(x)[(1 − p1)p2 + p1](x) dx,

mn
3,j =

1

∆x

∫ xj+1/2

xj−1/2

m0(x)p1(x){(1 − p1)(1 − p2)p2p3 + [(1 − p1)p2 + p1]
2}(x) dx,
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mn
1,ju

n
j =

1

∆x

∫ xj+1/2

xj−1/2

m0(x)p1(x)u(x) dx,

mn
1,jv

n
j =

1

∆x

∫ xj+1/2

xj−1/2

m0(x)p1(x)v(x) dx.

(46)

For the first canonical moment, it is easy to see that:

p1,j =
mn

1,j

mn
0,j

−
Dp1,j Dm0,j

mn
0,j

∆x2

12
, (47)

When considering higher order canonical moments p2 and p3 and the velocity uj, their expression are
more difficult to figure out, since high order polynomials must be integrated, (up to order 4 for p2 and
uj , and 6 for p3). Their expression are written:

uj = un
j + bu,jDuj , vj = vn

j + bv,jDvj , p2,j = a2,j + b2,jDp2,j , p3,j = a3,j + b3,jDp3,j , (48)

where bu,j = bv,j is independent of Duj and Dvj , a2,j and b2,j are independent of Dp2,j and a3,j and b3,j

are independent of Dp3,j . They are given by:

bu,j

∫ xj+1/2

xj−1/2

m0(x)p1(x) dx = −

∫ xj+1/2

xj−1/2

m0(x)p1(x)(x − xj) dx, (49)

a2,j

∫ xj+1/2

xj−1/2

{m0p1[1 − p1]}(x) dx = mn
2,j∆x −

∫ xj+1/2

xj−1/2

m0(x)p2
1(x) dx, (50)

b2,j

∫ xj+1/2

xj−1/2

{m0p1[1 − p1]}(x) dx = −

∫ xj+1/2

xj−1/2

{m0p1[1 − p1]}(x)(x − xj) dx, (51)

and

a3,j

∫ xj+1/2

xj−1/2

{m0p1(1 − p1)(1 − p2)p2}(x) dx = mn
3,j∆x −

∫ xj+1/2

xj−1/2

{m0p1[(1 − p1)p2 + p1]
2}(x) dx, (52)

b3,j

∫ xj+1/2

xj−1/2

{m0p1(1 − p1)(1 − p2)p2}(x) dx = −

∫ xj+1/2

xj−1/2

{m0p1(1 − p1)(1 − p2)p2}(x)(x − xj) dx. (53)

(54)

The calculation of these coefficients is achieved using Maple (Maplesoft, a division of Waterloo Maple,
Inc 2007) and are directly exported as Fortran 90 subroutines. Their expression is quite heavy, but,
as it is just an algebraic relation, the corresponding CPU cost is low. In a general way, let us write
pi,j = ai,j + bi,jDpi,j for i = 1, 2, 3.

3.3.2. Slope limitation

Once the conservativity of the scheme is ensured, the slopes are determined using limiters in order to
satisfy maximum principles for the transported quantities and positivity for the number density. First,
for the positivity of number density, the slope Dm0,j must verify;

|Dm0,j

∆x

2
| < mn

0,j . (55)

To guarantee the maximum principle on the canonical moments (i = 1, 2, 3):

rij ≤ pi(x) ≤ Rij , x ∈ (xj−1/2, xj+1/2),
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where rij = min(pi,j−1, pi,j, pi,j+1) and Rij = max(pi,j−1, pi,j , pi,j+1), we must have:





ri,j ≤ ai,j + bi,jDpi,j +
∆x

2
Dpi,j ≤ Ri,j ,

ri,j ≤ ai,j + bi,jDpi,j −
∆x

2
Dpi,j ≤ Ri,j .

(56)

From (47), (51) and (53), it is easy to see that |bi,j | < ∆x/2 for all i = 1, 2, 3. The slopes must then
verify: 




Dpi,j ≤ min

(
Ri,j − ai,j

bi,j + ∆x/2
,

ai,j − ri,j

∆x/2 − bi,j

)
,

Dpi,j ≥ min

(
ri,j − ai,j

bi,j + ∆x/2
,

ai,j − Ri,j

∆x/2 − bi,j

)
.

In practice, we use the following slope limiter to satisfy all the conditions:

Dm0,j =
1

2
(sgn(mn

0,j+1 − mn
0,j) + sgn(mn

0,j − mn
0,j−1)) × min

(
|mn

0,j+1 − mn
0,j |

∆x
,
|mn

0,j − mn
0,j−1|

∆x
,
2mn

0,j

∆x

)
,

Dpi,j =
1

2
(sgn(pi,j+1 − pi,j) + sgn(pi,j − pi,j−1)) × min

(
|pi,j+1 − ai,j |

∆x + 2bi,j
,
|ai,j − pi,j−1|

∆x − 2bi,j

)
.

(57)

The velocity can be treated like p2, with an additional condition linked to the CFL limitation:

Duj =
1

2
(sgn(un

j+1 − un
j ) + sgn(un

j − un
j−1)) × min

(
|un

j+1 − un
j |

∆x + 2bu,j
,
|un

j − un
j−1|

∆x − 2bu,j
,

1

∆t

)
,

Dvj =
1

2
(sgn(vn

j+1 − vn
j ) + sgn(vn

j − vn
j−1)) × min

(
|vn

j+1 − vn
j |

∆x + 2bv,j
,
|vn

j − vn
j−1|

∆x − 2bv,j
,

1

∆t

)
.

Let us remark that for aerosols, a simpler reconstruction can be used for the velocity u which is the gas
velocity, since no moment has to be conserved. We can then take uj = un

j and Duj can be a classical
slope limiter.

3.3.3. Fluxes computation

Then we can proceed with the evaluation of the fluxes:

(
F +

j+1/2

G+
j+1/2

)
=

1

∆t

∫ xj+1/2

xL
j+1/2

m0(x)




1
p1

p1[(1 − p1)p2 + p1]
p1{(1 − p1)(1 − p2)p2p3 + [(1 − p1)p2 + p1]

2}
p1u
p1v




(x) dx, (58)

where xL
j+1/2 is the abscissa of the last droplets reaching xj+1/2 at ∆t.

xL
j+1/2 = xj+1/2 − ∆t

(uj + ∆x
2 Duj )+

1 + ∆tDuj

. (59)

Similarly,

(
F−

j+1/2

G−
j+1/2

)
= −

1

∆t

∫ xR
j+1/2

xj+1/2

m0(x)




1
p1

p1[(1 − p1)p2 + p1]
p1{(1 − p1)(1 − p2)p2p3 + [(1 − p1)p2 + p1]

2}
p1u
p1v




(x) dx, (60)
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with

xR
j+1/2 = xj+1/2 − ∆t

(uj+1 −
∆x
2 Duj+1

)−

1 + ∆tDuj+1

. (61)

The calculation of these fluxes is also achieved using Maple (Maplesoft, a division of Waterloo Maple,
Inc 2007) and, once again, we obtain the final Fortran 90 subroutines by exporting the computer algebra
results. Their expression is quite heavy, but, as it is just an algebraic relation, the corresponding CPU
cost is, once again, quite reasonable.

This kinetic based scheme, using the property of the canonical moments, preserves the moment space
directly, without the use of an additional projection algorithm. The need to preserve the realizability
condition also comes from the use of dedicated solvers in the size phase space which require access to a
distribution function. In particular, our purpose is to evaporate the droplets, which leads us to couple
this scheme to the evaporation solver explained in [30]. We summarize its main characteristics in the
next section.

4. Evaporation model and associated numerical scheme

As already said, in the context of an operator splitting algorithm, each operator of system (16) is
resolved separately. For the evaporation, a set of ODE system (one for each cell of the discretization) is
obtained: 




dtm0 = −Kn(S = 0),
dtm1 = −Km0,

...
dtmN = −NKmN−1,

(62)

the velocity being constant. The underlying kinetic equation reads:

∂tn − ∂S(Kn) = 0. (63)

A robust and accurate kinetic scheme was developed in [30] for the resolution with a moment method of
this purely evaporative case. In particular, this scheme is able to preserve the moment space. Moreover,
it has been generalized to an arbitrary evaporation law, depending on the droplet size S and on t (through
the dependance on the gas variables) [30]. We summarize herein its main features in the case of a constant
evaporation rate.

System (62) has to be closed, since the term −Kn(S = 0), representing the disappearing flux of
droplets at time t, is a pointwise value of the NDF which has to be related to values of moments in order
to provide a closed system. Finding the continuous values of n from the data of its first N moments
amounts to solve the finite Hausdorff moment problem [10] for the set in [0,1]. This is done using an
Entropy Maximization [32]. Consequently, the value of the NDF appearing in the first equation of system
(62) is not genuinely n, but a reconstructed distribution, denoted fME(t, S).

When it comes to the numerical scheme, plugging system (62) in a ODE like solver leads to serious
stability problems. The solution used to avoid these problems is to consider an integrated version in time
of the system (62):

exp(K∆tA)Mn+1
N = Mn

N − Φ−, (64)

where

Mn
N =




m0

...
mN


 (tn), A =




0 0
1 0

2
. . .

. . .
. . .

0 N 0




, Φ− =

∫ K∆t

0

n(tn, α)




1
α
...

αN


 dα,

(65)
the form of the flux being found using the analytical solution of the kinetic equation (63), in the context
of kinetic schemes. This integral form decouples pure transport with no flux from the evolution of the
moments through the fluxes.
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Thus, the fluxes are computed using the reconstructed distribution fME(tn, .) of the distribution
n(tn, .) from its moments Mn

N . For the pure transport part, a last ingredient is introduced: the compu-
tation of a quadrature of the moment vector MN (N = 2na − 1 being odd). Indeed, there exist a unique
vector of weight (ωi)i≤na and a unique vector of abscissas (Si)i≤na such that mk =

∑na

i=1 ωiS
k
i for each

k = 0, . . . , N . The following formula shows that this pure transport is only a translation of the abscissas
(this is equivalent to a DQMOM approach [15]):

exp(K∆tA)




∑na

i=1 ωi(tn)∑na

i=1 ωi(tn)Si(tn)
...∑na

i=1 ωi(tn)SN
i (tn)


 =




∑na

i=1 ωi(tn)∑na

i=1 ωi(tn)(Si(tn) + ∆tK)
...∑na

i=1 ωi(tn)(Si(tn) + ∆tK)N


 . (66)

The resulting algorithm is then [30]:

1. Using the Entropy Maximization, we provide a reconstruction fME(tn, .) of the distribution from
its moments Mn

N and flux Φ− is computed from this reconstruction.

2. The weights ωi and the abscissas Si corresponding to the moment vector Mn
N −Φ− are computed

using the QD algorithm [10].

3. The moments Mn+1
N corresponding to the weights ωi and the abscissas Si − K∆t are computed.

This algorithm is valid for a CFL-like condition K∆t < 1.

5. From numerical validation to accuracy and performance assessment

This section is devoted to three representative test-cases, with increasing difficulties, to check the
robustness, the accuracy and computational efficiency of the proposed numerical scheme and algorithm.
The first one is a one-dimensional case configuration for which an analytical solution exists. It allows to
assess quantitatively the accuracy of the method for both aerosol and evaporating spray, as well as its
robustness. In a second test-case, a cloud of inertial particles evolves in a two-dimensional Taylor-Green
configuration for the gaseous velocity field. This case study allows us to prove the computational efficiency
and the good behavior of the scheme. Finally, an injection of a polydisperse spray in an unsteady gaseous
flow field constituted of a weakly turbulent free jet is tested. Such a case, while still an academic test-
case, is close to more realistic configurations and shows the robustness of the scheme in a more complex
environment. We provide a detailed comparison with results given by the multi-fluid model and assess
the efficiency of the proposed approach. Let us underline that such a configuration has been introduced
in the Ph.D. Thesis of Hicham Meftah [33] at CORIA and that we have compared the Eulerian multi-fluid
approach to a reference Lagrangian simulation in [8, 7]. The conclusions of this study was that the fuel
mass fraction issued from evaporation was extremely well predicted by the multi-fluid approach, thus
making it also a reference solution as far as the present method is concerned.

5.1. Validation by comparison with the analytical solution for 1D transport

Let first simulate the transport at constant velocity of a polydisperse aerosol. The gas velocity is taken
as constant and equal to one everywhere and an aerosol is initially present in half of the domain [0, 1],
the boundary conditions being periodic. Its size distribution has initially a concave shape at x = 0 (part
of the sinusoid) and a convex one at x = 0.5 (decreasing exponential) and evolve continuously between
these two points:

n(t = 0, x, S) =

{
λ(x) sin(πS) + (1 − λ(x)) exp(−10 S), x ≤ 0.5,
0, x > 0.5,

(67)

where λ(x) = 4(0.5−x)2. The first four size moments of this initial distribution are displayed on Fig. 1-left.
The constant velocity field is also represented. According to this velocity field, we expect a translation of
all the moments at velocity one. That is indeed what we obtain in Fig. 1-right, the numerical simulation
being performed in a 200 cells grid with a convective CFL equal to one. The first conclusion, that we
can draw from this simple test-case is that only numerical diffusion alters the accuracy of the moment
resolution. We must highlight the fact that this is done without an extra projection algorithm, yet yields
a high precision.
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Figure 1: Evolution of aerosol particles calculated with the moment method, in a constant velocity field. (left) Initial
condition; the plain curves represent, with decreasing ordering in terms of value, the four first moments from the 0th order
(highest) to the 3rd (lowest). The plain curves are scaled by the left Y-axis and the dashed curve representing the velocity
field, is scaled by the right Y-axis. (right) Solution at time t = 0.4 compared to the analytical solution of the problem
represented by marquers.
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Figure 2: Evolution of a spray in a discontinuous velocity field, calculated with the moment method, compared to the
analytical solution of the problem. (left) Initial condition; the plain curves represent, with decreasing ordering in terms of
value, the four first moments from the 0th order (highest) to the 3rd (lowest). The plain curves are scaled by the left Y-axis
and the dashed curve representing the velocity field, is scaled by the right Y-axis. (right) Solution at t = 0.2 compared to
the analytical solution of the problem represented by marquers.

In the second test-case, a quantitative comparison with an analytical solution of the transport of an
evaporating spray of ballistic droplets is performed. For this problem, we choose the same size distribution
as before, but now the particles have their own velocity, initiated by:

u(x) =

{
0.5, x ≤ 0.25,
2, x > 0.25.

(68)

The initial conditions are displayed in Fig. 2-left. As we consider ballistic droplets, the particle dynamics
is not influenced by the gas. Besides, the droplets are assumed to be evaporated at rate K = 1. The
spatial velocity discontinuity makes the droplet cloud spread into two separate clouds with two distinct
velocities. This configuration shows the ability of the method to handle the vacuum zone generated by
the separation of the clouds. Moreover, because of periodic boundary conditions, the faster cloud will
meet the slower one once it has re-entered on the left side. Figure 2-right displays the four analytical
size moments, and the size moments given by the calculation at the time t = 0.2, performed in a 200
cells grid with a convective CFL equal to one. Figure 3 display the four moments at times t = 0.4. We
can notice that one, the numerical solution perfectly matches the analytical one, and two, that a fortiori
the moment space is preserved. The initial distribution breaks into two parts. Vacuum is created at the
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Figure 3: Evolution of a spray in a discontinuous velocity field calculated with the moment method, compared to the
analytical solution of the problem. Solution at time t = 0.4 compared to the analytical solution of the problem represented
by marquers.

initial velocity discontinuity. At t=0.4, the fastest portion catches up the slower one. As we consider a
pressureless gas formalism for the particles, nothing prevents the particles from accumulating. However,
it must be kept in mind that we do not take collision into account, and the real physical solution would
result in a crossing of the clouds, which is represented by the analytical solution. Simulating jet crossing
is an issue in Eulerian models and and new methods have been recently designed in the literature and
we refer to [14, 4, 22] for references. After the shock has developed, our model is no more valid and the
scheme would have been extended to treat this case, in the same way as it was done in orignally in [9, 8]
for the multi-fluid model. This is the material of a forthcoming paper. The conclusion of that test-case
study reveals that our numerical approach is highly accurate in relation to transport and evaporation and
still preserves the realizability condition even in the presence of singularity formation due to pressureless
gas dynamics thanks to the design of the proposed kinetic schemes.

5.2. Two dimensional dynamics of a droplet cloud in Taylor-Green vortices
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Figure 4: (left) Taylor-Green configuration for the gas vorticity field, (right) Initial condition for the droplets, composed of a
motionless cloud. The droplet mass is represented, which is reconstructed from the first four size moments: (m0, m1, m2, m3)

Let us test our high order moment method in a multi-dimensional configuration with vortices: the 2-D
Taylor-Green vortex flow, a steady solution of the inviscid incompressible Euler equations. The gaseous
non-dimensional velocity field is then given by ug,x = sin(2 π x) cos(2 π y) for its horizontal component
and ug,y = − cos(2 π x) sin(2 π y) for its vertical one, with (x, y) ∈ [0, 1]2 and with periodic boundary
conditions. The structure of the flow field is presented in Fig. 4-left through the velocity vectors. The
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initialization of the spray corresponds to a motionless cloud overlapping two different vortex areas, which
will be dragged by the gas. Figure 4-right shows the initial spatial mass distribution provided by a
cardinal sinus function. The size distribution of the droplets is initially uniform, with a NDF as well the
corresponding mass distribution function represented in Fig. 5.
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Figure 5: (left) Initial size distribution for the particles (solid line), its reconstruction by the Entropy Maximization from
its first 4 moments (dashed line) and initial mass distribution for the multi-fluid method (piece constant function). (right)
Corresponding mass distribution.
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Figure 6: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices, computed with the high order
moment method. Droplet mass at time t = 0.5 (top-left), t = 1 (top-right), t = 1.5 (bottom-left), t = 2 (bottom-right).
The computation is carried out in a 200× 200 grid.
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Two sets of computations are launched, one for the high order moment method and the other one for
the multi-fluid model with ten sections. Both are done till the non dimensional time t = 2, corresponding
to two eddy turn over times. Moreover, we have chosen a 200 × 200 grid cell, to ensure that we have a
sufficiently detailed description of the field and, as in the earlier cases, the CFL number is equal to one.
The results of the multi-fluid model are used as the reference to validate our method. The field compared
between the two results is the droplet mass which is naturally solved in the multi-fluid model, whereas
it is reconstructed from the four moments (m0, m1, m2, m3) in the high order moment method, using the
reconstruction fME computed by Entropy Maximization [30].
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Figure 7: Results for spray dynamics dragged by the gas field made of Taylor-Green vortices, computed with the multi-
fluid method for ten sections. Droplet mass at time t = 0.5 (top-left), t = 1 (top-right), t = 1.5 (bottom-left), t = 2
(bottom-right). The computation is carried out in a 100× 100 grid.

The particle Stokes number of the distribution is initially 0.017 for the high order moment method,
and ranges from 0.0028 to 0.045 for the multi-fluid model with ten sections. The spray evaporation
rate is set as K = 0.27. Figures 6 and 7 show the evolution of the spatial mass distribution for both
computation. Due to the cloud initial location, two parts of it are dragged by two different vortices. That
is why the main part of the cloud is dragged in the top-left vortex, whereas a smaller part of the cloud is
dragged in the top-right vortex. From [28, 7, 29], we know that there exists a critical value Stc = 1/8π
(≈ 0.0398) which separates two regimes. For St < Stc, the particles cannot escape from the Taylor-Green
vortices while, for St ≥ Stc, they are ejected out of their original vortices. This explains that, with the
multi-fluid method, a part of the mass is in the bottom vortices: Stokes number under consideration goes
beyond Stc for the last sections. However, this is not captured by the high order moment method since
only one averaged Stokes number is considered and is lower than Stc.

However, the general notice is that the level of comparison is very good. Indeed, results at t = 0.5
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and t = 1 are very similar between the two methods. At time t = 1.5 and t = 2, the fact that the droplets
are dragged faster in the case of the high order moment method comes from the computation of the drag
term. In both models, the Stokes number writes θS, where θ is defined in 2.2 and S is the average droplet

surface of the distribution. In the case of the multi-fluid model, S = 3
5 (S

5/2
i+1 − S

5/2
i )/(S

3/2
i+1 − S

3/2
i ) [24].

As indicated in Fig. 5-right, the sections with the highest mass are between 0.44 and 0.6, so that S is
approximately 0.52. In the case of the the high order moment method, S = m1/m0 = 0, 3487. In terms
of dynamics, our model only considers the particle mean velocity. Meanwhile, ten sections are considered
for this case in the multi-fluid model, which amounts to ten different fluids with their own velocity. The
spray dynamics conditioned on size is thus better resolved in the multi-fluid model. Nevertheless, in
order to assess the accuracy of the models in terms of mean dynamics of the droplets, we have performed
some studies on the evolution of the mean droplet size through evaporation. First, Fig. 8-left displays
the evolution of the droplet mass through evaporation of a motionless cloud. It can be concluded that
the multi-fluid model, with ten sections, is not as accurate as the high order moment method. Further
comparisons and conclusions can be found in [30]. In a second study, the evolution of the mean particle
size through evaporation, given by both the models, are compared. It can be seen in Fig. 8-right that
the high order moment method is more accurate than the multi-fluid model in assessing the dynamical
value of m1/m0. That means that, the term of mean drag, and thus the mean particle velocity is better
solved by the high order moment method than the multi-fluid model. Remarkably enough, even with
40 sections, the multi-fluid model does not give as good results as the high order moment method. The
conclusion to be drawn from the previous elements is that, even if the multi-fluid is able to capture the
details of the dynamics conditioned on droplet size, the mean dynamics, for droplets below the critical
Stokes number, is very well captured, even better captured, compared to the multi-fluid model. On the
other hand let us recall that the accuracy of the description of the size distribution function is better in
the high order moment method, this is discussed in [30].

Finally we would like to emphasize the fact that, to solve this problem, only six equations are solved
in our model, whereas three equations per section are solved in the multi-fluid model, for a total of thirty
equations, in two dimensions in space.

0 0,4 0,8 1,2 1,6 2 2,4 2,8 3,2 3,6
t

0

0,05

0,1

0,15

0,2

0,25

0,3

av
er

ag
ed

 s
ur

fa
ce

0 0,4 0,8 1,2 1,6 2 2,4 2,8 3,2 3,6
t

0

0,2

0,4

0,6

0,8

1

m
as

s 
de

ns
ity

 r
el

at
iv

el
y 

to
 th

e 
in

iti
al

 v
al

ue

Figure 8: (Left) Evolution of the droplet mass of a motionless cloud through evaporation with a d2 law, and comparison with
the analytical solution. (Right) Evolution of the mean particle size through evaporation, and comparison with the analytical
solution. Black solid curve: analytical solution; triangles: high order moment method; dashed red curve: multi-fluid model
with ten sections; violet dots: multi-fluid model with 40 sections.

The critical question of time efficiency is addressed in a study comparing the computation time
required for the high order moment method and for the multi-fluid model with ten sections, on the
configuration described above. Three different computations have been performed, first on a 50, then on
a 100 × 100 and finally on a 200 × 200 cell grid. For each computation, the total CPU time is assessed.
Moreover, in order to evaluate the relative importance of the phase space and physical space transport,
the time spent in each and every routine is recorded. Table 1 displays the results of the analysis on the
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total computation time and the relative time spent for the resolution of transport in phase space and
physical space, respectively. This analysis points out the time efficiency of the high order moment method
(EMSM), which is about 4 times faster than the multi-fluid method (MF). This is a real achievement, given
the quality of the comparison of the results. The second result provided is that the relative importance of
phase space transport decreases as the number of cells increases. Moreover, Table 2 compares the number
of variables solved for each operator resolution, for both models. For phase transport, six variables must
be solved in the case of the high order moment method (the four size moments and the two components
of the velocity), while fME , the reconstructed NDF is obtained from the moments by an iterative solver.
On the other hand, three variables per section, the mass (denoted m3/2 as it is proportional to the size
moment of order 3/2) and the two components of the velocity, are explicitly solved in the case of the
multi-fluid model, which amounts to thirty variables in total. For physical transport, six variables must
be solved in the case of the high order moment method, whereas, the same thirty must be solved in the
case of the multi-fluid model. It also gives the ratio between the computation time of the multi-fluid
to the computation time of the high order moment method. Table 2 shows that the term for which
the resolution is done with the biggest computation time difference between the two models is physical
transport, i.e the multi-fluid (with ten sections) resolution lasts four times as long as the resolution with
the high order moment method. Extrapolating from these results, we can legitimately expect that this
ratio will become higher in three dimensions, and that our new method will be much faster than the
multi-fluid model, especially since most of the computation time will be devoted to transport in physical
space. We also notice that the phase space transport can easily be parallelized. As a result, our new
method proves to be very attractive for three-dimensional configurations.

Grid 50 × 50 100 × 100 200 × 200

Phase Physical Total (s) Phase Physical Total (s) Phase Physical Total (s)

EMSM 49.6 % 50.4% 52 43% 57% 318 34.5% 65.5% 2140
MF 56.79% 43.21% 205 47.25% 52.75% 1269 38.39% 61.61% 8461

Ratio 4.5 3.4 3.9 4.4 3.7 4 4.4 3.7 3.9

Table 1: Computation time comparison between the high order moment method (MMS) and the multi-fluid method (MF).
Phase denotes the relative time (in pourcent of the total time) spent for phase space transport (evaporation and drag).
Physical denotes the relative time (in pourcent of the total time). Total denotes the total computation time (in seconds)

EMSM MF Ratio time

Phase m0, m1, m2, m3, +fME , 10 × (m3/2, u, v)
u, v

= 6 variables + fME = 30 variables 4.4
Physical m0, m1, m2, m3, 10 × (m3/2, u, v)

u, v
= 6 variables = 30 variables 3.6

Table 2: Comparison of the number of variables for the high order moment (MMS) and the multi-fluid (MF), for phase
space and physical space transport. The last column represents the approximate ratio of the computational time spent for
the multi-fluid model to the time spent for high order moment method, in the phase and physical transport respectively

5.3. Polydisperse evaporating spray in a turbulent free jet configuration

In this third test-case the high order moment method is assessed on a 2-D Cartesian weakly turbulent
free jet. A polydisperse spray is injected in the jet core with the size distribution represented in Fig. 5-left.
The simulations are conducted with an academic solver, coupling the ASPHODELE solver, developed
at CORIA by Julien Reveillon and collaborators [36, 37], with the Eulerian solver MUSES3D [7, 29]
developed at EM2C Laboratory, using the models and the numerical scheme presented in these article.
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The ASPHODELE solver couples a Eulerian description of the gas phase with a Lagrangian description
of the spray.

As far as the gas phase is concerned, a 2-D Cartesian low Mach number compressible solver is used.
The gas jet is computed on a 400×200 uniformly spaced grid. To destabilize the jet, we inject turbulence
using the Klein method with 10% fluctuations [23]. The Reynolds number based on U0, ν0 and L0 is
1, 000, where U0 is the injection velocity and L0 is the jet width. Dimensional quantities for illustration
purposes will be based on a velocity of U0 = 1 m/s and L0 = 1.5 × 10−2 m, with typical value of
ν0 = 1.6 × 10−5 m2/s. Finally we have ρl/ρg = 580. The gas vorticity is presented in Fig. 9.

Figure 9: Free-jet configuration at time t = 20. Gas vorticity on a 400 × 200 grid.

As in the previous case studies, in order to validate the developments detailed in this article, two
computations have been performed, one with our model and the second with the multi-fluid model. The
efficiency of the multi-fluid model in describing polydisperse evaporating sprays has been demonstrated
in [8, 22].

This free jet case is computed with an evaporating spray having an evaporation coefficient K = 0.07.
The particle Stokes number is 0.275 for the high order moment method, corresponding to a diameter
d0 = 75µm, and ranges from St = 0.047 to St = 0.75 for the multi-fluid model with ten section,
corresponding to diameters from d0 = 5µm to d0 = 85µm. In order to correctly describe the evaporation
process with the multi-fluid model, ten sections are considered, whereas only one section is required in
the computation using the high order moment model. The computation runs until t = 20. Figure 10
displays the final mass fields for the spray. The level of comparison between the two resulting fields is
very good. One can nevertheless notice a slight difference, i.e in the multi-fluid model with ten sections,
the spray is less evaporated.

Since, our primary interest is in combustion applications, the paramount objective of evaporating
spray modeling is prediction of the gas-phase fuel mass fraction. Therefore we present comparisons
between the gas-phase fuel mass fraction obtained from the high order moment model and multi-fluid
descriptions of the spray. These simulations were once again accomplished using one-way coupling. As a
consequence, the evaporated fuel is not added as a mass source term in the gas-phase equations, but is
stored in passive scalars for the gas. The two fields are plotted in Fig 11. These results confirm the quality
of the previous results. The present comparison, by showing clear similarity between the two models,
highlights the efficiency of the Eulerian high order moment model and the associated numerical schemes
in describing polydisperse evaporating sprays. It has both the ability to cope with exactly zero droplet
mass density and model singularities formation as well as the capability to propose an accurate Eulerian
treatment of the polydisperse evaporating spray with a very limited amount of numerical diffusion such
as the schemes developed for the multi-fluid model presented in [8, 22, 7, 18, 17].

These results are a first significant step towards combustion computations with full two-way coupling
or flame dynamics in 3D such as the simulations presented in [18, 17] .
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Figure 10: Total mass density of the polydisperse evaporating spray. (Top) Results at time t = 15. (Bottom) Results at
time t = 20. (Left) High order moment method. (Right) Multi-fluid model with ten sections. The computation is carried
out in a 400× 200 grid

Figure 11: Comparison of the gas-phase fuel mass fraction. (Top) Results at time t = 15. (Bottom) Results at time
t = 20. (Left) High order moment method. (Right) Multi-fluid model with ten sections. The computation is carried out in
a 400 × 200 grid

6. Conclusion

The aim of this paper was to present a robust scheme which is capable of advecting size moments of a
distribution function of an aerosol or a spray with a very low level of numerical diffusion. This issue is not
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only limited to aerosols and sprays, but impacts every field where successive integer moment methods are
involved. In this paper, we provide a viable, second order in space and time and cost-effective solution
to this persistent problem which usually suffers from stability and realizability difficulties. This scheme
has been devised using some algebra based on moment theory [10]. The moments are not the quantities
which are directly transported. Instead we use the canonical moments which are much more easier to
control, and allow the moment vector to stay in the moment space by transporting them separately. This
method paves the way to better computing and explaining predictivity capacities of Eulerian models with
respect to Lagrangian models.

Furthermore, it has been coupled with a method resolving droplet evaporation by an operator splitting
algorithm, which shows the modularity of these operators. The proposed model and numerical methods
can thus be easily coupled to a diffusion or break-up/coalescence model. The description of evaporation
and advection of a polydisperse spray has been shown to be at least as accurate as the multi-fluid model
in the mean, whereas the computational cost can thus be reduced substantially, all the more toward 3D
simulations. It is important to notice the limitations of such an approach, since only one velocity field for
the whole droplet range is considered: it will be very precise as long as the droplet Stokes number remain
below the critical Stokes number associated to droplet crossing. For more inertial droplets, as presented
in [30], we can consider several size intervals corresponding to similar droplet dynamics, the smaller one
being devoted to the droplets with a Stokes number below the critical one. For more inertial droplets,
we have to extend the model to droplet crossing trajectory.

This work thus enlightens an interesting perspective for the use of Eulerian models in the simulation
of high Knudsen number spray, taking advantage of the work done in [14, 9, 16, 8, 22]. The ground idea is
to use a high order moment method for velocity moments combined with quadrature method of moments
(QMOM) such as recently done in [42] for droplets with Stokes numbers higher than the critical one.
Eventually, a major achievement would be to reach high accuracy in a code, with the dual capability
to account for evaporation of sprays, as well as take into account droplet trajectory crossings for more
inertial droplets, while using the method presented in this contribution for the whole size range below
the critical Stokes number where a single velocity has been shown to be accurate.
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réactifs - TH/CFD/05/74, PhD thesis, Institut National Polytechnique de Toulouse, 2005.

[35] D. Ramkrishna and A. G. Fredrickson, Population Balances: Theory and Applications to
Particulate Systems in Engineering, Academic Press, 2000.

[36] J. Reveillon, DNS of spray combustion, dispersion evaporation and combustion, in Computational
Models for Turbulent Multiphase Reacting Flows, vol. 492 of CISM Courses and Lectures, Springer-
WienNewYork, Vienna, 2007, p. 229. Editors D.L. Marchisio and R. O. Fox, Udine, July 2006.

[37] J. Reveillon and F. Demoulin, Effects of the preferential segregation of droplets on evaporation
and turbulent mixing, Journal of Fluid Mechanics, 583 (2007), pp. 273–302.

[38] G. Strang, On the construction and comparison of difference schemes, SIAM Journal of Numerical
Analysis, 5 (1968), pp. 506–517.



REFERENCES 29

[39] H. Struchtrup, Macroscopic transport equations for rarefied gas flows, Interaction of Mechanics
and Mathematics, Springer, Berlin, 2005. Approximation methods in kinetic theory.

[40] F. A. Williams, Spray combustion and atomization, Phys. Fluids, 1 (1958), pp. 541–545.

[41] D. L. Wright, Numerical advection of moments of the particle size distribution in Eulerian models,
Journal of Aerosol Science, 38 (2007), pp. 352–369.

[42] C. Yuan and R. O. Fox, Conditional quadrature method of moments for kinetic equations, Journal
of Computational Physics (submitted), (2010).


