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Chapter 1. Temporal Organization of Cued Speech
Production

D. Beautemps, M.-A. Cathiard, V. Attina, C. Savaxaand A. Arnal

1.1 Introduction

Speech communication is multi-modal by nature.sltwiell known that hearing people use both
auditory and visual information for speech perampt{Reisberg, McLean et al. 1987)For deaf
people visual speech constitutes the main speedalito Listeners with hearing loss who have been
orally educated typically rely on speech-readingdoion lip and facial visual information. However
due to the similarity in the visual lip shapes pésch units lip-reading alone is not sufficientvek

the best speech-readers do not identify more titapescent of phonemes in nonsense syllables
(Owens and Blazek 1985) or in words or sentencemndein, Demorest et al. 2000).

This chapter deals with Cued Speech, a manual autgtien for lipreading visual information.
Our interest in this method was motivated by itfedfveness in allowing access to complete
phonological representations of speech for deapleeioom the age of one month, access to language
and eventually performance in reading and writimglar to that of hearing people. Finally with the
current high level of development of cochlear imdathis method helps facilitate access to the
auditory modality.

A large amount of work has been devoted to thecgifeness of Cued Speech but none has
investigated the motor organisation of Cued Speectuction, i.e. the coarticulation of Cued Speech
articulators. Why might the production of an aciéi system as long ago as 1967 be of interest?PtApa
from the clear evidence that such a coding systelpshin acquiring another artificial system such as
reading, Cued Speech provides a unique opporttmistudy lip-hand coordination at syllable level.
This contribution presents a study of the temporghnisation of the manual cue in relation to the
movement of the lips and the acoustic indices @& torresponding speech sound, in order to
characterise the nature of the syllabic structfi€@ued Speech with reference to speech coartionlati

1.2 Overview on Manual Cueing
1.2.1 Cued Speech System

Cued Speech was designed to complement speecimgeadDeveloped by Cornett (Cornett 1967;
Cornett 1982), the system is based on the assmtiatilip shapes to cues formed by the hand. While
uttering the speaker uses one hand to point ouffgppositions around the mouth, palm towards the
speaker so that the speech-reader can see thebtek hand simultaneously with the lips. The cues
are formed along two parameters: hand placemenhand shape. Positions of the hand code vowels
while hand shapes (or configurations) distinguish ¢consonants. In English, eight hand shapes and
four hand placements are used to group phonemesré-iL-1). The primary factor in assignment of
phonemes to groups associated with a single haamokstr hand position is the visual contrast at the
lips (Woodward and Barber 1960). For example, phwsp], [b] and [m], with identical visual
shapes, are linked to different hand shapes whits@mes easily discriminated from the lips alone
are grouped in a single configuration. Each groupomsonants is assigned to a hand shape. For the
highest frequency group the hand shapes that eetpss energy to execute are chosen. The frequency

! In memory of Orin Cornett who invented the Cugmb&h method at Gallaudet University and to Claristi
Benoit who initiated Cued Speech synthesis at@felaboratory (France).



Temporal Organization of Cued Speech Production 3

of appearance of consonant clusters and the difésuthese might present in changing quickly from
one hand configuration to another are also tak&ndocount.

Vowel grouping was worked out similarly with higharity being given to the ease of cueing for
diphthongs. Vowel positions are indicated with ofi¢the fingers. The middle finger is used for bk t

consonant cues except those of thep| 3], [j, tf] and [, {, w] groups, for which the index finger is

used. An exception exists for thetf] group: The middle finger is used as the pointertfie mouth
position, while the index finger is used for théngharynx and side positions.

English Consonants

oI VIR(Y

N N2 N3 N4
d p,3 k v, 0z h, s, r n, b, hw*

L eH fH Y

NS** NG N7 N8
t5 m? f 15 X’ w 95 dS) e rJ) j’ tS

English Vowels and Diphthongs

=4 L

. ) -

Side*** Mouth Chin Throat
a:, A, 98U, 9 ir, 3: 2,6, u: ®, I, U

[~

Ak

.

pr v}

Side-Throat I5iphthong Chin-Throat ISiphthong
eI, oI aI, au

Figure 1-1. Visible cues for English consonantsyeis, and diphthongs (from Cornett 1967). Notes: *
Some teachers of Cued Speech may prefer to cueahil/ plus w; ** This hand shape is also used
for a vowel without a preceding consonant; *** Té¢ide position is used also when a consonant is
cued without a following vowel.

The information given by the hand is not sufficidot phoneme identification. The visible
information of the lips is still essential. The miécation by the lips of a group of look-alike
consonants and the simultaneous identification gfcaup of consonants by the hand shape result in
the identification of a single consonant. Thus ¢henbination of hand shape and hand location with
the information visible on the lips identifies agie consonant-vowel syllable.

The system was based on the CV syllabificationpafesh. The syllable strings GJ€(C,,), as
complex as they can be, are broken down into C\¢s €V being coded both by the shape of the
hand for the consonant and by the place of the loanthe face side for the vowel. When a syllable
consists only of a vowel, this V syllable is codesing hand shape N°5 (Figure 1-1), with the hand at
the appropriate position for the vowel. If a corsmncannot be linked to a vowel, as is the casenwhe
two consonants follow each other or when a congdoisaiollowed by a schwa, the hand is placed at
the side position with the associated consonand Ishape. Diphthongs are considered to be pairs of
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vowels (VV) and are therefore cued with a shiftnfrohe position of the first vowel towards the
position of the second vowel (cf. Figure 1-1).

Finally in the adaptation of Cued Speech to othagliages (more than 50 in Cornett 1988), the
criterion of compatibility with the English versiavas given a higher priority than phoneme frequency
of the considered language. An additional positiext to the cheekbone is needed for coding all
vowels used in French, German, Italian and SpamisiGerman some hand shapes code consonant
clusters directly (as it is the case for the freglyeencounteredff], [{p], [tf] and [v] clusters) to
avoid affecting speech rhythm, a problem that woatdur with frequent consecutive hand shape
modifications (Pierre Lutz, personal communication)

1.2.2 Perceptual Effectiveness of Manual Cueing

The perceptual effectiveness of Cued Speech has deduated in many studies. Nicholls & Ling
(1982) presented 18 profoundly hearing-impaireddedin with CV or VC syllables made up of 28
English consonants together with the vowe)s,[u] in seven conditions with auditory, lip-reading
and manual cue presentations combined. A similsir wes conducted with familiar monosyllabic
nouns inserted in sentences. Under audition (Apelsubjects correctly identified 2.3% syllables,
while scores in lip-reading (L), audition + lip-diag (AL), manual cues alone (C) and audition +
manual cues (AC) reached 30 to 39% without sigarficdifferences. Higher scores were obtained
with lip-reading + manual cues (LC = 83.5%) anditoil + lip-reading + manual cues (ALC =
80.4%). This latter result was also recorded fertdst sentences where the mean scores for keysword
reached more than 90% in the LC and ALC conditions.

Uchanski et al. (1994) confirmed the effectivenefsSued Speech for the identification of various
conversational materials (sentences with high ev fwedictability). The highly trained subjects
obtained mean scores varying from 78% to 97% witledCSpeech against 21% to 62% with lip-
reading alone.

In French Alégria et al (1992) tested deaf childwéro had been exposed to Cued speech early
(before the age of three) both at home and at $chbey compared these early-exposed children with
children exposed late from the age of six and aatlyschool. The subjects exposed early and
intensively to Cued Speech were better lip-read@d better Cued Speech readers in identifying
words and pseudo words. It seems that early expasuCued Speech allows children to develop
more accurate phonological representations (Leyb2@00). Thereafter their reading and writing
skills progress in a similar way to those of hegrahildren since Cued Speech early-exposed deaf
children can use precise grapheme to phoneme porrdsnces (Leybaert 1996).

Finally the studies on working memory of Cued Spedeaf children reveal that they use a
phonological loop probably based on the visual comemts of Cued Speech: mouth shapes, hand
shapes and hand placements (Leybaert and Lech&}.200

1.2.3 Phonological Representations in Cued Speech

Fleetwood and Metzger (1998, p. 29) proposed tma ¢caem, which “refers to an articulatory system
that employs non-manual signals (NMS) found on theuth and the hand shapes and hand
placements of Cued Speech to produce visibly ds&gmbols that represent phonemic (and tonemic)
values”. Neither the production nor the receptibaapustic information or of speech is implied le t
term “cuem’. The authors maintain that Cued Speech can beedet! without production of an
acoustic speech signal. This is the usual situatioan interpreting task where the Cued Speech
speaker translates silently into cues for deaf |[geap the hearing speaker is talking. The authlss a
refer to the studies of Nicholls (1979) and Nichdind Ling (1982), which claim that the acoustic
signal is not necessary in Cued Speech. Nichollsng (1982) found no advantage in audition for
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syllable identification. The score obtained in theed Speech presentation (manual cues alone; C =
36%) was not significantly different from the Audit + Cued Speech score (AC = 39%). Similarly,
there was no difference between the lip-readinguedCSpeech condition (LC = 83.5%) and audition
+ lip-reading + Cued Speech condition (ALC = 80.4%)e pattern of results was quite different for
key words; a better score was recorded for the a&@lition (59.2% for low predictability sentences
and 68.8% for high predictability) than for the Gndition (respectively, 42.9% and 50.0%); in LC
and ALC, key word scores were similar, around 968¢ealing a ceiling effect. The advantage of the
AC condition for key words in sentences was expdias the use of supra-segmental information.
Nicholls & Ling (1982) concluded that speech infation in Cued Speech can be perceived through
vision alone. Fleetwood and Metzger (1998) proposeat the phonological representations
underlying the perception of Cued Speech be defordgd by mouth shapes, hand shapes and hand
positions (Fleetwood and Metzger 1998).

However we think this position may be too restwetiln their taxonomy of tactile speech perception
methods, Oerlemans and Blamey (1998) proposeaglisshing between speech-based and language-
based tactile codes. A code was considered spesgdbwhen the user had direct access to the
articulatory gestures, as in the TADOMA method (@Rdeabinowitz et al. 1985), where the deaf-blind
user directly touches the vocal tract of the speghacing a hand on the latter's face. In contitaest
tactile version of Sign Language was classifiedaaguage-based. If the same taxonomy for visual
perception is used speech-based and language-treetedds can be distinguished. In our view Cued
Speech is clearly a speech-based code since e \ifg and mouth information directly results from
the articulatory gestures. The fact that the emssif sound is not necessary for the production or
reception of Cued Speech does not mean that theeisqulrely visual. We maintain that Cued Speech
Is speech-based in the sense that articulatoryigssare recovered from the visual modality. As we
will show, these visual lip cues are highly depeniden the speech flow for their temporal time-
course.

1.2.4 Face and Hand Coordination for Cued Speech

The fact that manual cues must be associated ipitehlapes to be effective for speech perception
reveals a real coordination between hand and méstlyet no fundamental study has been devoted to
the analysis of the skilled production of Cued $pegestures, i.e. the temporal organisation exjstin
between lip movements and hand gestures in reldtiothe acoustic realisation Except for a
theoretical aside by Cornett pointing out some oanat clusters where speech should be delayed to
leave the hand enough time to reach the corredtigpogCornett 1967, p.9), the problems of cue
presentation timing are only incidentally touchedmthe course of technological investigatibns

In the Cornett Autocuer system (Cornett 1988) aresdefined from the sound recognition of the
pronounced word and are displayed in groups of LBDBgjlasses worn by the speech-reader The

2, The first studies on Cued Speech production werelucted at the ICP laboratory by Attina and egjlees
from 2001 (Attina, Beautemps et al. 2002; Attin@aBtemps et al. 2002; Attina, Beautemps et al. 280ha,
Cathiard et al. 2002; Attina, Beautemps et al. 2@G8na, Beautemps et al. 2003; Cathiard, Attihale 2003;
Attina, Beautemps et al. 2004; Attina, Beautempal.e2004) in the context of a French CNRS “Jeuqeife”
project and a French Research Ministry Cognitivegpgmme. A first prototype of an image-based Cyseesh
synthesiser integrating temporal rules has also bealised (Attina, Beautemps et al. 2003; AttiRaautemps

et al. 2004). A 3D model of Cued Speech gesturésaed (Gibert, Bailly et al. 2004; Gibert, Bailt al. 2004;
Gibert, Bailly et al. 2004; Gibert, Bailly et al0@5).

%, “When two consonants precede a vowel, as in thelateep, the first consonant is cued in the base [side]
position and the hand moves quickly to the vowesifian while the second consonant cue is formed, in
synchronisation with the lip movements. The lipsidd assume the position for the first consonarit sscued,
but one should not begin making the sound untillthed is approaching the position in which the igomatus
consonant and the following vowel are to be cudds Thakes it possible to pronounce the syllablenadly."
This instruction clearly means that the cuer shautdt until the covering [i] vowel gesture has kttbefore
beginning to utter the [s], which is artificiallpded with a schwa instead of its natural [i] congri
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whole process involves a delay of 150 to 200 msHercue display, compared to the production time
of the corresponding sound. This system, desigred idolated words, attained 82% correct
identification.

In the system for the automatic generation of Copeech developed by Duchnowski et al. (2000)
for American English the cues are presented with liblp of pre-recorded hands, and rules for
temporal coordination with sound are proposed. Hyistem uses a phonetic recogniser of audio
speech to obtain a list of phones which are thewexted to a time-marked stream of cue codes. The
appropriate cues are visually displayed by supessimg hand shapes on the video signal of the
speaker's face. The display is presented with aydel two seconds, a delay that is necessary to
correctly identify the cue (since the cue can dyydetermined at the end of each CV syllable). The
superimposed hand shapes are always digitised snafje real hand. Scores of correct word
identification reached a mean value of 66% and wegler than the 35% obtained with speech-
reading alone but they were still under the 90%ll@btained with Manual Cued Speech. This 66%
mean score was obtained for the more efficientlajsralled "synchronous”, in which 100 ms were
allocated to the hand target position and 150 mghéotransition between two positions. In this
"synchronous" display, the time at which cues wisplayed was advanced by 100 ms relative to the
start time determined by the recogniser; i.e. fmpsconsonants, the detected instant of acoustic
silence (Duchnowski, personal communication). Haigance was fixed empirically by the authors.

In these investigations, the time of cue preseorias related only to the corresponding acoustic
events: there is no discussion of the relation betwcue presentation and lip motion. However it is
well known that lip gesture can anticipate acoustilisation (Perkell 1990; Abry, Lallouache et al
1996 for French). In the Autocuer system the cuesgmtation is automatically later than lip motion.
The impact of this delay was not evaluated andidbatification scores were still high for isolated
words. On the other hand, the closer timing oftthiad to the acoustic realisation is a key factahin
improvement of the Duchnowski et al (2000) systémrshould be stressed that this later system
functions with continuous speech and uses hand tues it is closer to Manual Cued Speech
conditions than the Autocuer .

1.3 First Results on Cued Speech Production

It has been mentioned that the Cued Speech systdrased on CV syllabic organisation, the hand
giving information on both the consonant and thevelo The shifting of the hand between two hand
positions corresponds to the vocalic transition gredhand shape (or finger configuration) consgut
the consonant information. The main objective @f gection is to determine precisely how the hand
gestureco-produces the consonantal and vocalic information. In shisrthe temporal organisation of
vocalic and consonant hand gestures similar t@tbanisation of speech, as revealed by the cldssica
model of coarticulation (Ohman 1967)?

To this end we will examine a comparative studyheftemporal organisation of manual cues with
lip and acoustic gestures. The temporal organisaifoCued Speech articulators is analysed from a
recording of a Cued Speech speaker. The time cafrébe lip parameter and the hand x y co-
ordinates are investigated in relation to acouswents. The occurrence of hand shape formation is
measured in relation to hand position.

1.3.1 The Cued Speech Speaker

The Cued Speech speaker is a 36-year-old Frencildemho has been using Cued Speech at home
with her hearing-impaired child for eight yearseSfualified in Cued Speech for French in 1996 and
regularly translates into Cued Speech code at $choo
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1.3.2 Audiovisual Data

The different parameters involved in the analyséseanderived from the processing of an audio-visual
recording of the Cued Speech speaker. The recondimg made in a soundproof booth, at 50
frames/second. A first camera in wide focus wasl isethe hand and the face. A second one in zoom
mode dedicated to the lips was synchronised with fitst one. The lips were made up in blue.
Coloured marks were placed on the hand for trackiagd movement. A second experiment was
devoted to the analysis of hand shape formatiornhikinvestigation the Cued Speech speaker was
wearing a data glove with two sensors for eachhef five fingers covering the first and second
articulation with an additional sensor between tingers. The sensor raw data ear has a linear
relationship to the deviation angle between tworssys of a finger articulation. The hand positien i
located with the use of coloured marks placed endlove. In both experiments, the subject wore
opaque goggles to protect her eyes against the@dmlspotlight and her head was maintained in a
fixed position with a helmet. Blue marks were pthoa the speaker's goggles as reference points.

Two Betacam recorders had to be synchronised. @b#ginning of the recording session a push
button was activated, switching on the set of LEflaced in the field of the two cameras) during the
first A-frame instant of the video image. This eleabthe correspondence between the time codes of
the two cameras be calculated. The audio line wgssgd in synchrony with the video image. When
the data glove was used a system for synchroniseaiith the audio part was needed. In this system an
audio signal was released at the thumb and inageficontact and recorded on the audio line of the
video tape. Finger contact resulted in a plateatherraw data from the glove sensors measuring the
movement of the two fingers which allowed synchsation of the data glove with the audio
recording. The delay between the time codes ofvtleecameras was calculated using the first system.

The image processing-based automatic extractiotersysleveloped at ICP (Lallouache 1991)
provided a set of lip parameters every 20 ms. Waseho explore the temporal evolution of the
between-lip area (S), which is a good parameterckaracterising sounds at both the acoustic and
articulatory levels. In synchrony with lip area gaeter and audio signal, the x and y co-ordinattes o
the hand mark placed near the wrist were recorilad. beginning and end of hand and lip gesture
transitions were manually labelled at the accelemapeak$ (Schmidt 1988; Perkell 1990). On the
audio signal the beginning and end of the acousttisation for consonants and the vowels were also
labelled.

These two experiments had complementary objectiVs. first explored the movement of the
hand from one hand position to another, i.e. theiartagesture of Cued Speech. Because the hand
shape was fixed, interference with hand shape filomavas avoided. The second experiment tested
the timing of the production of hand shape fornatiorelation to hand position.

*. Velocity and acceleration profiles are derive@ath instant from first and second order developrogthe 4
Hz low pass filtered position, respectively.
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French Consonants

)

Y

()

N°1 N°2 N°3 N°4
p (par) k (car) s (sl) b (bar)
d (dos) v (va) R (rat) n (non)
3 (joue) Z (zut) g (lui)

N°5 * N°6 N°7 N°8

t (toi) I (la) g (gare) j (fille)
m (ami) J (chat) 1) (campng)

i) igre)

w (oui)

French Vowels
A : ~J-":|- '|\_\._'r ) E g

Mouth

Side ** Chin Cheek  Throat
a (me) i(m)  e(mais) bone & (un)
ofay  5(n) u(mou) E(main) y(tu)
@ (rew) 3 (ang) o(fort) o (fey) e (Re)

Figure 1-2. Hand positions and hand shapes uséceirch. Notes: * This hand shape is also used for
a vowel not preceded by a consonant. ** This posits also used when a consonant is isolated or
followed by a schwa.

1.3.3 Experiment 1: Hand Displacement

1.3.3.1 Corpus

Displacement of the hand was analyzed with [CEDX¥,CV,] sequences made up af,[p, t]
consonants for C combined with the vowels [a, igue] for jand V5, i.e., the vowel with the best
visibility for each of the five hand positions diet French code (Figure 1-2).

The choice of consonants was fixed according tar thbial or acoustic characteristics: [m, p]
present a typical bilabial occlusion that appearshe lip video signal as a null lip area, andt]@re
marked by a clear silent period. The hand shape fixasl during the production of the whole
sequence: [m] and [t] are coded with the same Ishiaghe as isolated vowels are (hand shape N°5),
while [p] is associated with hand shape N°1. Theleltorpus contained twenty sequences, such as
[mamamima], for each of the three consonants. Arobnondition with no consonant for the second
(S,) and third (9) syllables was also used, i.e., [m&ymV,], made up of the vowels [a, i, u, @, €] for
V;andV; (e.g., [maaima]). We thus obtained twenty addalosequences. For each of the eighty
sequences the analysis was carried out ony]J@Y [V,] in the absence of a consonant (i.e. on
transitions from the Ssyllable toward Sand from $toward ), in order to avoid the biases inherent
at the beginning of the gesture.

Consider for example the [pupgpu}S$s,; sequence (from the whole [papupgpuls,S:Ss
sequence) in Figure 1-3. The following events vwtermined for the hand trajectory:

* M1 is the beginning of the hand gesture (determimgdicceleration peak) towards the position
corresponding tos5
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* M2 is the hand position target reached (coding B is determined by peak deceleration and
maintained until M3 the instant of peak acceleratmnd the time at which the hand begins the
gesture towards the following position foy @ding;

« M4 corresponds to the 8and target reached. In the case of non-concoedafracceleration events
on x and vy, the first M1 and M3 and the last M2 & points were considered. The hand target is
defined as a time when the hand reaches the thggktin x and y, i.e. between the end of the
transition and the beginning of the transition todgathe following target.

* For lip area, L1 marks the beginning of the vowesttgre. This was easily detectable for sequences
with [p] and [m] consonants, since L1 was coincideith the end of the lip closure phase. We used
the beginning of the acoustical silence to deteentihh in the case of sequences with [t]. L2 is the
lip target instant labelled at the end of the tgmnsition towards the maximal lip-opening targat (i
the case of absence of a lip vocalic plateau tleelaation peak coincided with the maximal lip
value).

« For the corresponding acoustic signal A1 marks#ginning of the consonant of thes8llable.

M2 M3

121
M1
107 e, maz ¢

06 0.8 1 1.2 1.4

Figure 1-3. From top to bottom: horizontal x (cmpavertical y (cm) hand motion paths are shown in
the top two frames (an increase in x means thabdnd moves from the face to the right side, an
increase in y means the hand moves towards thembait the face). The two bottom frames contain

the lip area (cf) time course and the corresponding audio sigmahie [pugpu] sequence.

1.3.3.2 Results
For this analysis we took into account only thesitions from the Ssyllable toward Sand from $
towards & In order to evaluate the coordination between fipnd, and sound, we determined
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different duration intervals. From the events l&®iklon each signal, we located the following
intervals:

M1A1l corresponds to the interval between the b@gm of the manual gesture for &nd the
acoustic consonant closure.

A1M2 is the interval between the acoustic consbolmsure and the onset of the hand target.

M2L2 is the interval between the onset of the hi@ndet and the onset of the lip target of the vowe
of S..

M3L2 is the interval between the lip target and tieginning of the following hand Cued Speech
gesture.

All intervals were computed as arithmetic differesci.e. the second label minus the first. For
example, M1A1l = A1 — M1 (ms). For sequences wittabnsonant in,S;, suchas [maaima], mean
values of 183 ms were obtained for the M1Al intevad 84 ms for the A1IM2 interval, the Al
instant corresponding to the onset of the glotiabh shat the speaker inserted between the productio
of the two consecutive vowels. The hand targetearty in advance of the lip area target (M2L2 = 73
ms). The following hand gesture begins after thadrget (M3L2 = -84 ms).

For sequences with consonants, such as [mamamanmgan value of 239 ms was obtained for
the M1A1 interval. This differed significantly frortine consonant acoustical beginning. The A1M2
interval reached a mean value of 37 ms. The hamgttavas therefore reached during the acoustic
realisation of the consonant in a quasi-synchraiozavith the acoustic closure event. The lip targe
was usually reached after the corresponding haneéttsince a mean value of 256 ms for M2L2 was
obtained. Finally the hand movement towards thieviehg syllable placement began, on average 51
ms before the peak of the vowel lip target (M3L21ms).

In conclusion, the hand gesture begins before tbastical onset of the CV syllable (183 ms and
239 ms) and usually reaches the hand positionleédire the lip target, in fact during the consonant

el [N T !
T @ M 't’J&i

Figure 1-4. Cues for the [mabuma] sequence.

1.3.4 Experiment 2: Hand Shape Formation

This experiment examined the association betwead Bhape formation and consonant information.
The corpus was selected so as to have only onerfagmponent per consonant hand shape transition
in each sequence. For example, the transition f@rto [K], i.e., from hand shape N°1 to hand shape
N°2 (Figure 1-2) is effected by the extension @& thiddle finger. Thus the modification of the hand
shape required only one main sensor of the dateegithis choice was made to simplify data reading.
1.3.4.1 Corpus

Hand shape formation was analysed for two kindsegfiences:

(i) [mVC,VC,V] sequences with the same vowel (V = [a] e]) [were designed to investigate
consonant variation. The;@nd G consonants were [p] and [k], [s] and [b] or [b] dng. This
choice resulted in hand shape modification at fikadd placement (for example, the [mapaka]
sequence is coded at the side position with theogpiate hand shape modifications). Ten
repetitions of each sequence were recorded. THgsiméocused on the & syllable, resulting
in 60 syllables (10 repetitions x 3 consonant gsoxig vowels).

(i) [mV.CV.CV4] sequences varied both vowel and consonant, tiw@ving both hand shape
modification and hand placement transitions. Theu@ G consonants were [p] and [K]]and
[9], [s] and [b], or [b] and [m]. The V1 and V2 vels were [a] and [u], [a] and [e], or [u] and
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[e]. Thus, for the [mabuma] sequence (see Figute deding implicates a transition of the hand
from the side position towards the chin and thecklia the side position, while the hand shape
changes from the N°5 to N°4 configuration and baxkhe N°5. The change from 5 to 4 is
realised with the thumb facing towards the palmveFrepetitions of each sequence were
recorded. The analysis focused on th¥ (yllable, resulting in 60 syllables (5 repetitiong
consonant groups x 3 vowel groups). Since an ecourred in the recording for a realisation of
a [mubemu] sequence, 59 sequences were consiaerensfcorpus.

In all sequences (with vowel-not-changed and vastelnged), the beginning of the consonant (Al) is
labelled on the acoustic signal. The beginninghef finger gesture is marked at the D1 maximum
point of acceleration and the end is marked aDBeleceleration point of the corresponding raw data
trajectory. Similarly for sequences with hand moeeimfrom a hand position to another (case of
vowel-changed sequences), the hand trajectory veaketh by M1 and M2 (Figure 1-5).

1.3.4.2 Results

It should be remembered that the analysis focusdam the second syllable. In order to evaluate th
coordination between sound, finger, and hand diffeduration intervals were derived from the events
labelled on each signal. For all the sequences:

D1Al is the interval between the beginning of tieger gesture and the beginning of the
corresponding acoustic consonant;

AlD2 corresponds to the interval between the mg@of the acoustic consonant and the end of the
digit movement.

In addition, for vowel-changed sequences:
M1A1 is the interval between the beginning of laad movement and the beginning of the acoustic
consonant;

A1M2 corresponds to the interval between the atmwu®nsonantal beginning and the end of the
hand gesture.

500
2
400} 1
M1 ALMZ
MIAL
SDD 1 1 1 1
] 02 0.4 06 0.8 1 1.2
500 T T T T
M1 M2
450} ‘ 1
"—1':":' 1 | 1 1
] 0.z 0.4 06 0.8 1 1.2
200 .
E
100 F AlDz 2
]
]
05t -
]

0.5
0
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Figure 1-5. From top to bottom: Horizontal x (crmdavertical y (cm) hand motion paths are shown in
the top two frames (An increase in x means movhey hand from the face to the right side, an
increase in y means moving the hand towards therabf the face); the bottom two frames contain
the temporal deviation of the raw data of the thufibt articulation glove sensor and the

corresponding acoustic signal for the [mabuma] sage.

As in the first experiment, all intervals were cartgrd as arithmetic differences, i.e. the second
label minus the first label, for example, D1A1 = AD1 (ms).

For the vowel-not-changed sequences (sequences amith hand shape change, the hand
placement being maintained), we obtained mean salfid24 ms for the D1A1 interval and 46.5 ms
for the A1D2 interval. Thus the beginning of thegéer gesture precedes the acoustic beginning of the
consonant. The finger finishes its movement jusrahe beginning of the acoustic realisation @f th
consonant.

For the vowel-changed sequences (both hand shabkaardl placement change), mean values of
171 ms for the D1A1 interval and -3 ms for the Alibferval were obtained. Thus, for the finger
gesture relative to the sound, we observed the smttern as in the previous result. As regards the
hand gesture, mean values of 205 ms for the M1Adnial and 33 ms for the A1M2 interval were
obtained. The hand gesture begins before the figgeture and consequently well before the onset of
the acoustic consonant. The hand target is reaghtite beginning of the acoustic realisation of the
consonant. Finally if we compare duration for hahdpe formation in reference to hand transition
between two hand placements, we note that the nansdinger gesture is encapsulated in the hand
transition.

1.3.5 Summary of the Two Experiments

There is a noticeable convergence in the resultheftwo experiments. To summarise, for hand
position it was observed that

» the movement of the hand towards its position tegivout 200 ms before the acoustic beginning
of the CV syllable. This implies that the gestuegyins during the preceding syllable, i.e. during th
preceding vowel,

« the hand target is attained at the beginning oftimistic consonant beginning;
« this hand target is therefore reached on avera@er2Sbefore the vowel lip target.

These three results reveal thticipatory gesture of the hand motion relative to the lipshes
hand placement gesture covers the duration of th@easyllable, with a temporal advance over the
vocalic speech gesture.

Finally, it was observed from the data glove tha hand shape is completely formed at the
instant when the hand target position is reachedaddition it was noticed that the hand shape
formation gesture uses a large part of the hamditran duration.

1.4 General Discussion

1.4.1 Cued Speech Co-production

The consideration of the two Cued Speech componethi the framework of speech control has a
bearing on the future elaboration of a quantitateatrol model for Cued Speech production. For
transmitting consonant information, the controleyis figural, i.e., a postural control of the hand
configuration (finger configuration). The type abntrol for transmitting the vowel information is a

goal-directed movement performed by the wrist aardied by the arm. These two controls are linked
by an in-phase locking. On the other hand, for clpeinere are three types of control:
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() The mandibular open-close oscillation is tloatcol of a cycle, self-initiated and self-paceda@V
Neilage, 1998; Abry, Stefanuto, Vilain & Laboisge002). This is the control of the carrier of
speech, theroximal control that produces the syllabic rhythm.

(i) Following Ohman (1967; see also Vilain, Al&yBadin, 2000), the vowel gesture is produced by
global control of the whole vocal tract — from the glstto the lips --, i.e. a figural or postural
motor control type.

(i) The consonant gesture is produced by the controbitact and pressure performedally along
the vocal tract.

The carried articulators (tongue and lower lip)etigr with their coordinated partners (upper lip,
velum and larynx) are involved in these two digtgbbal and local) controls.

The mandibular and vowel controls are coupled byphiase locking. Consonantal control is
typically in phase with the vowel for the initiabrmsonant of a CV syllable but it can be out-of-ghas
for the coda consonant in a CVC syllable. Finatimsonant gestures in clusters within the onsédter t
coda can be in-phase (e.qg., [psa] or [aps]) oiobphase ([spa] or [asp]).

As regards speech, Cued Speech vowels and consaiegend on the wrist-arcarrier gesture,
which is analogous to the mandibular rhythm. Thetrd of the vowelcarried gesture is a goal-
directed movement which aims at local placemenhefhand around the face. On the other hand, the
consonantarried gesture is a postural (figural) one. Thus the tiypes of control in Cued Speech are
inversely distributed in comparison to speech:dtefiguration of global control of the speech vowel
corresponds to a local control in Cued Speech valsetiee local control for the speech consonant
corresponds to a global control in Cued Speech.

Once speech rhythm has been converted into CuedcBpdiythm (that is a general CV
syllabification with some cluster specificitiesiasGerman), the two carriers (mandible and wriat) ¢
be examined with respect to their temporal coottna i.e. phasing. This CV re-syllabification
means that every consonantal Cued Speech gestilitgevim phase with its vocalic one, which is not
always the case in speech for languages that have tman just CVs. Unlike speech the Cued Speech
consonant gesture never hides the beginning ohtplase vocalic gesture (Ohman’s model). As for
the phasing of the two carried vowel gestureseogperiments made clear that the Cued Speech vowel
gesture did anticipate the speech vowel gesture.

1.4.2 Towards an Upside Down Vision of Cued Speech

The coordination obtained between hand, lips, anchd confirms, in our opinion, the in-principle
validity of the advance (lead) of the hand on tleinsl, programmed as an empirical rule by
Duchnowski et al. (2000) for their automatic Cuegge&ch display. Obviously the range of this
anticipatory behavior will vary with different sgeas, rates etc and should be examined by
subsequent articulatory studies.

These considerations result in quite a rather epdalvn vision of the Cued Speech landscape.
The in-principle advance of the hand over the lips (and on soundjucial for the question of the
integration of manual and lip information. CurrgntCued Speech has been designed as an
augmentation for lip disambiguation. A general @aittseems to appear from our data on the temporal
organisation of hand and lip gestures in the prodn®f successive CV sequences. The hand attains
the vowel placement at the beginning of the CVab# and moves from that position towards a new
one even before the peak acoustic realisation efvdwel and before the corresponding vocalic lip
target is reached. It seems therefore that proolucontrol imposes its temporal organisation on the
perceptual processing of Cued Speech. This org@mdaads us to think that the hand placemernt firs
gives a set of possibilities for the vowel thenlipe then determine a unique solution. This hypsi
has been successfully tested within the framewérgating experiments for phoneme identification
where recognition of CV syllables has been evatliaeross the time course of available online
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information resulting from the coordination of haadd lip motion (see Cathiard, Bouaouni et al.
2004; Attina, 2005; Troille, Cathiard et al. 2007darroille, 2009). These studies demonstrated the
ability of deaf subjects Cued Speech users to mxcthe anticipatory behaviour of the hand in their
Cued Speech perception.
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