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Abstract Ground motion prediction equations
(GMPE) in terms of macroseismic intensity are
a prerequisite for intensity-based shake maps and
seismic hazard assessment and have the advantage
of direct relation to earthquake damage and good
data availability also for historical events. In this
study, we derive GMPE for macroseismic inten-
sity for the Campania region in southern Italy.
This region is highly exposed to the seismic hazard
related to the high seismicity with moderate- to
large-magnitude earthquakes in the Appenninic
belt. The relations are based on physical consid-
erations and are easy to implement for the user.
The uncertainties in earthquake source parame-
ters are accounted for through a Monte Carlo
approach and results are compared to those ob-
tained through a standard regression scheme. One
relation takes into account the finite dimensions of
the fault plane and describes the site intensity as a
function of Joyner–Boore distance. Additionally,
a relation describing the intensity as a function
of epicentral distance is derived for implementa-
tion in cases where the dimensions of the fault
plane are unknown. The relations are based on
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an extensive dataset of macroseismic intensities
for large earthquakes in the Campania region and
are valid in the magnitude range Mw = 6.3–7.0 for
shallow crustal earthquakes. Results indicate that
the uncertainties in earthquake source parameters
are negligible in comparison to the spread in the
intensity data. The GMPE provide a good overall
fit to historical earthquakes in the region and can
provide the intensities for a future earthquake
within 1 intensity unit.
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1 Introduction

The Campania region in southern Italy is highly
exposed to the seismic hazard related to the
high seismicity with moderate- to large-magnitude
earthquakes in the Appenninic belt. Most re-
cently, the destructive Mw = 6.9 Irpinia earth-
quake in 1980 caused more than 3,000 causalities
as well as widespread serious damage to buildings
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and infrastructures throughout the region, under-
lining the crucial importance of seismic hazard
and risk assessment in the region. One measure
in this direction is the efforts towards the imple-
mentation of an earthquake early warning system
(Weber et al. 2007). Most critical in this respect is
the city of Naples, which has a population reach-
ing two million.

When generating shake maps as part of an
earthquake early warning system, an essential pa-
rameter is the attenuation of seismic waves in the
area of interest. Such information is also crucial
in seismic hazard assessment. Modern ground mo-
tion prediction equations (GMPE) are typically
given in terms of recorded ground motion pa-
rameters, for example peak ground acceleration
(PGA) based on strong motion data. When study-
ing the damage potential of large earthquakes,
such PGA-based relations have two drawbacks.
First, the availability of recordings is limited and
therefore one is often forced to apply GMPE
based on recordings from different areas with
similar tectonics. Second, there is no straightfor-
ward way to associate the recorded ground mo-
tions with damage, which is a complex function of
ground motion level, ground shaking duration, lo-
cal site conditions, and building vulnerability. This
also implies that direct conversion from recorded
ground motion (such as PGA) to intensity is asso-
ciated with large scatter.

As an alternative, to overcome these problems,
ground motion attenuation can be expressed in
terms of macroseismic intensity. Intensities have
the major advantage of good data availability, as
data are dependent on the availability of people
and a built environment rather than instrumenta-
tion and therefore can be sampled closer and as
far back in time as historical records allow. Es-

pecially for the Italian territory, a very complete
and extensive dataset of macroseismic intensities
is available. Furthermore, the macroseismic in-
tensity is assigned based on the observed ground
shaking or damage, and thereby, it can be directly
related to the damage potential of future earth-
quakes. Another advantage is that intensity data
are easily understandable by non-seismologists
and easily convertible by risk management teams.

Several previous studies have focused on the
issue of macroseismic intensity attenuation in Italy
(Albarello and D’Amico 2004; Berardi et al. 1993;
Faccioli and Cauzzi 2006; Gasperini 2001; Gómez
2006). The GMPE presented in these studies are
listed in Table 1. Additionally, Sponheuer (1960)
derived special parameters for his relation for se-
lected earthquakes in the Apennines. Most of the
existing models are given as a function of the epi-
central intensity, I0, and some distance measure to
the earthquake source. Berardi et al. (1993) and
Gómez (2006) represent the intensity attenuation
as proportional to the cubic root of epicentral
distance. Gasperini (2001), on the other hand,
concludes that a bilinear attenuation function of
epicentral distance provides the best fit to the ob-
served intensities. Albarello and D’Amico (2004)
derive a relation including both a linear and a
logarithmic term for the hypocentral distance. All
authors provide average relations for the whole
Italian territory, whereas Gómez (2006) provides
three additional relations valid for normal fault
mechanisms, reverse and strike-slip mechanisms
and the Etna area, respectively. This is in line with
comments included by all authors that regional
variations are present in the attenuation pattern
in Italy. The only study based on magnitude in-
stead of epicentral intensity is that of Faccioli
and Cauzzi (2006) who derive a relation based

Table 1 Intensity
prediction equations
for Italy

I0 epicentral intensity,
Repi epicentral distance,
Rh hypocentral distance,
Mw moment magnitude,
RJB Joyner–Boore
distance

Author Relation

Berardi et al. (1993) I = I0 + 0.729 − 1.122 × R1/ 3
epi

Gasperini (2001) I = I0 − 0.52 − 0.056 × Repi × (
Repi ≤ 45km

)

I = I0 − 0.52 − 0.056 × 45 − 0.0217 × (
Repi − 45

)
(
Repi > 45km

)

Albarello and D’Amico (2004) I = 3.6 − 0.003 × Rh − 0.98 × ln (Rh) + 0.705 × I0

Gómez (2006) I = I0 + 1.3096 − 1.1833 × R1/3
epi

Faccioli and Cauzzi (2006) I = 1.0157 + 1.2566 × Mw − 0.6547 × ln
(√

R2
JB + 22

)
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on mainly Italian earthquakes, supplemented with
significant events in the Mediterranean region.

In the current study, we present local GMPE
valid for the Campania region in southern Italy.
One model takes into account the finite extent
of the fault plane and represents the site intensi-
ties as a function of Joyner–Boore distance and
moment magnitude. The other model describes
attenuation as a function of epicentral distance
for implementation in, e.g., early warning systems
or seismic hazard analyses in cases where details
of the fault parameters are not known for all
earthquakes in a catalog. In order to test the effect
of uncertainties in the earthquake source parame-
ters, we derive the relations using an innovative
Monte Carlo approach and compare to the results
of a standard regression technique. As basis for
the relations, we use the extensive dataset of the
DBMI04 database (Stucchi et al. 2007), which is
the most recent database of macroseismic intensi-
ties for Italy.

2 Method

The regressions for GMPE for macroseismic in-
tensity are based on the least-squares regression
method of Stromeyer and Grünthal (2009) for the
well-established and physically based attenuation
model for point sources (Sponheuer 1960):

I = I0−a × log

√
R2 + h2

h2
−b ×

(√
R2 + h2 − h

)
.

(1)

In this expression, I0 is the epicentral intensity, R
is epicentral distance, and h is focal depth, usually
taken as the hypocenter depth. The first term,

a × log
√

R2+h2

h2 , describes the geometrical spread-
ing (having its main effect at short distances) and
the second term, b × (√

R2 + h2 − h
)
, represents

the energy absorption (most significant at larger
distances). The original form of Eq. 1 goes back to
Kövesligethy (1906) and Jánosi (1907) on the basis
of an empirical relationship between intensity and
peak ground acceleration established by Cancani
(1904).

I0 represents the intensity of ground shaking
at the epicenter and provides the link between
Eq. 1 and the strength of the earthquake. It can be
replaced by any magnitude- and depth-dependent
relation, I0 = I0(M, h). Here, we use a regression
model between I0, moment magnitude Mw, and
depth h (Stromeyer et al. 2004):

I0 = c × Mw + d × log (h) + e. (2)

Assuming all input data to be known, Eqs. 1 and 2
define a linear regression problem for the five
parameters a, b , c, d, and e. In the current imple-
mentation, however, the depths of most of the
studied earthquakes are not known. To overcome
this problem, we replace h in Eqs. 1 and 2 by
an “average depth” parameter h∗ representing a
characteristic depth in the region, which is deter-
mined as an additional regression parameter.

In this way, our model becomes nonlinear:

I =c×Mw + e∗−a × log

√
R2+h∗2

h∗2
− b

×
(√

R2+h∗2−h∗
)

. (3)

The parameter e∗ replaces the term d× log(h) + e
in 2, as its single components cannot be separated
when the individual event depths are not known.

Equation 3 is in many respects comparable with
the common type of strong-motion prediction
equations (e.g., Joyner and Boore 1993). For large
earthquakes, the point source assumption fails
and the finiteness of the fault must be accounted
for. We choose to include the finite dimensions
of the fault by defining the distance R as the
Joyner–Boore distance, i.e., the shortest distance
to the surface projection of the rupturing fault
plane. In this respect, a GMPE is derived, which
is symmetric around the surface projection of the
rupturing fault plane.

Input data for the regression is a collection
of intensity data points (IDP) describing the
observed intensity at a given location. To avoid
bias due to variation in the number of observa-
tions for different intensity classes, a weighting
scheme is applied where each intensity class (half
or integer intensity level) is assigned the same
weight in the regression regardless of the num-
ber of observations within the class. Therefore,
the determination of the regression parameters
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a, b , c, e∗, h∗ leads to the weighted least-squares
problem:

min
x

∥
∥ W−1 ( I − A (x))

∥
∥ (4)

where I = (Ii), i = 1, . . ., n, is a vector of n IDP,
A describes the nonlinear attenuation model, W
is an (n × n) weighting matrix with only diagonal
entries, and x = (c, e∗, a, b , h∗) is the parameter
vector to be estimated. The values of the diag-
onal elements of W are chosen in such a way
that (1) they are equal for all data in one in-
tensity class and (2) the sum of squared inverse
weights is equal for all intensity classes (classes
are identically weighted). This defines the weights
up to an arbitrary constant scaling factor which
does not influence the regression solution x but is
important for estimating uncertainties for a new
intensity predicted by the model. The natural way
of rescaling W is such that the mean weighted and
unweighted residuals are equal:

Wnew = Wold

∥
∥ W−1

old (I − A (x))
∥
∥

‖I − A (x)‖ . (5)

The uncertainties in the estimated parameters x
and in predicting a new intensity I for given pre-
dictor values Mw and R are connected with the
covariance matrix C of the parameter estimates
and the mean squared regression error:

σ 2 = ‖ I − A (x) ‖2

n − m
(6)

where m is the dimension of x (the number of
model parameters). For a specified level of cer-
tainty α, the confidence bounds xc for the fitted
parameters x are given by:

xc = x ± t−1 ((1 − α)/2, n − m) · √
diag (C) (7)

where t−1(p, ν) is the inverse of the cumulative
t-distribution for the corresponding probability p
and ν degrees of freedom. For ν ≥ 40, t−1(p, ν) ≈
N−1(p), the inverse of the cumulative standard
normal distribution at p. In this case, a certainty
level of 68.3% (α = 0.683) corresponds to the

standard deviation (1σ) of normally distributed
errors.

Much more interesting in this study is the error
of a new intensity prediction I of the estimated
model. For given predictor values Mw and R, this
can be expressed by:

Ierror = t−1 ((1 − α)/2, n − m) ×
√

σ 2 + yTCy (8)

where y is the Jacobian of Eq. 3 with respect to
the model parameters at the predictor values:

yT = ∂ A
∂x

=
(

Mw, 1,−log

√
R2+h∗2

h∗2
,

−
(√

R2+h∗2−h∗
)

,
∂ A
∂h∗

)
. (9)

3 Data

As input to our analysis, we have extracted macro-
seismic intensity data from the DBMI04 database
(Stucchi et al. 2007). As our main focus is on
the city of Naples, we have included earthquakes
which were felt here with I ≥ 6. Only events with
a minimum of 30 intensity observations are in-
cluded. We focus our study on events occurring
in the Appenninic belt or at shorter distance to
Naples to avoid influence of different tectonic
environments. These criteria lead to the selection
of nine earthquakes, which are listed in Table 2.
Event locations are shown in Fig. 1.

When extracting data from the DBMI04 data-
base, only IDPs which have been assigned a
numerical intensity value have been included,
leaving out data points classified as, for exam-
ple, “felt”. Points which have been assigned an
uncertain intensity value (e.g., 7–8, which means
that the data can be interpreted equally well as
intensity 7 or 8) were given the intermediate half-
integer value (e.g., 7–8 was given the value 7.5).
It should be noted here that this practice, im-
plying a not existing accuracy, is generally not
recommendable (see, e.g., Grünthal 1998 for de-
tails), but we find it necessary as intensities must
be entered as numerical values in the regression
and excluding the “double-intensity” points (7–
8 in our example) would lead to a significant
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Table 2 Earthquakes providing data for the intensity prediction equations

Year Date Ma
w Ib

min Ib
max Ib

0 #IDP

1456 5 Dec 7.0 5 11 10 197
1688 5 Jun 6.7 5 11 11 169
1694 8 Sep 6.9 3 11 10.5 244
1702 14 Mar 6.3 4 10 9.5 31
1732 29 Nov 6.6 5 10.5 10.5 167
1805 26 July 6.6 4 10 10 207
1857 16 Dec 7.0 2 11 10.5 311
1930 23 July 6.4c 2 10 10 498
1980 23 Nov 6.9 2 10 10 1,161

Mw moment magnitude, Imin minimum observed intensity, Imax maximum observed intensity, I0 epicentral intensity, #IDP
number of intensity observations
aFrom CPTI04 catalogue (Gruppo di lavoro CPTI 2004)
bFrom DBMI04 database (Stucchi et al. 2007)
cFrom Emolo et al. (2004)

reduction of the dataset. Furthermore, visual in-
spection indicates that the half-integer intensi-
ties follow the distribution of integer intensities
and thereby are not expected to introduce any
bias in the derived GMPE. When interpreting
intensity predictions from this study, we recom-
mend considering non-integer intensity predic-
tions in a similar manner by assigning predictions
close to a half-integer value the corresponding
“double intensity” value. Only very few sites have
observed intensities smaller than 3, and we there-
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Fig. 1 Locations of the nine earthquakes used in the
regression analysis for intensity prediction equations

fore define 3 as a lower intensity limit in our final
dataset. The available intensity range, epicentral
intensity, and the number of IDPs are listed for
each event in Table 2. The number of observations
in each intensity class for each earthquake is listed
in Table 3.

In order to calculate the Joyner–Boore dis-
tance, it is necessary to determine the location of
the fault plane for each earthquake. Instrumen-
tal recordings exist only for the 1930 and 1980
earthquakes, and for the remaining events, source
parameters based on macroseismic intensity data
have been used. As we are interested also in es-
timating the uncertainty in the derived relations,
we provide the source parameters with an associ-
ated uncertainty. The source parameters and their
uncertainties are listed in Table 4 and details are
given in the following.

Epicenter location, magnitude, strike, and dip
for the 1930 and 1980 earthquakes are taken
from the studies of Emolo et al. (2004) and
Dziewonski et al. (1988), respectively. For the
remaining events, except the one in 1456, source
information is taken from Gasperini et al. (1999)
who derive the epicenter location and strike of
the fault plane based on the distribution of macro-
seismic intensities under the assumption that the
macroseismic field represents the location and ori-
entation of the rupturing fault. The 1456 event
is not included by Gasperini et al. (1999) and
the epicenter location is therefore taken from the
CPTI04 catalogue (Gruppo di lavoro CPTI 2004)
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Table 3 Data distribution in terms of intensity values for the studied earthquakes

Intensity

3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 10.5 11
1456 – – – – 1 – 28 3 22 6 35 18 64 8 9 – 3
1688 – – – – 2 – 15 18 9 10 55 5 32 6 14 – 3
1694 3 3 – – 4 1 2 20 71 14 50 19 21 5 15 15 1
1702 – – 1 – – 1 1 1 1 2 7 7 6 – 4 – –
1732 – – – – 4 – 1 7 2 90 25 13 11 10 2 2 –
1805 – – 3 3 7 2 26 18 65 26 16 12 9 12 8 – –
1857 2 – 15 4 26 – 42 44 51 29 53 12 8 3 16 – 2
1930 17 14 39 13 67 4 52 40 123 43 52 5 6 2 3 – –
1980 107 30 309 35 230 10 188 26 136 2 55 – 9 – 6 – –

which, for the other events, is consistent with the
results of Gasperini et al. (1999). The strike of the
1456 event is taken as the average of three events
with similar intensity distributions and assigned
an uncertainty equal to the largest uncertainty
associated with the three strikes. The location
uncertainties for all epicenters are assumed to be
10 km as is claimed by Gasperini et al. (1999)
to be typical for events in their database. Uncer-
tainties in the strike orientations of the events
are taken as listed by Gasperini et al. (1999). For
the two most recent events, an uncertainty in the
strike of 15◦ is assumed which is also observed as
an appropriate value by Gasperini et al. (1999).

According to the CPTI04 catalogue, the errors
associated with the moment magnitudes of the
studied events are in the range 0.10–0.16. We
find this estimate rather optimistic and choose
to apply the error observed by Gasperini et al.
(1999) of 0.3. There is no information available
in the literature regarding the dip of the fault
planes. As suggested by Gasperini et al. (1999), we
assume a dip of 45◦ and associate it with a rather
large uncertainty of 30◦ to reflect the lack of exact
knowledge.

Based on the information in Table 4, the loca-
tion of the fault plane is determined by assuming
that the hypocenter is located in the center of the

Table 4 Source parameters for the studied earthquakes

Earthquake Lon (◦ E, km) Lat (◦ N, km) Ma
w Strike (deg) Dip (deg)

1456a 14.71 ± 10 41.30 ± 10 7.0 ± 0.3 125b± 27 45c± 30
1688d 14.56 ± 10 41.28 ± 10 6.7 ± 0.3 118 ± 14 45c± 30
1694d 15.34 ± 10 40.88 ± 10 6.9 ± 0.3 121 ± 12 45c± 30
1702d 14.99 ± 10 41.12 ± 10 6.3 ± 0.3 107 ± 189 45c± 30
1732d 15.06 ± 10 41.08 ± 10 6.6 ± 0.3 92 ± 96 45c± 30
1805d 14.47 ± 10 41.50 ± 10 6.6 ± 0.3 124 ± 27 45c± 30
1857d 15.84 ± 10 40.35 ± 10 7.0 ± 0.3 127 ± 11 45c± 30
1930 15.41e± 10 41.06e± 10 6.4f± 0.3 110f± 15 55f± 15
1980g 15.33 ± 10 40.78 ± 10 6.9 ± 0.3 135 ± 15 41 ± 15

Lon longitude, Lat latitude, Mw moment magnitude
aFrom CPTI04 catalogue (Gruppo di lavoro CPTI 2004)
bAverage of 1694, 1805, and 1857 events which have similar intensity distributions
cAssumed following Gasperini et al. (1999)
dFrom Gasperini et al. (1999)
eAverage of Kárník (1969), CNR-PFG (1985), Boschi et al. (1995), Oddone (1930) and the NEIS catalogue
fFrom Emolo et al. (2004)
gDziewonski et al. (1988)
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fault plane which is extended in the strike direc-
tion. This implies that the dip direction of the fault
plane has no influence on the Joyner–Boore dis-
tance, as the surface projection of the fault plane
is independent of dip direction. Fault dimensions
are calculated from the relations of Wells and
Coppersmith (1994) giving rupture length and
rupture width as a function of moment magnitude
for a general focal mechanism.

Not all the studied earthquakes have been pre-
sented with an estimate of the event depth, and
the available depths are expected to be of varying
quality. Postpischl (1985) presents a depth of 25–
60 km for the 1732 event, 10 km for the event
in 1805, and 5–25 km for the one in 1857.
Emolo et al. (2004) found that the 1930 event
occurred at a depth of less than 15 km, whereas
Dziewonski et al. (1988) give a depth of 16 km
for the 1980 event. It was attempted to derive
the event depths through regression for each
event, deriving a relation following Eq. 1, in-
cluding the depth, h, as a parameter to be de-
termined. However, the quality of data for most
of the events is not sufficient for a stable single
event regression. As we furthermore expect all
earthquakes to be crustal, and within a limited
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Fig. 2 Mw vs. Joyner–Boore distance for the studied
dataset

depth range, it was decided to derive GMPE re-
placing the depth h by the “average depth” pa-
rameter h∗ as described in the previous section. It
should be emphasized that in cases where reliable
depth information is available, inclusion of the
actual event depths will lead to improved GMPE.

The final dataset consists of 2,945 IDP cov-
ering the intensity range 3–11 at distances of
0–660 km for earthquakes in the magnitude range
Mw = 6.3–7.0. A plot of the distance ranges cov-
ered for each magnitude is presented in Fig. 2.
From this figure, it is seen that distances more
than 300 km are covered only by a single earth-
quake. Therefore, the final GMPE are valid in the
aforementioned magnitude and intensity ranges
for distances up to 300 km.

4 Results

In order to account for the uncertainties in all
input parameters and get an estimate of the un-
certainty in an intensity assignment, we derive the
GMPE through a Monte Carlo approach, where
we perform one million regressions with input pa-
rameters sampled within the uncertainty bounds
defined for each parameter and compare to the re-
sults of a standard regression procedure. Location,
magnitude, and strike were varied following a
normal distribution with standard deviation equal
to the uncertainties listed in Table 4. As we have
little information about the dip of the fault planes,
this parameter was sampled from a uniform dis-
tribution within the uncertainty bounds. The un-
certainty related to deriving fault dimensions from
the magnitude is not included, as this is already
included through the variation in magnitude. For
each realization, the distances were calculated and
a regression for the parameters (a, b , c, e∗, h∗) was
made. Through this approach, the mean values of
the parameters as well as their uncertainties were
determined.

The obtained regression parameters for
Joyner–Boore and epicentral distance are listed
for the Monte Carlo (MC) approach and a stan-
dard nonlinear regression (Std) in Table 5. The
individual regression parameters show some dif-
ferences among the relations; however, this varia-
tion is to a large extent balanced in such a way
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Table 5 Regression parameters and mean regression errors for Eq. (3)

Regression c e∗ a b h∗ σ

RJB (MC) 0.658 5.127 3.991 0.0012 10.761 0.948
RJB (Std) 0.986 3.151 3.309 0.0024 5.960 0.941
Repi (MC) 0.690 5.277 6.001 −0.0026 19.665 0.971
Repi (Std) 1.556 −0.428 5.518 −0.0020 15.550 0.972

MC Monte Carlo regression, Std standard regression

that the intensities predicted by Monte Carlo-
based relations are very similar to the ones from
standard regressions, as is illustrated in Fig. 3.

The GMPE for epicentral distance are based
on a point source assumption. Such models can
be of importance for early warning applications
where source dimensions are not available in the
first minutes after an earthquake and in seismic
hazard analyses where the fault dimensions are
not known for all events in an earthquake catalog.
The similar quality of fit for the two distance mea-
sures is due to the intermediate magnitudes of the
earthquakes implying relatively short fault lengths
combined with the relatively shallow dip of the
fault planes. These two factors in combination
lead to isolines of Joyner–Boore distance which

10
0

10
1

10
2

10
3

2

3

4

5

6

7

8

9

10

Distance [km]

In
te

ns
ity

 

 

EPI (Std)
EPI (MC)
JB (Std)
JB (MC)

Fig. 3 Comparison of the four intensity prediction equa-
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Monte Carlo (MC) models, dotted lines are the standard re-
gression (Std) results. EPI epicentral distance, JB Joyner–
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are close to circular, as are the isolines for epicen-
tral distance. This means that the macroseismic
fields derived from the two relations have similar
shapes with slightly larger values of epicentral
distance than for Joyner–Boore distance, as is also
observed in Fig. 3. In applications for long steep-
dipping faults (as is the case, for example, for the
Marmara Sea region, see Sørensen et al. 2009),
this is not the case, and the inclusion of the finite
dimensions of the fault plane leads to a better fit
of the observed intensity field.

The parameters b for epicentral distance in
Table 5 are negative, indicating an increase of
intensity with increasing distance for the energy
absorption term. This can, of course, not be jus-
tified from a physical point of view and reflects
the limitations in our dataset. It can be seen from
Fig. 3 that for distances less than approximately
400 km, this increase is balanced by the anelas-
tic attenuation term, and thereby, the relations
provide correct intensity estimates within its va-
lidity bounds. For larger distances, the relations
for epicentral distance predict unrealistically high
intensities.

The ground shaking level is expected to de-
crease as a function of the distance to the fault
plane rather than the distance to the epicen-
ter, and therefore, the relation based on Joyner–
Boore distance is the most meaningful one from
a physical point of view. However, in cases where
Joyner–Boore distance cannot be calculated, it is
better to use a relation derived based on epicen-
tral distance than to simply use epicentral distance
in a Joyner–Boore-distance-based relation. In this
respect, the relation for epicentral distance is cal-
culated for application purposes only and should,
under no circumstances, be used for extrapolation
outside the validity bounds.
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An interesting observation in Table 5 is that
the mean regression errors obtained using the
Monte Carlo approach are close to identical to
the ones obtained through a standard regres-
sion. These regression errors indicate the level of
uncertainty related to the intensity data. The er-
ror for a new intensity prediction depends addi-
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Fig. 4 Comparison of prediction ranges for the Monte
Carlo (MC) models and the standard regression (Std) re-
sults. The part of the prediction ranges which are common
for the two models are marked as gray. a Joyner–Boore
(JB) distance, b epicentral (EPI) distance

tionally on the covariance matrix C of the fitted
parameters x (Eq. 8), especially on the diagonal
elements of C which are the squared uncertainties
of x. As expected, these variances are consider-
ably larger for the Monte Carlo regression than
for the standard regression (for details, see the
Appendix where the complete covariance matri-
ces are listed). However, in both cases, the influ-
ence of the variance is small in comparison to the
regression error. This is confirmed in Fig. 4 where
the prediction ranges for the Monte Carlo ap-
proach and the standard regression are compared
for the two distance measures. The consequence
of this observation is that the uncertainties related
to the earthquake location and source parameters
have a negligible contribution to the errors in the
derived relations. With the data currently avail-
able, macroseismic intensity in Italy can be pre-
dicted only within the range of approximately one
intensity unit. In this respect, we see no necessity
for propagating the uncertainties related to source
parameters through regressions on intensity data
which are characterized by an uncertainty of more
than half an intensity unit.

As the four derived GMPE provide a com-
parable fit to the data, we show here only the
performance of the relation derived for Joyner–
Boore distance using the Monte Carlo approach.
For each of the studied events, we present in
Fig. 5 the observed intensities in comparison to
the intensity predictions, including also the 68.3%
prediction bounds. Here, we see that the uncer-
tainties are to a large extent related to the spread
in the observed data and that the average trend
of the observations is well reproduced. The per-
formance of the relation is also presented in terms
of residuals (observed - predicted intensity) aver-
aged over 5-km bins and their standard deviations
vs. distance in Fig. 6. At distances of 50–350 km,
where most intensity observations are available,
the mean residuals are small and scattered around
0. At shorter distances, our relation has a tendency
to overestimate the intensities and, in this respect,
represents a conservative estimate. However, the
average residuals are smaller than the stated pre-
diction error of approximately one intensity unit
within the entire distance range.
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Fig. 5 Intensity vs. distance plots comparing the observed
intensities for the studied earthquakes (circles) with the
intensities predicted from Eq. 3 for Joyner–Boore distance

and the Monte Carlo approach (solid red line) including the
68.3% prediction bounds (dotted red lines). a 1456; b 1688;
c 1694; d 1702; e 1732; f 1805; g 1857; h 1930; i 1980

In order to test how robust the attenuation
model is, nine additional regressions were per-
formed where the input events were left out
one by one. The obtained regression parameters
and associated regression errors are presented in
Table 6. For the ten regressions (including the
one for all events), the parameters a and b , which
describe the decay of intensity with distance, are
very similar. Also, the average depth parameter,
h∗, does not vary much. On the other hand, there
is some variation for the parameters c and e∗

which describe the epicentral intensity as a func-
tion of magnitude. As these two parameters are
determined from magnitudes within a relatively
small magnitude range, they are expected to be
much more sensitive to changes in the data. Plot-
ting the intensity prediction as a function of dis-
tance for the ten relations (Fig. 7), however, shows
that the obtained relations predict very similar in-
tensity values, and thereby, the variation in c and

�Fig. 5 (continued)
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Fig. 6 Residuals (observed - predicted intensity) averaged
over 5-km bins and associated standard deviations vs. dis-
tance. The comparison is made for the Monte Carlo based
relation for Joyner–Boore distance

e∗ seems to be balanced for each relation. The two
panels in Fig. 7 show intensity predictions for the
lower and upper magnitude range of validity of
our relations. As expected, the difference between
the relations increases when extrapolating outside
these ranges.

We compare our relations to the already exist-
ing intensity prediction equations for Italy, which
are listed in Table 1. The comparison is based on
the mean regression error for the single events
(Eq. 6), taking into account the appropriate func-
tional forms and number of parameters for the
different models. The results are presented in
Table 7. The comparison shows that all relations
in general provide a similar quality fit to the data.
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Fig. 7 Comparison of the GMPE in Table 6 for an a M =
6.3 earthquake and b 7.0 earthquake. The relation derived
from all events is marked with a red dotted line

Table 6 Regression parameters for Joyner–Boore distance obtained by excluding the events one by one for testing the
robustness of the model

Regression c e∗ a b h∗ σ

All events 0.986 3.151 3.309 0.0024 5.960 0.941
Excluding 1456 0.780 4.523 3.353 0.0022 5.871 0.915
Excluding 1688 0.979 3.136 3.581 0.0017 7.197 0.925
Excluding 1694 0.914 3.545 3.430 0.0019 6.641 0.937
Excluding 1702 0.773 4.649 3.241 0.0026 5.549 0.939
Excluding 1732 1.051 2.706 3.313 0.0023 5.797 0.945
Excluding 1805 0.923 3.617 3.334 0.0027 6.073 0.942
Excluding 1857 1.251 1.371 3.172 0.0030 5.845 0.940
Excluding 1930 1.155 2.004 3.180 0.0027 5.415 0.909
Excluding 1980 1.010 3.045 3.226 0.0028 5.508 1.045
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Table 7 Comparison of average residuals for the nine earthquakes based on various intensity prediction equations for Italy

1456 1688 1694 1702 1732 1805 1857 1930 1980

This study
RJB 1.180 1.253 0.932 0.860 0.930 0.981 1.018 1.081 0.755
RJB (Monte Carlo) 1.133 1.250 0.930 0.830 0.978 1.034 1.061 1.040 0.780
Repi (Monte Carlo) 1.311 1.206 1.000 0.889 1.030 1.053 1.003 0.996 0.827
Berardi et al. (1993) 1.899 1.110 1.155 1.296 0.709 0.965 0.965 0.993 0.706
Gasperini (2001) 1.602 1.056 0.808 0.900 0.966 0.765 0.825 0.931 1.643
Albarello and D’Amico (2004) 1.821 1.189 1.365 1.723 0.813 1.083 1.065 1.045 0.759
Gómez (2006) 1.620 1.232 0.981 1.002 0.860 0.884 0.949 0.948 0.707
Faccioli and Cauzzi (2006) 1.004 1.166 1.024 1.228 0.797 0.883 1.151 1.176 1.752

Our relations show stable low residuals, whereas
other relations have very high residuals for some
events. This may be due to our relations being
based on data from all the considered earth-
quakes, whereas other relations can be based on
different datasets. The similarity of fit for all rela-
tions with residuals of the order of one intensity
unit is in agreement with the observation that
intensity predictions in Italy are necessarily lim-
ited within a one-intensity-unit range. The wide
range of functional forms all give the possibility
of fitting the data within this range and are as such
equally valid for predicting ground motion inten-
sities. The main strengths of our derived relations,
in addition to being derived for local data from the
Campania region, are twofold. Firstly, they have a
physical basis and give the possibility of account-
ing for the finite dimensions of the fault plane.
Secondly, all uncertainties are accounted for and
the error related to a new intensity prediction
is stated explicitly, giving the user the possibility
of choosing a desired level of conservatism when
applying the relations.

5 Conclusions

In the presented study, we have derived GMPE
for macroseismic intensity for the Campania re-
gion in southern Italy. The relations are based on
physical considerations and have a form which is
straightforward to implement for the user. The
uncertainties in earthquake location and fault pa-
rameters are accounted for in a Monte Carlo ap-
proach and results are compared to the results
obtained with a standard regression technique.
One relation takes into account the finite dimen-

sions of the fault plane and presents the intensity
as a function of Joyner–Boore distance, moment
magnitude, and event depth. The other relation
is derived for application in cases where the fault
dimensions are unknown. This relation is based
on a point source assumption and gives the in-
tensity as a function of epicentral distance. The
GMPE are derived from an extensive dataset of
macroseismic intensities for large earthquakes in
the Campania region and are valid for shallow
crustal earthquakes in the magnitude range Mw =
6.3 − 7.0 and in the distance range 0–300 km. It
is not recommended to extrapolate outside these
validity bounds. The derived relations can pro-
vide the intensities for a future earthquake in
the Campania region within one intensity unit.
The similar prediction errors for a Monte Carlo
approach and a standard regression indicate that
the uncertainties related to the fault definition are
negligible in comparison to those associated with
the individual intensity observations. The latter
are of the order of one intensity unit and limit
the goodness of fit obtainable using any GMPE
for Italy.

Acknowledgements The presented work was carried
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Mapping Tools (GMT, Wessel and Smith 1998).

Appendix

In the following Tables 8, 9, 10, and 11, the
covariance matrices for the four regressions are
presented.
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Table 8 Covariance matrix for Monte Carlo regression for Joyner–Boore distance

c e* a b h*

c 6.320e–2 –4.120e–1 –8.285e–2 2.904e–4 –3.699e–1
e* –4.120e–1 2.702 5.029e–1 –1.799e–3 2.164
a –8.285e–2 5.029e–1 4.537e–1 –1.423e–3 2.076
b 2.904e–4 –1.799e–3 –1.423e–3 4.783e–6 –6.129e–3
h* –3.699e–1 2.164 2.076 –6.129e–3 1.048e+1

The diagonal elements, representing the squared uncertainties of the individual parameters, are marked as gray

Table 9 Covariance matrix for standard regression for Joyner–Boore distance

c e* a b h* 
c 7.060e–3 –4.747e–2 –4.366e–5 3.358e–6 9.795e–4
e* –4.747e–2 3.218e–1 –1.619e–3 –1.644e–5 –2.422e–2
a –4.366e–5 1.619e–3 2.186e–2 –9.331e–5 6.756e–2
b 3.358e–6 –1.644e–5 –9.331e–5 4.940e–7 –2.495e–4
h* 9.795e–4 –2.422e–2 6.756e–2 –2.495e–4 2.822e–1

The diagonal elements, representing the squared uncertainties of the individual parameters, are marked as gray

Table 10 Covariance matrix for Monte Carlo regression for epicentral distance

c e* a b h* 
c 9.970e–2 –6.428e–1 –8.118e–2 2.454e–4 –4.920e–1
e* –6.428e–1 4.211 2.933e–1 –9.836e–4 1.827
a –8.118e–2 2.933e–1 1.357 –3.586e–3 6.994
b 2.454e–4 –9.836e–4 –3.586e–3 9.812e–6 –1.812e–2
h* –4.920e–1 1.827 6.994 –1.812e–2 3.814e+1

The diagonal elements, representing the squared uncertainties of the individual parameters, are marked as gray

Table 11 Covariance matrix for standard regression for epicentral distance

c e* a b h*

c 7.001e–3 –4.645e–2 –7.920e–4 5.052e–6 –6.040e–3
e* –4.645e–2 3.132e–1 4.280e–3 –9.435e–6 –2.994e–2
a –7.920e–4 –4.280e–3 7.945e–2 –2.494e–4 3.133e–1
b 5.052e–6 –9.435e–6 –2.494e–4 8.875e–7 –8.816e–4
h* –6.040e–3 –2.994e–2 3.133e–1 –8.816e–4 1.566

The diagonal elements, representing the squared uncertainties of the individual parameters, are marked as gray
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