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Optical transitions in dilute GaNxAs1−x nitrides: A comparison between ab
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Abstract

Ab initio Troullier-Martins and empirically adjusted Hartwigsen-Goedecker-Hutter pseudopotentials have
been used, within the density functional theory (DFT) framework, to study the optical transitions in the
dilute nitride, GaNxAs1−x. Composition dependence of the energy gap (E−) and the E+ optical transitions
have been computed with the two pseudopotentials. Band anticrossing (BAC) model parameters have been
derived from the composition dependence of the DFT E− and E+ optical transitions, providing DFT-based
analytical expressions for E+(x) and E−(x). The influence of the N configuration (ordered or randomly
distributed in the GaAs host material) has been studied. Random distribution is found to increase the energy
gap E−, compared to ordered structures, but has relatively little effect on the E+ energy. Comparisons with
the experimental and tight-binding data are reported.

Key words: semiconductors, ab initio calculations, optical properties
PACS: 71.55.Eq, 71.20.-b, 71.15.Mb

1. Introduction

The electronegativity and size difference between N and As anions induces many unusual features in the
“highly mismatched” GaAs1−xNx alloys. Besides the large reduction of the energy gap (∼ 100−200 meV for
∼ 1% added in GaAs [1, 2, 3, 4]) and its composition-dependent bowing parameter [1], experimental [2, 3, 4]
or theoretical [5] studies of N incorporation in GaAs also reveal a decrease of the lattice [6] and elastic
[7, 8] constants, and a marked increase of the conduction effective mass [9, 10]. Other features, such as the
presence of a highly localized vibrational mode around the N atom, have been observed experimentally and
explained successfully within the first-principles framework [11, 12]. Dilute nitrides also exhibit a nitrogen-
induced state (E+) above the conduction band minimum, which has been observed in electroreflectance
(ER) [13], photomodulated reflectance (PR) [14, 15] and high-pressure measurements [16]. In contrast to
the redshift of the energy gap (E−) with increasing nitrogen concentration, E+ exhibits a blueshift whose
rate is close to two-thirds of that of the E− redshift.

In this paper, we focus on the optical properties in GaAs1−xNx alloys, particularly on the composition
dependence of the energy gap, its first derivative (dE−/dx) and the E+ energy level. The theoretical in-
vestigation of the composition dependence of the energy gap and its first derivative is motivated by their
influence on the transport properties. In the S-matrix formalism [17], Fahy and O’Reilly [18] showed that,
in the absence of N-N interactions, the n-type scattering cross section σ is proportional to the square of
the derivative, (dE−/dx)

2, of the energy gap E− with respect to the N composition x, if the composition
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dependence of the top of valence band Ev is neglected 1. This formalism has successfully reproduced the
experimental n- and p-type mobilities in the weakly scattering SiGe alloys from first-principles calculations
[19, 20]. However, further calculations indicate that the mobility of carriers in dilute nitrides is substantially
affected by N-N interactions [21].

Optical transition energies, in particular the band-gap, are often poorly reproduced by the DFT single-
particle energy eigenvalues. In this paper, we examine an alternative approach, which returns partially to
the original, empirical pseudopotential method [22]. We retain the self-consistency of the DFT mean-field
approach, but empirically add extra terms to the atomic pseudopotentials in order to reproduce key features
of the low-lying conduction band structures of GaAs and GaN. Our approach is therefore closely related
to the ”Darwin shift” used by Christensen [23] in the context of LMTO (linearized muffin-tin orbital) or
the repulsive potential approach derived by Segev et. al. [24] in the context of LDA norm-conserving
pseudopotential generation. Nevertheless, by opposition to the work done by Segev et. al. [24] where they
apply a repulsive potential at the all electron stage of the pseudopotential generation, we have decided here
to keep the initial ab initio PP and to tune directly only the local part to some selected electronic properties
(see next section for further details). In addition, compared to works done by Christensen [23] in the context
of LMTO (linearized muffin-tin orbital), we have used our empirical atomic potentials within the plane-wave
LDA-DFT framework. Since the DFT band-gap problem is particularly severe in GaAs and GaN, and since
the transport properties are closely related to the composition-dependence of the band-gap, the use of an
empirical pseudopotential method may provide a better indication of material factors affecting the carrier
mobility.

In the present work, we will use Ab initio Troullier-Martins [25] pseudopotentials and empirically adjusted
Hartwigsen-Goedecker-Hutter (HGH) pseudopotentials [26] and a DFT treatment of the self-consistent elec-
tronic interactions 2 to find the optical transition energies. Analytical expressions for the composition
dependence of E− and E+ are derived from the LDA-DFT electronic properties in supercells up to 512
atoms. The paper is organized as follows: The HGH pseudopotentials and our empirical approach are dis-
cussed in the Section II. Section III reports the optical transition energies for different N composition in
dilute GaAs1−xNx alloys, calculated using ordered DFT supercells; comparisons between the ab initio and
empirical pseudopotentials, as well as with the experimental optical data, are given. Section IV studies the
influence of random nitrogen distribution on the optical properties. Section V reports the overall conclu-
sions and an appendix provides the parameters for the valence force field (VFF) method (derived from DFT
calculations in medium-sized supercells), which is used in the structural optimization of large supercells.

2. Method of calculation

Ab initio methods based on density-functional theory (DFT) [27, 28] are by now common and well estab-
lished tools for studying the structural properties of materials [29]. The plane-wave pseudopotential (PP)
approach, combined to the local-density approximation (LDA), has provided a simple framework whose
accuracy and predictive power for structural properties has already been demonstrated in a large variety of
systems. Therefore, we use this LDA-DFT approach in finite “supercells” to represent the crystal. Because
of the computational demands of structural optimization of systems with many atoms, the empirical valence
force field (VFF) [30] method has also been to compute the atomic positions in supercells larger than 216
atoms. As described in detail in the Appendix, we derive the parameters of the VFF model from DFT
calculations of GaAs, GaN and a supercell of Ga32As31N.

We have performed plane-wave pseudopotential LDA-DFT calculations with the Abinit package [31].
Lattice constants and atomic positions are found by total energy minimization in primitive 2-atom, bcc
32-atom, sc 64-atom and fcc 128-atom supercells. Equilibrium structures are achieved when the calculated

1Typically, dEv/dx << dEc/dx in the dilute limit x → 0
2Previous works done by Bellaiche et al. [5] did not include explicitly the LDA approximation for the exchange-correlation

functional.
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force on each atom is less than 5 × 10−5 Ha/Bohr. In larger supercells (sc 216-atom, bcc 256-atom and sc
512-atom), the VFF method has been used to compute the equilibrium position of the atoms (see Appendix
for further details). The lattice constant has been assumed to follow the linear Vegard’s law (in agreement
with our previous LDA-DFT calculations [8]) for its composition dependence. In the ordered supercells (see
Section III), one arsenic atom has been replaced by a nitrogen atom and the high point-group symmetry
(Oh with 48 symmetry operations) gives a greatly reduced computational time.

Brillouin Zone integrations are performed with converged uniform 4 × 4 × 4 �k-point meshes for the sc
8-atom, fcc 16-atom and bcc 32-atom supercells, 2×2×2 �k-point meshes for the sc 64-atom and fcc 128-atom
supercells 3 and 1 × 1 × 1 �k-point meshes in the sc 216-atom, bcc 256-atom and sc 512-atom supercells.
Convergence of the ground state energy is achieved with a plane-wave cutoff energy of 25 Ha.

For the DFT band structure calculations, the pseudopotentials (PP) used are of the Troullier-Martins
type [25] provided by abinit. The LDA-DFT energy gaps computed from Troullier-Martins pseudopoten-
tials (3d state excluded) are 0.515 eV and 2.113 eV for the bulk GaAs and GaN, respectively, which greatly
underestimate [32, 33, 34] the experimental band gaps EGaAs

g = 1.52 eV and EGaN
g = 3.3 eV [35].

Previous works done by Christensen [23] and Segev [24] show that a Gaussian shape at the all-electrons
stage of the PP generation acts primarily on the lowest-energy 1s state, affecting then the higher-lying states
and thus the energy gap through orthogonality of the wave functions. Based on this idea, we have decided
to tune the local part (containing a Gaussian × polynomial function) of the relativistic separable dual-space
Hartwigsen-Goedecker-Hutter (HGH) pseudopotentials [26] to correct the GaAs and GaN band gaps, as well
as their X and L point eigenenergies. Our approach keeps then the non-local part of the PP unchanged,
and avoid the regeneration through an all-electron stage of the PP. In particular, we adjust the rloc and Ci

coefficients in the local part of the pseudopotential,

Vloc(r) =
−Zion

r
erf

(
1√
2
r̄

)
+ exp

(
−1
2
r̄2

)
×

× [
C1 + C2r̄

2 + C3r̄
4 + C4r̄

6
]
, (1)

where r̄ = r/rloc, erf denotes the error function, and Zion is the ionic charge of the atomic core. The
HGH nonlocal contributions, expressed in separable form, Vl(r, r

′) = Vl(r)V
′

l (r
′), where l is the angular

momentum quantum number, were not changed from the initial ab initio scheme [26]. While the ab initio

HGH pseudopotentials fix all the Ci coefficients to zero, we adjusted the Ga and As rloc and Ci sets in
order to fit (by least-squares minimization) the experimental GaAs electronic properties [35]: E=

−1.52 eV,
ΔL = EL − E− = 296 meV, ΔX = EX − E− = 462 meV and m∗ = 0.07me

4. From Equation 1, one sees
that the values of the polynomial coefficients will modify the potential seen by the s, p and d electrons,
and so affect the band structure. The error on the experimental band structure parameters are so small
(typically less than 10 meV from [35] and references within) they can be neglected in the chi-square method.

Convergence for the Kohn-Sham (KS) eigenvalues is achieved with a plane-wave cutoff energy of 25
Hartree. Keeping the cutoff energy at 25 Hartree 5, the rloc and Ci coefficients of the N pseudopotential
have been adjusted to fit the energy gap of the GaN crystal (keeping the Ga pseudopotential the same as
that fitted in GaAs). We obtained an energy gap equal to its experimental value of 3.3 eV. The best relative
positions of the X and L states have been found to be equal to ΔX = 1.1 eV (ΔXexp = 1.221 eV) and

3The fcc 16 and 128-atom supercells correspond to a 2× 2× 2 and 4× 4× 4 fcc 2-atom primitive cells put together. The sc
64-atom supercell is built up with 2× 2× 2 sc 8-atom supercells. The bcc 32-atom supercell is simply a 2× 2× 2 bcc crystal.
Throughout this article, a0 is the conventional cubic lattice constant of the zincblende structure.

4Since the Ci coefficients are correlated, the approach do not suffer of a lack of observations (5 �k-points) compared to the
number of free parameters (10 in GaAs and 5 in GaN). We indeed did not find χ2 = 0 with the number of free parameters
used. Our final set of parameters was simply chosen as the global minimum of χ2. Please note the original ab-initio HGH
parameters give an energy gap of 0.492 eV for GaAs and of 2.317 eV for GaN, i.e. in close agreement with the values obtained
from the TM pseudopotentials.

5For the N pseudopotential, full numerical convergence of the GaN Kohn-Sham eigenvalues required a cutoff of 75 Hartree.
Nevertheless, our empirical approach allows us to consider the cutoff as a free parameter, fixed to a particular value which gives
good convergence of the eigenvalues in the dilute nitride structures, where N concentration is very small (x ∈ [0, 3.125]%).
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rloc C1 C2 C3 C4
Ga 0.4934 0.4404 0.2001 -0.0100 0.0099
As 0.6042 0.0321 0.6145 -0.1997 0.0007
N 0.2009 -6.4884 -5.3360 -2.5231 0.2675

Table 1: Values (in a.u.) of the adjusted coefficients, Ci and rloc, in the local part of the empirical HGH pseudopotentials
(Eq. 1) for Ga, As and N.

ΔL = 2.93 eV (ΔLexp = 2.29 eV). Table 1 gives the values of rloc and Ci obtained for the three atomic species
considered. The corresponding local pseudopotentials are shown in Fig. 1. For the N atom, the significant
difference between the empirical and original ab initio local part is needed to reproduce the experimental
GaN energy gap, while keeping a good agreement with the experimental ΔX and ΔL predictions.

Figure 1: (color online) From the upper to the lower panel, the radial dependence of the local ab initio (dashed line) and
empirical (solid line) HGH pseudopotentials Vloc(r) for the Ga, As and N atoms, respectively.

Fig. 2 shows the band structure for GaAs, calculated with the Troullier-Martins ab initio pseudopotentials
and with the empirically adjusted HGH pseudopotentials. Table 2 lists the important transition energies

Figure 2: (color online) Bulk GaAs band structure along the L− Γ−X lines, calculated with the ab initio Troullier-Martins
(dashed lines) and adjusted empirical HGH (solid lines) pseudopotentials. The top of the valence band (at the Γ point, k = 0)
has been chosen as the zero of energy.

and conduction band masses obtained. The relative positions ΔL and ΔX of the L− and X−points from
the conduction band edge (CBE) minimum (at k = 0) are in agreement with the experimental values
(see Table 2). The energy gap matches the experimental value (E− = 1.42 eV [35]) at T = 300 K. In
addition, the deformation potential of the energy gap (measuring the change of the energy gap due to a
hydrostatic deformation) is found to be equal to −8.58 eV, i.e. in good agreement with the experimental
value, ag = −8.33 eV [35]. (The same calculation with the ab initio TM pseudopotentials give a deformation
potential equal to −8.02 eV.)

3. DFT optical Properties in ordered N configurations

Since we are concerned with the composition dependence of the optical properties in the dilute GaAs1−xNx

regime (nitrogen concentration x → 0), we have studied the band dispersions around the Γ−point (k = 0)
in large supercells (up to 512 atoms), where one As atom has been substituted by one N atom. Table 3 lists
the eigenvalues at the Γ−point in a sc 64-atom supercell, for which the nitrogen concentration, x = 3.125%.
We see that the band-gap is substantially red-shifted from the pure GaAs value of 1.42 eV. Compared to
the experimental redshifts, the rate of change, (E−(x)−E−(x = 0))/x = 145 meV/%, lies within the exper-
imental range ∼ 100− 200 meV for ∼ 1% of N added in GaAs [2, 3, 4, 1]. This large experimental range for
dE−/dx is explained by its large composition dependence (see next section for further details). In agreement
with previous theoretical work of Wang et al [36] and Christensen et al [37], the 4-fold GaAs L conduction
band edge (folding back to the Γ−point in a sc 64-atom supercell) splits into a singlet a(L1c) and a triplet
t(L1c). The singlet lies 805 meV above the conduction band edge and 45 meV below the triplet. The 3-fold

4
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GaAs (LDA-TM) GaAs (empirical-HGH)
E− 0.515 eV (-66%) E− 1.424 eV (-6.3%)
ΔL 461 meV (56%) ΔL 296 meV (0%)
ΔX 905 meV (96%) ΔX 462 meV (0%)
m∗e 0.034 me (-51%) m∗e 0.082 me (17.1%)

Table 2: Bulk GaAs LDA-DFT electronic properties obtained with the LDA Troullier-Martins (TM) norm-conserving pseu-
dopotentials and our empirically adjusted HGH pseudopotentials. The values in brackets show the relative errors (in %),
compared to the experimental data from [35].

states a(Γ1c) a(L1c) t(L1c) e(X1c) a(X1c)
energy (eV) 0.973 1.778 1.823 1.835 1.984

Table 3: GaAs1−xNx (x = 3.125%) eigenvalues at the Γ−point (�k = 0) for the sc 64-atom supercell. The top of the valence
band (at the Γ point, k = 0) has been chosen as the zero of energy.

GaAs X conduction band state also splits into a singlet a(X1c) lying 149 meV above its doublet e(X1c). The
triplet state t(L1c) is 12 meV below the doublet e(X1c). In terms of the band anticrossing model (BAC)
[16] (detailed further in this section), the presence of these singlet states induces an overall repulsion of the
conduction band edge state a(Γ1c), causing the large redshift of the energy gap observed.

In order to identify the DFT energy levels occurring in the optical transitions measured by photomod-
ulated reflectance (PR) [14, 15] and electroreflectance (ER) [13], we compute the dipole transition matrix
element squared, I = | < ψi|p̂|ψV BM > |2, between a selected conduction band i (i being a(Γ1c), a(L1c),
t(L1c), e(X1c), etc.) and the valence band maximum (VBM). The magnitude of I identifies which conduc-
tion states participate in the optical transitions [38]. In the reciprocal space, the dipole matrix element at
the Γ−point (k = 0) may be written as,

I(i, V BM) =

∣∣∣∣∣∣
∑

�G

�GC∗i (�G)CV BM (�G)

∣∣∣∣∣∣
2

, (2)

where the sum runs over the vectors in the reciprocal lattice (�G), and where Ci(�G) and CV BM (�G) are
the coefficients of the plane-wave expansion of the conduction state i and top of the valence band state
respectively. Figure 3 shows the dipole transition matrix elements between the different conduction states i
and the VBM in the sc 64-atom supercell containing one N atom. All the dipole elements vanish, except for
the state i corresponding to the singlet states a(Γ1c), a(L1c), a(X1c). In particular, the a(Γ1c)↔ V BM and
a(L1c)↔ V BM transitions are the largest, indicating that the transitions, EΓ1c−EV BM and EL1c−EV BM

are the good candidates for the experimentally observed E− and E+ transitions, respectively [14, 15, 13, 16].

Figure 3: DFT dipole transition matrix elements squared in arbitrary units from conduction state i to the top of the valence
band (VBM) versus the energy Ei − EV BM .

Table 4 gives the calculated composition dependence of the energy gap E−(x) and of E+(x) − E−(x)
for the empirical HGH (upper panel) and ab initio TM (lower panel) pseudopotentials. The following set
of supercells have been used: sc 64-atom supercell at x = 3.125%; fcc 128-atom supercell at x = 1.5625%;
sc 216-atom supercell at x = 0.9259%; bcc 256-atom supercell at x = 0.78125%; sc 512-atom supercell at
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Empirical pseudopotential

x 3.125 1.5625 0.9259 0.78125 0.3906 0.0
E− 0.973 (45) 1.033 (40) 1.262 (66) 1.293 (69) 1.348 (77) 1.4257 (100)

(E−(x)− E−(0))/x 14.5 25.1 17.7 17.0 19.9 —
E+ − E− 806 (41) 634 (50) 477 (30) 369 (23) 300 (17) —

ab initio pseudopotentials

x 3.125 1.5625 0.9259 0.78125 0.3906 0.0
E− = EGaAsN

− 0.146 (56) 0.221 (54) 0.406 (81) 0.426 (84) 0.472 (91) 0.515 (100)
(E−(x)− E−(0))/x 11.8 18.8 11.8 11.4 11.1 —

E+ − E− 823 (35) 633 (38) 580 (16) 475 (11) 437 (5) —

Table 4: Values of E−(x), (E−(x) − E−(0))/x (in eV), and E+(x) − E−(x) (in meV), for the optical transitions, E−(x) and
E+(x), in GaAs1−xNx, as functions of nitrogen concentration x (in %), calculated in DFT with empirical HGH pseudopotentials
(upper panel) and ab initio TM pseudopotentials (lower panel). The values in brackets indicate the Γ−character (in %) of the
states, a(Γ1c) (2nd row) and a(L1c) (4th row), at each concentration.

x = 0.3906% and 2-atom fcc primitive cell at x = 0%. For the states a(Γ1c) and a(L1c), we have calculated
the GaAs Γ-character as the overlap, |〈ψ|Γ1c〉|2, with the pure GaAs conduction band edge Γ1c state.

Concerning the energy gap variation, (E−(x) − E−(0))/x, both ab initio and empirical pseudopotentials
provide theoretical predictions in reasonable agreement with the experimental range ∼ 100 − 200 meV for
∼ 1% of N added in GaAs [2, 3, 4, 1]. Only the value from the fcc 128-atom supercell deviates substantially
from the mean values of 173 meV/% (empirical pseudopotential) and 117 meV/% (ab initio pseudopotential).
This deviation is explained by the large repulsive N-N strain interaction along the [110]−direction dominating
in this fcc structure [22].

Figure 4 shows the calculated composition-dependence of the optical transition energies, E−(x) and
E+(x). Based on earlier work of Shan et al [16], O’Reilly et al [39] reported that the composition dependence
of the E− and E+ energy levels may be described by the band anti-crossing (BAC) Hamiltonian,

ĤBAC =

∣∣∣∣ EN + (α−Δ)x β
√
x

β
√
x Ec + (α+Δ)x

∣∣∣∣ , (3)

where the matrix element [40], V = β
√
x, describes the interaction between a resonant localized N impurity

level EN and the bulk GaAs conduction band edge Ec. The eigenvalues of ĤBAC ,

E± =
(Ec + EN )

2
+ αx±

±
√(

Ec − EN

2

)2

+ [β2 −Δ(EN − Ec)]x+Δ2x2, (4)

correspond then to the E− and E+ optical transition energies. Fixing the value of Ec at the DFT energy
gap of GaAs, E−(x = 0), the calculated DFT E+ and E− values have been fitted with Eq. (4) by the
least-squares method, using EN , α, β and Δ as free parameters. The results of the fit are shown in Figure
4 for the empirical HGH pseudopotential (upper graph) and the ab initio pseudopotential (lower graph).
For the empirical pseudopotentials, EN − Ec = 158 meV, β = 2.25 eV, α = −4.9 eV and Δ = 11 meV.
Corresponding experimental values are EN−Ec = 150−180 meV from Ref. [41] or EN−Ec = 220−230 meV
and β = 2.6 − 2.7 eV from Refs. [43, 45, 46]. We see that the empirical pseudopotential BAC parameters
are in agreement with the experimental predictions from Wolford et al. [41] for the position of EN . The
interaction parameters β is slightly underestimated, due to the linear contribution α added in the O’Reilly
approach 6. For the ab initio pseudopotentials, EN − Ec = 367 meV, β = 2.07 eV, α = −5.25 eV and

6Fitting E− with the parametric dependence used by Walukiewicz [43], we obtained EN − Ec = 600 meV and β = 4.1 eV.
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Δ = −18 meV (Ec being equal to 0.515 eV here). The large EN − Ec value is due to the overestimation
of EL1c

− EΓ1c
by the ab initio TM pseudopotentials (see Table 2). On the other hand, the other BAC

parameters (β, α and Δ) are close to the values derived with the empirical pseudopotentials.

Figure 4: (color online) Calculated nitrogen composition dependence of E+ and E− transitions, fitted with the BAC model.
The dashed and solid lines show the fitted E+(x) and E−(x), respectively, from Eq.4, with the parameters given in the text.
The calculated energies (circles and stars) have been computed with the empirical HGH (upper graph) and ab initio TM (lower
graph) pseudopotentials.

4. DFT optical Properties in disordered N configurations

To determine the effect of a random distribution of N atoms in the dilute nitrides on the optical properties,
we have studied bcc 256-atom supercells, where 2, 3 and 4 As atoms have been randomly substituted
by N atoms, covering thus the nitrogen concentrations x = 1.5625%, x = 2.34375% and x = 3.125%
respectively. The relaxed atomic positions have been computed with the VFF approach (see Appendix).
Lattice constants have been assumed to follow the Vegard’s law [8]. Using our empirical pseudopotentials,
the DFT band structures have been calculated on a set of 15 randomly generated N atomic configurations
for each concentration (x = 1.5625%, x = 2.34375% and x = 3.125%).

At a given concentration, we have calculated the dipole transition matrix elements (Equation 2) for the
15 individual N configurations: Iν(Ei, EV BM ) where ν = 1, · · · , 15 and i (V BM) denotes the conduction
band (valence band maximum) index with energy Ei (EV BM ). The histograms in Figure 5 have then been
obtained by binning the contributions from the 15 random configurations,

Itot(E,EV BM ) =

15∑
ν=1

Iν(Ei, EV BM )

on the energy axisE. The bin width is 50 meV. On each individual histogram (at x = 1.5625%, x = 2.34375%
and x = 3.125%), two prominent peaks, associated with the E− and E+ levels, can be observed. We fit each
of these peaks with a Gaussian (mean μ and standard deviation σ) to obtain the peak positions and widths
indicated in Fig. 5 7.

Compared to the optical transitions computed in the ordered supercells (Table 4), we find the random
distributions of N significantly increase the energy gap (by 186 meV at x = 1.5625% and 121 meV at
x = 3.125%) while the E+ transitions are only slightly affected (+28 and +15 meV at x = 1.5625% and
x = 3.125%, respectively) by the nature of the N configuration. Figure 6 shows the composition dependence

Figure 5: (color online) Calculated histogram of the total dipole transition matrix elements Itot(E, EV BM ) (in arbitrary units)
from conduction states at energy E to the top of the valence band (VBM) for random configurations of N in a 256-atom
supercell, at N concentrations of x = 1.5625% (top panel), x = 2.34375% (middle panel) and x = 3.125% (bottom panel). The
value of μ and σ beside each prominent peak of the histogram indicate the central energy and width, respectively, of the peak.

of the E− and E+ energy levels calculated from these N randomly distributed supercells, together with the
levels computed in the dilute limit at x = 0.78125% (1 N in a bcc 256-atom supercell) and x = 0.390625%
(1 N in a sc 512-atom supercell). The best fit of the BAC model energies to these calculated values of E−(x)
(solid line) and E+(x) (dashed line) has

EN − Ec = 147 meV, β = 1.88 eV, α = −2.0 eVand Δ = 0 meV. (5)

7We found a maximal variation of 25 meV for E+ and E− (μ) when the bin width varies from 10 to 80 meV, or when the
number of samples varies from 10 to 15.
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If one includes the errors on the free parameters got from the chi-square method (errors estimated by
increasing by one unit the normalized χ2 value around its minimal value [44]), we find that all the parameters
derived with the three approaches are identical within the estimated error bars (ab-initio pseudopotentials:
EN − Ec = 367 ± 75 meV, β = 2.07 ± 0.5 eV, α = −5.25 ± 2.7 eV; empirical pseudopotentials + ordered
configurations: EN−Ec = 158±85 meV, β = 2.25±0.41 eV, α = −4.9±2.75 eV; empirical pseudopotentials
+ disordered configurations: EN −Ec = 147± 22 meV, β = 1.88± 0.10 eV, α = −2.00± 0.61 eV). Only the
position of the localized nitrogen level EN−Ec computed with the LDA pseudo potentials is in disagreement
with the other two theoretical (empirical pseudopotentials + ordered or disordered N configuration) and
the experimental predictions EN − Ec = 150− 180 meV from Ref. [41] or EN − Ec = 220− 230 meV from
Refs. [43, 45, 46]. Therefore, the LDA approach must be rejected for any predictions of the composition
dependence of E− and E+.
Comparing the ordered and disordered approaches, the empirical PP combined with the disordered struc-
tures gives a better estimation (reduces the errors) of the BAC parameters. In addition, these parameters
are in better agreement with the derived parameters obtained by Lindsay et al. from tight-binding (TB)
calculations (βTB = 1.95 eV, αTB = −1.3 eV and ΔTB = 0 meV) [47]. Therefore, the BAC parameters
obtained from the empirical pseudopotentials + disordered approach can be chosen to define (through Eq.
4 and parameters listed in Eq. 5) a DFT-based analytical expression of the composition dependence of the
E+(x) and E−(x) states.
Concerning the experimental discrepancy between Ref. [41] and Refs. [43, 45, 46], since no experimental
errors are provided, we can only conclude that our calculations agree with the results obtained by Wolford
et al [41].

Figure 6: (color online) Average E+ and E− energies, computed for random N atomic configurations at N concentrations,
x = 1.5625%, x = 2.34375% and x = 3.125%. The values in the dilute limit, x = 0.78125% and x = 0.390625%, are also
included (see text). The dashed and solid lines show the best fit of E+(x) and E−(x), respectively, within the BAC model
(Eq.4).

Complementing our analysis of the composition dependence of the energy gap E−, and motivated by its
theoretical importance in determining the transport properties (see introduction), Figure 7 shows the com-
position dependence of the energy gap, its first derivative dE−/dx obtained from fitted energy dependence
(Eq. 4) for the three previous schemes: (1) ab initio pseudopotential and (2) empirical pseudopotential
applied to the supercells containing N ordered configuration, and (3) empirical pseudopotential applied to
the supercells with the N atoms randomly distributed. On the same figure, two direct fits (from [43] and
[42] and references within for the experimental data) on the experimental energy gaps are also given. In
particular, the thin solid line on Figure 7 has been taken from Walukiewicz [43] and the thin dashed line from
Tisch et al. [42]. To provide an estimation of the variance of the experimental energy gaps, we found that all
the experimental energy gaps given in [43] follow its fitting curve (thin solid line) within 40 meV (indicated
on Figure 7 by the grey surface). Since we did not find in the literature any experimental estimation of the
error on dE−/dx, such informations are then omitted in our analysis.
On Figure 7-upper graph, one clearly sees that the ab initio pseudopotentials (thick dashed line) gives a
good agreement with the experimental results for the composition dependence of the energy gap (shifted
by its values at x = 0). Nevertheless, its first derivative dE−/dx (Figure 7-lower graph) shows the ab initio

pseudopotentials (dashed curve) fail to reproduce the experimental dE−/dx (thin solid and dashed curves)
dependence in both the dilute (x ≤ 1%) and alloy (x ≥ 1%) regimes. On the other hand, the empirical
pseudopotential applied to the ordered structures (solid line on Figure 7-lower graph) improves the slope
of the energy gap variation in the dilute limit. The discrepancy in the alloy regime is removed for both
the composition dependence of the energy gap (thick dotted line on Figure 7-upper graph) and its first
derivative (thick dotted line on Figure 7-lower graph) only if one applies the empirical pseudopotential to
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the supercells containing a random distribution of N atoms on group V−sites. Therefore, any physical
properties depending on dE−/dx such as the scattering cross section [18] need to be studied using both the
empirical pseudopotential and a random N distribution.

Figure 8 compares the composition dependence of the DFT E+ − E− energy separations computed

Figure 7: (color online) From the top to the bottom: Composition dependence of the energy gap and the first derivative
dE−/dx calculated with the ab initio pseudopotential (dashed line) and the empirical pseudopotential (solid line) in ordered
supercells, and the empirical pseudopotential in disordered supercells (dotted line). The fit to the experimental data have been
taken from Tisch et al. [42] (thin dashed line + grey zone, see text) and Walukiewicz et al (thin solid line) [43].

with the three previous schemes to the experimental data [14, 13, 15, 16], as well as to previous theoretical
works using “artificial Darwin shifts” [37], a strain-dependent functional form of the pseudopotential [48] or
standard ab initio Bachelet pseudopotentials [49]. In particular, Szwacki and Boguslawski [49] obtained the
same agreement to the experimental data than our ab initio approach (dashed line on Fig. 8). Regarding
to the works done by Christensen et al. [37], we also obtain the same results with our empirical approach
in the ordered structures (solid line on Fig. 8). Nevertheless, our comparison between both LDA and EPM
schemes (dashed and solid lines on Fig. 8) shows that a deviation from the empirical predictions appears in
the dilute limit (x ≤ 1%), where the ab initio pseudopotentails fail to reproduce the experimental position
of the L state relative to the energy gap in pure GaAs. Beyond the LDA and EPM schemes in the N or-
dered configurations, our random approach (dotted line on Fig. 8) shows that the large (E+ −E−)(x) local
variations due to the different N symmetry configurations are now removed. Nevertheless, our theoretical
E+−E− energy separations (EPM+N disordered) then agree less (but still within 20%) with the experimen-
tal data. We therefore point out that the random N configurations (modeling better the experimental crystal
than the ordered supercells) underestimate the experimental energy separations. Mattila et al. [48] also
studied in the dilute limit (x < 0.8%) these optical properties with randomly distributed N configurations.
They obtained a better agreement then us to the experimental data, which is explained by their definition
of the E+ as a weighted average of the two a(N) and a(L1c) levels based on their Gamma character [48].
Nevertheless, according to Christensen et al., Szwacki and Boguslawski [49] and the experimental evidences
from Cheong et al. [50], the L-related character of E+ suggests to associate E+ to the a(L1c) level only. By
defining E+ as the first well-defined peak beyond E− in the dipole transition matrix elements I (see Fig.
5), we actually recover this property (see Fig. 3) in the N ordered limit (Christensen [37] and Szwacki [49]
cases).

Figure 8: (color online) Energy separation between the E+ and E− levels versus the nitrogen atomic concentration, computed
with the ab initio pseudopotential (dashed line), the empirical pseudopotential (solid line) and the empirical pseudopotential
in disordered supercells (dotted line); Circles correspond the experimental data taken from [13]; Triangles to the experimental
data taken from [14] and [16] respectively; Diamonds to the experimental data taken from [15].

5. Conclusions

Using first-principles total energy calculations, optical properties have been computed for various concen-
trations x of N in GaNxAs1−x supercells. By modifying the local part of the Hartwigsen-Goedecker-Hutter
(HGH) pseudopotentials, an empirical scheme has been defined to remove the LDA underestimation of the
energy gap and reproduce the correct energies of the L and X states in GaAs.

Three schemes for finding the optical transitions have been considered and compared: (1) ab initio

pseudopotentials (PP) and (2) empirical PP applied to supercells containing an ordered configuration of N
atoms, and (3) empirical PP applied to supercells with a random distribution of N atoms. In agreement with
previous theoretical approaches [49, 37, 48], the calculations of the dipole transition matrix elements allow
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us to identify the singlet a(Γ1c) and a(L1c) states with the experimental optical E− and E+ transitions,
measured by electroreflectance (ER) or photomodulated reflectance (PR) [13, 14, 15]. We find agreement
with the experimental composition dependence of the E+−E− energy separation for the DFT calculations,
computed with the three different schemes.

Concerning the composition dependence of the energy gap and its first derivative with respect to x,
we conclude that only the third scheme involving the empirical pseudopotentials combined with a random
distribution of N atoms, can be used to match the experimental composition dependence of the energy gap
E− and its first derivative dE−/dx. Therefore, any physical properties depending on dE−/dx such as the
carrier scattering cross section [18], must be studied by considering both the empirical corrections to the
ab initio pseudopotentials (or some other correction of the DFT band structure) and supercells containing
a random distribution of N atoms. This is consistent with the conclusions of previous authors [22, 51, 21]
concerning the interaction between nitrogen atoms in this alloy. Please note our empirical HGH pseudopo-
tentials were constructed to reproduce with a good accuracy the optical and electronic properties of GaAsN
in the dilute limit. Nevertheless, further investigations need to be done in order to asses the transferability
of our empirical HGH pseudopotentials in a larger composition range.

By comparing our DFT results with the band anticrossing (BAC) model, we also provide DFT-based
analytical expressions for the composition dependence of the energy gap and the E+ states, which agree
with experiments within 20% for (E+ − E−)(x).
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A. Determination of the free parameters of the VFF model

In order to avoid very time-consuming structural optimization, we have used the valence force field (VFF)
method (with parameters fitted to smaller DFT-optimized structures) to find the relaxed atomic positions
in very large supercells. Within the VFF model implemented in the GULP [52] program, two- and three-body
harmonic potentials are used to model the interatomic interactions, including nearest-neighbor interactions
only. In particular, the potentials may be written as,

V2−body(r) =
1

2
kr(r − r0)2, (6)

where r is the distance between neighboring atoms, and

V3−body =
1

2
kθ(θ − θ0)2, (7)

where θ is the angle between a pair of tetrahedral bonds on a given atom. The parameters kr and kθ specify
bond-stretching and bond-bending forces, respectively, for a given bond type. The parameters r0 and θ0 are
equal to the equilibrium values of r and θ in the simplest, physically motivated model, although they can be
treated as arbitrary fitting parameters, without imposing this physical interpretation. For the various types
of bonds, kAB

r is the bond stretching parameter for bonds between type A and type B atoms, and kABC
θ is

the bond bending parameter between an A-B and a B-C bond, centered on a B-type atom. The set of free
parameters,

kGaAs
r , rGaAs

0 , kGaN
r , rGaN

0 , kAsGaAs
θ , θAsGaAs

0 ,

kNGaN
θ , θNGaN

0 , kNGaAs
θ , θNGaAs

0 , (8)

have been adjusted by
10
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2-body Ga-As Ga-N

kr (eV/Å
2) 7.99 18.5

r0 (Å) 2.4454635 1.9414878

3-body As-Ga-As N-Ga-N As-Ga-N
kθ (eV/rad

2) 3.1304 3.248 3.192
θ0 (

◦) 109.471 109.471 109.471

Table 5: Values of the free parameters (used in GULP) which fit the Ga-As and Ga-N bond lengths computed from first principles
calculations in a cubic 64-atom supercell.

Ga-N (Å) x = 0.25 x = 0.125 x = 0.0625 x = 0.03125 x = 0.015625
VFF (Ref. [30]) 2.0172 (1.72) 2.0563 (2.05) 2.0205 (0.70) 2.0273 (1.01) 2.0309 (1.16)
VFF (Table 5) 2.0381 (0.70) 2.0761 (1.10) 2.0397 (0.24) 2.0481 (0.01) 2.0517 (0.15)
DFT (Abinit) 2.0525 2.09925 2.0347 2.0480 2.0548

E− (eV) x = 0.25 x = 0.125 x = 0.0625 x = 0.03125 x = 0.015625
VFF (Ref. [30]) - - 0.198 (11.6) 0.203 (14.3) 0.263 (14.0)
VFF (Table 5) - - 0.238 (6.2) 0.240 (1.3) 0.2995 (2.1)
DFT (Abinit) - - 0.224 0.237 0.306

Table 6: Composition dependence of the Ga-N bond lengths and energy gaps. The values in brackets give the relative error
(in percent) from the LDA-DFT results.

1. fixing the values of the VFF coefficients to those proposed by Martin [30],

2. adjusting the values of r0 in Eq. 6 such that it reproduces the GaAs and GaN lattice constant obtained
with Abinit,

3. keeping the values of θ0 in Eq. 7 equal to the tetrahedral angle θ0 = 109.47◦,

4. imposing the Vegard’s law during the VFF relaxation, and so avoiding a bowing in the lattice constant
as a function of the nitrogen concentration,

5. adjusting the kθ coefficients to reproduce the DFT Ga-As and Ga-N bond lengths computed in a 64-
atom supercell. These coefficients have been multiplied by an identical factor (k′θ = αkθ), so preserving
the same ratio as the Martin’s original coefficients in Ref. [30]. This guarantees that the structure
formed by the N and its four nearest Ga atoms corresponds to a perfect tetrahedron.

Table 5 lists the values of the adjusted VFF parameters. Table 6 shows the good agreement through the
values of the GaN bond lengths and energy gaps between different structures relaxed with VFF (with the
Martin coefficients or the new set of parameters) and LDA-DFT.
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[15] P.J. Klar, H. Grun̈ıng, W. Heimbrodt, J. Koch, F. Höhnsdorf, W. Stolz, P.M.A. Vicente and J. Camassel, Appl. Phys.
Lett. 76 (2000) 3439.

[16] W. Shan, W. Walukiewicz, J.W.Ager III, E.E. Haller, J.F. Geisz, D.J. Friedman, J.M. Olson and S.R. Kurtz, Phys. Rev.
Lett. 82 (1999) 1221.

[17] F. Mandl, Quantum Mechanics (Butterworths, London, 1957), p. 142ff.
[18] S. Fahy and E.P. O’Reilly, Appl. Phys. Lett. 83 (2003) 3731.
[19] F. Murphy-Armando and S. Fahy, Phys. Rev. Lett. 97 (2006) 096606.
[20] S. Joyce, F. Murphy-Armando, and S. Fahy, Phys. Rev. B 75 (2007) 155201.
[21] S. Fahy, A. Lindsay, H. Ouerdane, and E.P. O’Reilly, Phys. Rev. B 74 (2006) 035203.
[22] P.R.C. Kent and A. Zunger, Phys. Rev. B 64 (2001) 115208.
[23] N.E. Christensen, Phys. Rev. B 30 (1984) 5753.
[24] D. Segev, A. Janotti and C.G. Van de Walle, Phys. Rev. B 75 (2007) 035201.
[25] N. Troullier and J.L. Martins, Phys. Rev. B 43 (1991) 1993.
[26] C. Hartwigsen, S. Goedecker and J. Hutter, Phys. Rev. B 58 (1998) 3641.
[27] P. Hohenberg and W. Kohn, Phys. Rev. 136 (1964) B864.
[28] W. Kohn and L. J. Sham, Phys. Rev. 140 (1965) A1133.
[29] M. C. Payne, M. P. Teter, D. C. Allan, T. A. Arias and J. D. Joannopoulos, Rev. Mod. Phys. 64 (1992) 1045.
[30] R. M. Martin, Phys. Rev. B 1 (1970) 4005.
[31] X. Gonze, J.-M. Beuken, R. Caracas, F. Detraux, M. Fuchs, G.-M. Rignanese, L. Sindic, M. Verstraete, G. Zerah, F. Jollet,

M. Torrent, A. Roy, M. Mikami, Ph. Ghosez, J.-Y. Raty, D.C. Allan, Computational Materials Science 25 (2002) 478-492;
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