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Abstract — We introduce acyclic track polygraphs, a notion of complete categorical
cellular models for small categories: they are polygraphs containing generators, with
additional invertible cells for relations and higher-dimensional globular syzygies. We
give a rewriting method to realise such a model by proving that a convergent pre-
sentation canonically extends to an acyclic track polygraph. For that, we introduce
normalising strategies, defined as homotopically coherent ways to relate each cell of
a track polygraph to its normal form, and we prove that acyclicity is equivalent to the
existence of a normalisation strategy.

Using track polygraphs, we extend to every dimension the homotopical finiteness
condition of finite derivation type, introduced by Squier in string rewriting theory, and
we prove that it implies a new homological finiteness condition that we introduce here.
The proof is based on normalisation strategies and relates acyclic track polygraphs to
free Abelian resolutions of the small categories they present.
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Introduction

INTRODUCTION
The two dimensions of rewriting

The notion of presentation of higher-dimensional categories was introduced by Burroni, under the name
of polygraph, [9], and by Street, under the terminology of computad, [40, 41]. Here we stick to the first
name, as usual in rewriting theory, [33} 14} 15, [31]. An n-polygraph is a family (Zy,..., X, ), where X
is a set and, for every 0 < k < n, Xy is a (globular) cellular extension of the free k-category X
over Xy, i.e., a family of parallel k-cells of X.

An n-polygraph is a system of generators of an n-category and, also, a presentation of an (n — 1)-
category by generators (cells up to the syntactic dimension n—1) and relations (cells of dimension 1). For
example, monoids and small categories are generated by T-polygraphs and presented by 2-polygraphs:
they have syntactic dimension 1. Lawvere’s algebraic theories, pro(p)s and, more generally, monoidal
categories and 2-categories are generated by 2-polygraphs and presented by 3-polygraphs: they have
syntactic dimension 2.

In Section|[T] after some reminders on track n-categories, introduced in [15], we define the notions of
track (m, p)-category and of track (n,p)-polygraph. A track (n,p)-category is an n-category enriched
in p-groupoids, i.e., an (n 4 p)-category whose cells of dimension n + 1 or above are invertible. A track
(n, p)-polygraph is an (n+ 1)-polygraph (X, ..., Zn4+1) equipped, for every 1 < k < p, with a cellular
extension 141 of the free track (m, k)-category ' over L.

We use track (n,p)-polygraphs as higher-dimensional presentations of n-categories, where the di-
mensions above n contain generating cells for higher-dimensional syzygies. We say that a track poly-
graph I is acyclic when, for every 0 < k < p, every (n + k)-dimensional syzygy of £ is the boundary
ofan (n+k+ 1)-cellof £ 7.

Given an n-category C, an acyclic track (n,p — 1)-polygraph that presents C is called a track-
polygraphic resolution of C of length p. This notion is linked to the one of polygraphic resolution, [33]],
and extends the ones of generation by an n-polygraph, of presentation by an (n + 1)-polygraph and of
presentation by an (n + 1)-polygraph with a given homotopy basis, which respectively correspond to the
casesp = 0, p = 1 and p = 2. We say that an n-category is of finite p-derivation type (FDT,) when
it admits a finite track-polygraphic resolution of length p. This generalises to n-categories and in every
dimension the homotopical finiteness property of finite derivation type for monoids, [39]. The notion of
track-polygraphic resolution also permits the definition of the polygraphic dimension of an n-category,
as the minimal length of its complete track-polygraphic resolutions.

Normalisation strategies

Reduction strategies appear in many different contexts of rewriting theory and, in particular, in several
rule-based programming languages, see[2.1] Among reduction strategies, we are particularly interested
in normalisation ones, which are coherent choices of reduction paths from a term to a normal form.
Following this idea, we introduce the notion of normalisation strategy for a track (mn,p)-polygraph X as
a homotopically coherent choice, for every k-cell f of Z, of a k-cell 1?, the normal form of f, together
with a (k + 1)-cell of from f to f, seed
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We particularly study the case of normalisation strategies for track (1, p)-polygraphs. In we give
an explicit description of normalisation strategies in the lower dimensions, up to p = 3. Then we exhibit
two natural classes of normalisation strategies: left ones and right ones which, informally, normalise
cells starting from the left or from the right, respectively.

Our first theorem relates the acyclicity of a track (1, p)-polygraph with the fact that it is normalising,
meaning that it admits a normalisation strategy:

Theorem Let X be a track (1,p)-polygraph, then
Yisacyclic iff Xisnormalising iff X isleft (resp. right) normalising.

In particular, a small category C is of finite p-derivation type if and only if there exists a normalising
track (1,p — 1)-polygraph that presents C.

Squier has used a kind of normalisation strategy in order to construct a contracting homotopy for
the Fox Jacobian and, thus, to give a characterisation of the 2-dimensional homological syzygies of a
convergent presentation of a monoid. The notion of normalisation strategy we introduce here allows a
generalisation of Squier’s construction in every dimension, for convergent track (1, p)-polygraphs.

The case of convergent presentations

Convergent (i.e., terminating and confluent) rewriting systems play an important role in rewriting theory.
Indeed, they guarantee the existence of unique normal forms. In particular, when an n-category admits
a presentation by a finite, convergent (n + 1)-polygraph, the normal form algorithm is a solution to its
word problem.

In Section [3] we recall the notion of convergent 2-polygraph and refer the reader to [[15] for a more
comprehensive study of polygraphic rewriting, in particular for higher dimensions. Then, we give a
methodology to extend a convergent 2-polygraph L into an acyclic track (1, 00)-polygraph, denoted
by Coo(Z). The p-cells of coo(Z), for p > 3, are computed from the (p — 1)-fold critical branchings
of X, a notion we introduce here as a higher-dimensional generalisation of critical branchings, themselves
being the potential obstructions to the confluence of the 2-polygraph . The whole construction is based
on the inductive definition of a higher-dimensional normalisation strategy. The main theorem of Section/3]
follows:

Theorem 3.4.4} A category with a finite convergent presentation is of finite co-derivation type.

In particular, if a small category admits a convergent presentation with no critical p-fold branching, for
some p > 2, then its polygraphic dimension is at most p.

Homological finiteness conditions

In the eighties, an important question drew the attention of the rewriting community: does a finitely
presented monoid with a decidable word problem have a finite convergent presentation, [[17, 4, [18}16[]? If
that was true, one could always decide the word problem in a finitely presented monoid by the normal
form algorithm. Squier answered this question by the negative by showing that, if a monoid admits a
finite convergent presentation, then it is of homological type left-FP3 and, then, by exhibiting decidable
and finitely presentable monoids that are not of homological type left-FP3, [38]].
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Squier also introduced the homotopical condition of finite derivation type for monoids. This prop-
erty characterises the existence of a finite homotopy basis making the derivation graph aspherical, [39]].
He showed that, if a monoid admits a finite convergent presentation, then it is of finite derivation type.
The homotopical property implies the homological one, [11}[36], and they are equivalent in the case of
groups, [12], the latter result being based on the Brown-Huebschmann isomorphism between homotopi-
cal and homological syzygies.

In Section 4} we relate the homotopical property FDT}, to a new homological property FP,, we in-
troduce here, based on natural systems. Proposition [4.2.4relates the property FP}, to other homological
finiteness conditions, the following implications being equivalences for groupoids:

FP, = bi-FP, = left-FP, or right-FP, = top-FP,.

Then we present an extension to small categories of the Fox differential calculus, originally introduced
for presentations of groups, [13]. To every track (1,p)-polygraph X, we associate a chain complex of
natural systems, denoted by F¢[Z] and called the Reidemeister-Fox-Squier complex, see

We prove that, if a track (1,p)-polygraph X is acyclic, then the complex F¢[X] is acyclic, see The-
orem[4.4.3] The proof is based on using a normalisation strategy to explicitly define contracting homo-
topies. From this result, we deduce that, if a small category admits a finite convergent presentation, then
it is of homological type FP,,. We also obtain the following sufficient condition for the homological
property FPp:

Theorem For small categories and for every p > 1, the property FDT,, implies the property FP,,.

We close this section by giving an interpretation relating the properties FDT3 and FP; of a finitely gener-
ated small category, on the one hand, to a finiteness condition on the natural system of identities among
relations of any of its presentations. The notion of identities among relations was introduced for presen-
tations of groups, [35}137] and, by the Brown-Huebschmann isomorphism, [8]], the modules of identities
among relations and of 2-homological syzygies of a presentation of a group are isomorphic. Here we
extend this result to small categories:

Theorem For every 2-polygraph L, the natural systems of homological 2-syzygies and of identities
among relations of L are isomorphic.

We also introduce the property of Abelian finite derivation type (FDT,,): an n-polygraph X is FDTy,
if the free Abelian track n-category it generates is of finite derivation type, see We prove that X is
FDT,, if and only if the natural system of identities among relations of X is finitely generated. Thus, we
obtain an equivalence between the homological property FP3 and the Abelianised version FDT,, of the
homotopical property FDT3:

Theorem[d.7.3} For a category C with a finite presentation L, the following conditions are equivalent:
i) the category C is of homological type FP3,
ii) the natural system of homological 2-syzygies of L is finitely generated,

iii) the natural system of identities among relations of L is finitely generated,

iv) the category C is FDTyy,.

Section [5]concludes this paper with examples of track-polygraphic resolutions of small categories.



1. Resolutions by track polygraphs

1. RESOLUTIONS BY TRACK POLYGRAPHS
1.1. Higher-dimensional track categories

We recall some notions from [15]. Let n be a natural number and let C be an n-category (we always
consider strict, globular n-categories). We denote by Cy the set (and the k-category) of k-cells of C. If f
is in Gy, then s;(f) and t;(f) respectively denote the i-source and i-target of f; we drop the suffix 1 when
i1 =k — 1. The source and target maps satisfy the globular relations:

810 8i+1 = 8i O tiqy and tiosiyr = tiotiyr.

We respectively denote by f : u — v, f:u=v, f:u=v al-cell, a2-cell, a 3-cell f with source u
and target v.

If f and g are i-composable k-cells, that is when t;(f) = si(g), we denote by f*; g their i-composite;
we simply use fg when i = 0. The compositions satisfy the exchange relations given, for every i # j
and every possible cells f, g, h and k, by:

(fxi g) x5 (hxi k) = (fx5h)*i (g*k k).

If f is a k-cell, we denote by T¢ its identity (k + 1)-cell. When 1 is composed with cells of dimension
k + 1 or higher, we simply denote it by f. A cell is degenerate when it is an identity cell.

1.1.1. Track (n,p)-categories. In an n-category C, a k-cell f, with i-source x and i-target y, is i-
invertible when there exists a (necessarily unique) k-cell g in C, with i-source y and i-target x in C,
called the i-inverse of f, that satisfies

fxig = Iy and gxif = 1.

When i = k—1, we just say that f is invertible and we denote by f™ its inverse. As in higher-dimensional
groupoids, if a k-cell f is invertible and if its i-source x and i-target y are invertible, then f is i-invertible,
with i-inverse given by

X xigf xqy .

For natural numbers n and p, a track (n, p)-category is an n-category enriched in p-groupoids, i.e., an
(n + p)-category whose last p-dimensions are made of invertible cells. In particular, a track (n,0)-
category is an n-category, a track (n— 1, 1)-category is a track n-category, as defined in [15]], and a track
(0, n)-category is an n-groupoid. By extension, we define a track (m, 00)-category as an n-category
enriched in co-groupoids. Let us note that track (n, p)-categories are also known as (n+p, n)-categories.

1.1.2. Acyclicity and asphericity. Let C be a track (n,p)-category and let k be a natural number, with
0 <k < n+p. Ak-sphere of Cis a pair y = (f, g) of parallel k-cells of C, i.e., with s(f) = s(g) and
t(f) = t(g); we call f the source of y and g its rarget. A k-sphere is degenerate when its source and
target coincide.

The track (n,p)-category C is aspherical when each (n + p)-sphere of C is degenerate. One says
that C is acyclic when, for every k-sphere (f, g) of €, with n < k < n + p, there exists a (k + 1)-cell
with source f and target g in C. In other terms, C is acyclic if and only if, for every 0 < k < p, the
quotient track (n, k)-category Cpx/Cniky1 is aspherical.
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1.2. Track polygraphs

1.2.1. Cellular extensions. Let C be an n-category. A cellular extension of C is a set I' equipped with
a map 0 from I to the set of n-spheres of €. By considering all the formal compositions of elements
of T', seen as (. + 1)-cells with source and target in C, one builds the free (n + 1)-category generated
by T over @, denoted by C[I']. The size of an (n + 1)-cell f of C[I'] is the number of (n + 1)-cells of T it
contains.

The quotient of C by I, denoted by C/T, is the n-category one gets from C by identification of the
n-cells s(y) and t(y), for every n-sphere y of I'. We write f =r g when parallel n-cells f, g of C are
identified in C/T.

If Cis atrack (n, p)-category and I' is a cellular extension of C, then the free track (n, p+1)-category
generated by T over C is denoted by C(I") and defined as follows:

er) = e[r, ]/ Inv(r)

where '™ contains the same (n + p + 1)-cells as I, with source and target reversed, and Inv(T") is made
of two (N +p + 2)-cells ¥ #njpy1 Y~ — lgy and vy~ snypr1y — lgy foreach (n+p + 1)-cell yinT.

1.2.2. Homotopy bases. Let C be a track (n,p)-category. A cellular extension I' of C is a homotopy
basis when any one of the following three equivalent conditions holds:

e The track (n,p)-category C/T is aspherical.
e For every (n + p)-sphere y of C, we have s(y) =r t(y).

e For every (n + p)-sphere y of C, there exists an (n + p + 1)-cell with source s(y) and target t(y)
in the track (n,p + 1)-category C(T).

In particular, the track (n, p)-category C is acyclic if and only if, for every k in {0, ..., p — 1}, the cellular
extension G+ 1 of (n + k + 1)-cells of the track (n, k)-category €y, is a homotopy basis.

1.2.3. Track (n,p)-polygraphs. Let n be a natural number. A track (n,0)-polygraph is an n-poly-
graph, ie., a family £ = (Xy,...,Z,) made of a set £y and, for every 0 < k < n — 1, a cellular
extension Xy of the free k-category Xy = Xo[Xq]---[Zy]. For p a non-zero natural number, a track
(n, p)-polygraph is a family £ = (X, ..., Zn1p) made of:

e an (n + ”‘POlygraPh (Zoy ey Zny Znt1);

e forevery 1 < k < p, acellular extension X, of the free track (n, k)-category
Tare = In(Znp) - (Zngd)-

Finally, a track (n, oo)-polygraph is a family £ = (Xy)xen such that, for every natural number p, the
subfamily (Zo, ..., Zn4p) is a track (n,p)-polygraph.

A track (n, p)-polygraph is finite when it has finitely many cells in every dimension. A track (n,p)-
polygraph I is acyclic or aspherical when the free track (n, p)-category L' is.
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Remark. A track (n,p)-polygraph yields a diagram which is similar to the one given in the original
definition of n-polygraphs, [9]:

This diagram contains the source and target attachment maps of generating (k + 1)-cells on composite
k-cells, their extension to composite (k + 1)-cells and the inclusion of generating k-cells into composite
k-cells.

1.3. Resolutions by track polygraphs

1.3.1. Track-polygraphic resolutions. Let £ be a track (n,p)-polygraph. We denote by I the n-
category presented by its underlying track (n, 1)-polygraph, that is the quotient n-category

f — Z:/ZTH_].

We usually write 7t : £ — I the canonical projection and, when no confusion may occur, we use f
instead of 7t(f). If fis a k-cell of ZT, withn + 1 < k < n + p, we also denote by f the n-cells s, (f)
and t,, (f), which are equal by definition of the n-category ~. A track (n,p)-polygraph £ and a track
(n, q)-polygraph Y are Tietze-equivalent when the n-categories X and Y are isomorphic.

Let C be an n-category. For p a non-zero natural number, a track-polygraphic resolution of C of
length p is an acyclic track (n,p — 1)-polygraph Z such that I is isomorphic to €. In particular, for low
values of p, we have:

e A track-polygraphic resolution of length 1 of C is a generating n-polygraph for C, i.e., an n-
polygraph X such that C is isomorphic to a quotient of the free n-category L* by a set of n-spheres
of X*.

e A track-polygraphic resolution of length 2 of C is a presentation by a track (n, 1)-polygraph, i.e.,
a track (n, 1)-polygraph Z such that € is isomorphic to X.

e A track-polygraphic resolution of length 3 of C is a presentation by a track (n, 1)-polygraph I,
extended with a homotopy basis I" of the track (n, 1)-category £, so that C is isomorphic to £
and £ /T is aspherical.

Remark. The definition of track-polygraphic resolution is linked to the notion of polygraphic resolution,
introduced in [33]]. A polygraphic resolution with length k of an m-category C is a k-polygraph X
equipped with a surjective k-functor @ : £* — € such that, for every 0 < 1 < k and every i-sphere
(x,y) of Z* with ®(x) = D(y), there exists an (1 + 1)-cell u : x — y in X*. Thus, if C is free up to
dimension n — 1 and if @ is the identity on dimensions up to n — 1, then a polygraphic resolution with
length n + p yields a track-polygraphic resolution of € with length p + 1.
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1.3.2. Higher-dimensional finite derivation type. Let C be an n-category. For p a non-zero natural
number, one says that € is of finite p-derivation type (FDT;,) when C admits a finite track-polygraphic
resolution of length p, i.e., a resolution by a finite, acyclic track (n,p — 1)-polygraph. Similarly, C is of
finite co-derivation type (FDTs,) when € admits a resolution by a finite, acyclic track (n, co)-polygraph,
i.e., when C is FDT,, for every non-zero natural number.

In particular, C is FDT; when it is finitely generated and FDT, when it is finitely presented. The
property FDT3 corresponds to the finite derivation type homotopical finiteness property originally in-
troduced by Squier for monoids, [38]], and extended by the authors to n-categories, [15]. The property
FDT4 was introduced in [28]].

1.3.3. Polygraphic dimension. Let C be an n-category. The polygraphic dimension of C is defined,
when it exists, as the lowest 0 < p < oo such that € admits a resolution by an aspherical, acyclic track
(n,p)-polygraph. In that case, we denote by d,01(C) the polygraphic dimension of C.

2. NORMALISATION STRATEGIES FOR TRACK POLYGRAPHS
2.1. Strategies in rewriting theory

In a rewriting system, one specifies a set of rules that describe valid replacements of subformulas by
other ones, [43] 34]. For good references on word rewriting, see [7]], and, on term rewriting, see [2, 42].
On some formulas of a rewriting system, the rewriting rules may produce conflicts, when two or more
rules can be applied. In order to transform a rewriting system into a computation algorithm, one needs to
specify a way to apply the rules in a deterministic way. To do this, one specifies what is called a reduction
strategy.

For example, in a word rewriting system, formulas are elements of a free monoid and we have
two canonical reduction strategies: the leftmost one and the rightmost one, where one always uses the
rewriting rule that can be applied on the leftmost or the rightmost subformula:

/

u
leftﬂ

u

w

ﬂright

V/

In term rewriting, formulas are morphisms of a Lawvere algebraic theory, [22]. There exist many pos-
sible rewriting strategies for term rewriting systems. Among them, one finds outermost and innermost
reduction strategies, where one first uses the rules that apply closer to the root or closer to the leaves of

the term:
|
mnner 5 i ;
outer
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In modern programming languages that are based on rewriting mechanisms, such as Caml, [23]], and
Haskell, [27], reduction strategies are implicitly used by the compiler to transform rewriting systems into
deterministic algorithms. In that setting, the innermost strategies include the call-by-value evaluation,
while the outermost strategies contain the call-by-need evaluation. Some programming languages, like
Tom, [3], include a dedicated grammar to explicitly construct user-defined reduction strategies.

In order to study the computational properties of reduction strategies, several models have been in-
troduced. In abstract rewriting, a reduction strategy is defined as a subgraph of the ambient abstract
rewriting system. This definition allows the introduction of some properties: for example, a normalisa-
tion strategy is a reduction strategy that reaches normal forms, [42]]. Strategies in programming languages
are usually classified by corresponding notions of strategies in the A-calculus, [25]. This has led to an
axiomatic treatment of a general setting of standardisation in rewriting theory, where strategies are seen
as standardisation systems of rewriting paths, [29].

Here, we introduce a notion of normalisation strategy for higher-dimensional rewriting systems that,
in turn, induces a notion of normal forms in every dimension, together with a homotopically coherent
reduction of every cell to its normal form.

2.2. Normalisation strategies

2.2.1. Sections of track polygraphs. Let n, p be natural numbers (or p = o0) and let £ be a track

(n,p)- -polygraph. A section of X is a choice, for every n-cell f : u — v of the presented n-category 7,
of an n-cell f : 1 — vin £* that satisfies the relation m(f ) = f and the functorial conditions

~ o —

1, = 1, and f*kg:?*kﬁ

for every (n. — 1)-cell x of £ and every pair (f, g) of k-composable n-cells of £, with0 <k <n —1.

Let us note that such an assignment f — f is not assumed to be functorial with respect to the highest
composition ,_1 of . Indeed, such a property could only be required for a track (n, 0)-polygraph, i.e.,
when X is a free n-category. R

Since, by hypothesis, the assignment f — f is compatible with the quotient map 7, it extends to a
mapping of each n-cell f in 1 to a parallel n-cell in 2%, still denoted by f, in such a way that f=7gis
equivalent to f = g. Thereafter, we assume that, with every track (mn, p)-polygraph we consider, comes
an implicitly chosen section.

2.2.2. Normalisation strategies. Let X be a track (n, p)-polygraph. A normalisation strategy for L is
a mapping o of every k-cell f of LT, withn < k <n +p,toa (k4 1)-cell

of
f—f

where, for k > n + 1, the notation f stands for the k-cell f = Os(f) *k—1 O't_( such that the relation

o7 = 15 is satisfied, together with the functorial condition

f)?

O—f*ig = O *i Og

for every pair (f, g) of i-composable k-cells of T withn<k<n+p,0<i<kandi#n—1.Let
us note that 1X = 1, implies o7, = 17 forevery (n — 1)-cell xin £ .
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A track (n, p)-polygraph is normalising if it admits a normalisation strategy. This property is inde-
pendent of the chosen section. Indeed, let us consider a track (n, p)-polygraph Z, let us fix two sections
f— fand f — f of £ and let us assume that o is a normalisation strategy for X, equipped with the section
f s f. Then, one checks that we get a normalisation strategy T for the other section by defining T as the
following composite:

2.2.3. Lemma. Let X be a track (n, p)-polygraph. A normalisation strategy o for L satisfies the follow-
ing properties, for every possible k-cell f of LT, with k > n.:

o1, = 1y, and o = f xq10p a1 f .

Proof. We have 01, = 07,41,
the second relation, we have:

= 07, % 01,. Since 07, is invertible for x, the first relation holds. For

Of ¥k—1 O = Ofyy 11— = Ol = D1y
Thus, o is the inverse for xx_1 of oy, yielding:

0 = s(0f) Kot OF *e1 t(0r)T = Fxq OF k1 T O
2.3. The case of track (1, p)-polygraphs

Let X be a track (1, p)-polygraph. In the lower dimensions, a normalisation strategy o for  specifies the
following assignments:

e Forevery T-celluof LT, a 2-cell
u :>Gu u
of ZT that satisfies oy = g and thus, in particular, oy e = 14 ¢ for every O-cell & of X.

e Forevery 2-cell f:u = vof L7, a3-cell

u m v
of £ that satisfies 07 = 1 and the following relations:

- Ifuisal-cellof &7, then o7, = 1q,:

Ty Ty

wEE = /\

10
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- Iff:u=vandg:v = ware 2-cells in LT, then Ofsyg = Of *1 Og:

fxig f g
N NS
v © ‘x
Oy — Oy V4 _
~ O = 3 Oy
u U1

—Iff:u=visa2-cellin X', then = oy *1 0y, and 04— =1~ %7 0} * £

N RN

v:>uwv :>u

e Forevery3-cell A: f= g:u=vof L', a4-cell

.
MA v = u=0u=u =0,V

N/
g
of ZT with 0i = 1

% and such that the following relations hold:

— Iffisa2-cellof LT, then o1, = Ii;:

f

VDN
u'/Mh\ voo2s owsas =0, 5V

f

- IfA:féf’:uévandB:gég’:v:>war63—cellsonT,thenGAhB:0A*1 OB:

i g

f g
Z N N gawmo mm
wofa VT B ow =2 Wewi-o s v_osi-osw

f/ 9/
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2. Normalisation strategies for track polygraphs

- IfA:f3g:u:>vandB:g3h:u:>vare3—cellsonT,thenGA*ZB:GA*ZGB:

f f
\s/ N/
h h

-IfA: f= g:u:>visa3—cellonT,thenK:(rf*z(fgandGAf :A**ZGX*ZK*:

9

/«m; /f“;
L2 ramar L)
[

2.3.1. Lemma. Let ¥ be a track (1,p)-polygraph. Normalisation strategies for L are in bijective cor-
respondence with families of (k + 1)-cells

Oupv @ UQV — U@V

for every kK in {1,...,p — 1}, every k-cell @ of L and every pair (w,v) of 1-cells of Z* such that the
composite k-cell WV is defined.

Proof. We proceed by induction on the size of cells of L. We already know that a normalisation
strategy o has fixed values on identities, inverses and *;-composites for i > 1. As a consequence, using
the exchange relations, we get that the values of ¢ are entirely and uniquely determined by its values on
k-cells with shape 1@V, where @ is a k-cell of £ and u, v are 1-cells of . ]

2.3.2. An alternative form of normalisation strategies. Let o be a normalisation strategy for a track
(1,p)-polygraph Z. For every k-cell f in LT, with T < k < p, we denote by f* the following k-cell
of LT

5 = ((fx1 0y (1) %2+ ) %1 O, (1) -

—

This k-cell has source s(f) and target t(f)*. If 1 < k < p, then we have
O = G?)

whichis a (k+1)-cell of ZT with source f* and target *. Since every k-cell of Z is invertible for k > 2,
one can recover o from o*, so that the normalisation strategy o is uniquely and entirely determined by

the values
*

. * — %
Oy & (LV)" — uev
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2.3. The case of track (1, p)-polygraphs

for every k in {1,...,p — 1}, every k-cell @ of X and every pair (u,v) of 1-cells of T such that upv
is defined. In the lowest dimensions, the alternative form o™ of the strategy o consists of the following

data:

e Forevery 1-cell wof LT, we have 0, = 0y,.

e Forevery 2-cell f:u = vof ', a 3-cell

7N

uwu

LL

of ZT such that the following relations hold:

— ifuisal-cellof LT, then O'Tu =lox,

%,
uWu V
G'LL

LL

(f x1 05) *2 0F:

N
A2 @zg

- iff:u=vandg:v= ware2-cellsin ', then of, , =

uwu
u
oy
- Iff:u= visa2-cellin X", then of. =f 1 (0f):
oy
Mcx - /\ Jhoi”
- © N\
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2. Normalisation strategies for track polygraphs

e Forevery 3-cellA:f= g:u=vof T ad-cell

f
u//m(’? R =5 MGF A
e S u\&*:@u
GLL Gu.

of ZT such that the following relations hold:

- iffisa2-cell of £, then O‘Tf = 15;:

/ \ 10* /V 0‘3
Mcf = MG}‘
uwu uwﬁ

u u

—ifA:f=>f:u=vadB:g= g’:v:>wareS-cellsonT,thencrj\*lB —
(f %1 0F) %2 O

& N aoy) 9"
f %1 o% \
() me T
/ \\/A \ . Oy ,,}Gw =) /7\)\0* g ,’"GW
/MO'{/ ’ Mcﬁ V)
u a u u
oy o

-ifA:f=g:u=vandB:g = h:u:>vare3—cellsonT,thencyj\*zB =
((A %7 0y) %2 OF) %3 O

f

/ M v * (A*](T

g7 \B 2 *20% _1% \
.///'/M‘Tﬁ - / M
w
i /’ A N
— Mcyj:

u

Oy

*
O-'LL
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2.3. The case of track (1, p)-polygraphs

- ifA:f=g:u=visa3-cellof LT, then oh = (A7 %y 0y) %2 (o)

(A~ %1 0y)

uwu

LL
2.3.3. Left and right normalisation strategies. Let X be a (1,p)-polygraph. A normalisation strat-
egy o for X is a left one when it satisfies the following properties:
e For every pair (11,v) of 0-composable 1-cells of LT, we have oy, = 0uV %1 Ogy:

Ouvy

e For every pair (f, g) of 0-composable k-cells of T, with 2 < k < p, t;(f) = u/ and s1(g) = v,
we have
Ofg = OfV *q (Tu/g.

In particular, when f : u = u’ and g : v = v’ are 0-composable 2-cells of £

In a symmetric way, a normalisation strategy o is a right one when it satisfies:

Ouw = WOy %] Oy and Ofg = W0g *] Ofy/.
A track (1, p)-polygraph is left (resp. right) normalising when it admits a left (resp. right) normalisation
strategy.

2.3.4. Lemma. Let X be a track (1,p)-polygraph. Letk be in{2,...,p + 1), let f be k-cell f of L with
1-source W and 1-target v and let w, W' be 1-cells of L' such that wfw' is defined. Then, if o is a left
normalisation strategy for X, we have:

Owiw’ = OwuUW' %1 0w’ <1 o ovW’ and  Ofp = oUW x1 05 W x O
Symmetrically, if o is a right normalisation strategy, then we have:
Owfw/ = WUy %] WO *1 WVO,, and  Oypy = WUO,,, *] WOg, %1 0, —

15



2. Normalisation strategies for track polygraphs

Proof. In the case of a left normalisation strategy, the proof for right normalisation strategies being
symmetric, we have:
Ot = oW k101, = opw' Ty, = opw'.

Then, using the exchange relation, we get:
Og,f = Owfxjonv = Owf *1 Og,,v = Owf *1 ]GWV = Owf *1 OwV.
Moreover, the definition of left normalisation strategy implies:
Uo-wf = Uo—wu*] Onf = OwUW 1 O
From the last two computations, we deduce:
Owf = OwlW *1 Oppf %1 Oy, V.
Finally, we have:
* J—
Owfn! — O'(wa/)*
Owfrw’ *1 Owyw’
= oUW’ x1 Oppw’ %1 0 VW %1 O/

= O'WLLW/*] O'VAVf*W/*] Gﬁmwl*1 Ovtw’

ok / * *
= O UW' % 0557 *1 Ofgiy - O

2.3.5. Corollary. Let X be a track (1,p)-polygraph. Left (resp. right) normalisation strategies on ¥ are
in bijective correspondence with families

Oge @ U@ — U (resp. Opg @ @U — QU)

of (k + 1)-cells, indexed by 1 < k < p + 1, by k-cells ¢ of X and by 1-cells u of C such that the
composite U (resp. OU) exists.

Proof. Let us assume that o is a left normalisation strategy. The property satisfied by o on 1-cells of £ "
gives, by induction on the size of 1-cells, that the values of o on 1-cells of £ are determined by the
2-cells ogy, for x a 1-cell of £ and 1 a 1-cell of £ such that Ux is defined. Then, Lemma tells us
that the values of o on higher-dimensional cells of £ are determined by the values of o on k-cells u@v
of LT, where @ is a k-cell of £ and u, v are 1-cells of Z'. We use Lemrnato conclude. O

2.3.6. Theorem. Let X be a track (1,p)-polygraph. The following assertions are equivalent:
i) X isacyclic,
ii) X is normalising,

iii) X is left normalising,

iv) X is right normalising.
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3. Track-polygraphic resolutions generated by convergent 2-polygraphs

Proof. Let us assume that there exists a normalisation strategy o for £. We consider a k-cell fin T, for
some 1 < k < p. By definition of a normalisation strategy, the (k + 1)-cell o has source f and target f.
Thus, if g is a k-cell which is parallel to f, the (k + 1)-cell of *x oy of 2T has source f and target g,
proving that Xy forms a homotopy basis of Z[ . Hence X is acyclic.

Conversely, let us assume that ¥ is acyclic and let us define a right normalisation strategy o (the case
of a left one is symmetric). We can choose a 2-cell

Oy @ XU = XU
for every 1-cell x in £ and every 1-cell u in C such that xUi is defined. Then, let us consider k €
{1,...,p — 2}. Using the fact that X, , is a homotopy basis of Z]I 41> we choose an arbitrary (k + 2)-cell
Opn @ QU — Qu

for every (k + 1)-cell @ in £ and every 1-cell win £'. We use Corollary to conclude. O

2.3.7. Corollary. Let C be a small category and let p be a non-zero natural number. Then C is FDT,, if
and only if there exists a finite, (left, right) normalising track (1,p — 1)-polygraph presenting C.

3. TRACK-POLYGRAPHIC RESOLUTIONS
GENERATED BY CONVERGENT 2-POLYGRAPHS

3.1. Convergent 2-polygraphs

Let us recall notions and results from rewriting theory for 2-polygraphs [[14}[15]]. We fix a 2-polygraph X.

3.1.1. Normal forms and termination. We say that a 1-cell u of X} reduces to a 1-cell v when L*
contains a non-degenerate 2-cell with source u and target v. We say that u is a normal form when it
does not reduce to a 1-cell. A normal form of u is an 1-cell v which is a normal form and such that u
reduces to v. A reduction sequence is a countable family (u;)ic1 of 1-cells such that each u; reduces to
the following ;1.

We say that X terminates when it has no infinite reduction sequence. In that case, every 1-cell has
at least one normal form. Moreover, Noetherian induction allows definitions and proofs of properties of
1-cells by induction on the maximum size of the 2-cells leading to normal forms.

3.1.2. Branchings and confluence. A branching is a non-ordered pair (f, g) of 2-cells of X* with the
same source. For f : u = vand g : u = w, the source of (f, g) is u and its target is (v, w), which we
write (f,g) : u = (v,w). A branching (f, g) is local when f and g have size 1 and, in that case, it is:

e aspherical when f = g ;
e Peiffer when there exist 2-cells f/, g’ and an 1 € {0, 1} such that

f=1fis(g) and g =s(f)xg;

e overlapping otherwise.
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3. Track-polygraphic resolutions generated by convergent 2-polygraphs

Branchings are compared by the order C generated by the relations
(f,g) C (hokifxik,hkigxik)

given for any branching (f, g), any 2-cells h, k and any i € {0,1}. A branching is minimal when it
is a minimal element for C. A critical branching is a minimal overlapping branching. The terminol-
ogy "aspherical" and "Peiffer" comes from the corresponding notions for spherical diagrams in Cayley
complexes associated to presentations of groups, see [26]. The term "critical" comes from rewriting
theory, [[7, 2].

A branching (f, g) is confluent when there exists a pair (f’, g’") of 2-cells of Z* with the following

shape:
=
s =
We say that X is confluent (resp. locally confluent) when all of its branchings (resp. local branching) are
confluent.
In a confluent 2-polygraph, every 1-cell has at most one normal form. Local confluence is equivalent

to confluence of critical branchings. For terminating 2-polygraphs, Newman’s Lemma ensures that local
confluence and confluence are equivalent properties, [34].

3.1.3. Convergence. We say that ¥ is convergent when it terminates and it is confluent. In that case,
every T-cell u has a unique normal form. Such a I is a convergent presentation of £ and has a canonical
section  sending u to the corresponding normal form U. Moreover, we have u =5, v if and only if
U = V. As a consequence, a finite and convergent 2-polygraph X yields a representation of the 1-cells of
the category X, together with a decision procedure for the corresponding word problem.

3.1.4. Reduced 2-polygraphs. A 2-polygraph X is reduced when, for every 2-cell @ : w = v in X,
then u is a normal form for X, \ {¢} and v is a normal form for X£,. Let us note that, in that case, for
every 1-cell u of X*, there exists finitely many 2-cells with size 1 and source u in £*: indeed, we have
exactly one such 2-cell for every decomposition u = vwv’ such that w is the source of a 2-cell of £ and
the number of decompositions u = vwv' is finite in a free category.

3.1.5. Lemma. For every (finite) convergent 2-polygraph, there exists a (finite) Tietze-equivalent, re-
duced and convergent 2-polygraph.

Proof. Let L be a (finite) convergent 2-polygraph ¥. We successively transform X as follows. First, we
replace every 2-cell @ : u = vin X with ¢’ : u = U. Then, if there exist several 2-cells in £ with
the same source, we drop all of them but one. Finally, we drop all the remaining 2-cells whose source is
reducible by another 2-cell. After each step, we check that the (finite) 2-polygraph we get is convergent
and that it is Tietze-equivalent to the former one. Moreover, the result is a reduced 2-polygraph. O

Remark. This result was proved by Métivier for term rewriting systems, [30], and by Squier for word
rewriting systems, [38]]. The proof works for any type of rewriting systems, including n-polygraphs for
any n.
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3.1. Convergent 2-polygraphs

3.1.6. The order relation on branchings. Let X be a reduced 2-polygraph and let u be a T-cell in Z*.
We define the relation < on 2-cells of X* with size 1 and source u as follows. If ¢ and \{ are 2-cells
of £ and if f = vV’ and g = ww’ have source u, then we write f < g when v is smaller than w,
i.e., informally, when the part of u on which f acts is more at the left than the part on which g acts.
By convention, we denote branchings of £ in increasing order, i.e., (f,g) when f < g, which is always
possible thanks to the following result.

3.1.7. Lemma. Let L be a reduced 2-polygraph. The relation < is an order, whose restriction to 2-cells
with size 1 and source W is total, for any 1-cell 1.

Proof. From its definition, we already know that the relation =< is reflexive, transitive and total. For
antisymmetry, we assume that f = vov’ and g = wipw’ are 2-cells with size 1 and source u, such that
f < gand g = f, i.e,, such that v and w have the same size. Then, using the fact that X7 is free, we
have v = w and either s(@) = s() or s(¢) = s(P)a or s(@)a = s(): the latter two cases cannot
occur, because X is reduced and, from that same hypothesis we get, in the first case, that ¢@ = 1, hence
f=g. O

3.1.8. The leftmost and rightmost normalisation strategies. Let X be a reduced 2-polygraph. If u is
a 1-cell of X* that is not in normal form, we denote by A, and p,, the minimum and maximum elements
for < of the (finite, non-empty) set of 2-cells with size 1 and source u in X*. We sometimes use A(u)
and p(u) to denote the respective targets of A, and p,,. We note that, if (u,V) is a pair of composable
1-cells of X*, we have Ay, = Ayv when u is reducible and p,,, = up, when v is reducible.

If X is also terminating, the leftmost and the rightmost normalisation strategies are respectively de-
noted by A* and p* and defined by Noetherian induction on 1-cells of £* as follows:

p% =13 Py = Pu* pZ(u)-

3.1.9. Lemma. The normalisation strategies N* and p* are respectively left and right normalisation
strategies for L such that, for every 1-cell win X*, the 2-cells N}, and p;, are in L*.

Proof. Let us check that A* is a leftmost normalisation strategy, the proof for p* being symmetric. We
must prove that, for every pair (u,v) of composable T-cells of £*, the following relation holds:

* 2k *
)\uv - )\uv *] }\ﬁv'

*

We proceed by Noetherian induction on the 1-cell w. If w is a normal form, then A = 1, and AL = A,
so that the relation is satisfied. Otherwise, we have, using the definition of A*:

AT,L\) = )\'LLV *] }\;k\(uv) - }\u_v *] A;(\(LL)V'
We apply the induction hypothesis to A(u)v to get:
}\Tw = )\u\) *1 ?\;‘\(u)v *1 )\:&v = )\:V *1 7\5\).

The fact that A7 is in 2* is also proved by Noetherian induction on u, using the definition of A* and the
facts that both 15; and A, are 2-cells of X*, O
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3. Track-polygraphic resolutions generated by convergent 2-polygraphs

Remark. A reduced and terminating 2-polygraph can have several left or right strategies, beside the
leftmost and the rightmost ones. Indeed, let us consider the reduced and terminating 2-polygraph X with
one O-cell, three 1-cells a, b, ¢ and the following three 2-cells:

aac%a bb%cc acc%c

Let us prove that & admits at least two different left normalisation strategies. For that, we examine the
1-cell aabb and all the 2-cells of £* from aabb to its normal form ac:

oc
aabb % aacc/;:\ ac
\a"}//

Thus, if 0 is a normalisation strategy, the 2-cell 0qqpp must be either aaf3 *; occ or aaf 1 ay. Since the
1-cells a, aa and aab are normal forms, assuming that o is a left strategy still leaves us with the same
choice. Hence, we can define a left normalisation strategy o for X as follows:

aaP x; ay ifu= aabb
Oy =
AL otherwise.

Thus, we have a left normalisation strategy for X, distinct from A*, as proved thereafter:
Oqabb = (1(1[5 *x1 ay 7é (1(1[5 *1 XC = 7\aabb *1 }\aacc = N;abb'

Let us note that this phenomenon does not come from the fact that X is not confluent, since we can add
the 2-cell  : bcc = ccb to X to get a reduced, convergent 2-polygraph which still has at least two left
normalisation strategies. From X, we build a symmetric (for x¢) 2-polygraph that admits at least two
right normalisation strategies.

However, we can ensure that, if o is a left (resp. right) normalisation strategy for a reduced and
terminating 2-polygraph £ such that, for every 1-cell u of £*, the 2-cell oy, is in £*, then this same 2-cell
admits a decomposition

Oy = Ay * Ju (resp. Oy = Pu*1 gu)

with gy, a 2-cell of X*. Indeed, if o is a left strategy, we consider the decomposition A, = vew. By
definition of A, the 1-cell vs(¢) is the source of only one 2-cell of £* with size 1, namely v¢. Hence,
since Oy (o) is a 2-cell of Z* with source vs(@), it admits a decomposition

Ovs(p) = Avs() *1 h
with hy, a 2-cell of Z*. We define the 2-cell g,, of X* as
Ju = hw *1 U@w
and use the hypothesis on o to get:
Ou = Oyg(@)W * O'@W = Aus(@)W *1 Gu = Au *1 Gu.-

The case of a right normalisation strategy is symmetric.
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3.2. The acyclic track (1, 2)-polygraph of generating confluences

3.2. The acyclic track (1, 2)-polygraph of generating confluences

We fix a reduced convergent 2-polygraph X and its rightmost normalisation strategy, thereafter denoted
by o.

3.2.1. Critical branchings of 2-polygraphs. By case analysis on the source of critical branchings of X,
we can conclude that they must have one of the following two shapes

BN NG

where @,  are 2-cells of £. The 2-polygraph L being reduced, the first case cannot occur since, oth-
erwise, the source of ¢ would be reducible by 1. Thus, every critical branching of ¥ must have shape
(v, u11p). We write the branching in that order since, by definition of <, we have @v < u.

We also note that the 1-cells wy, u, and v are normal forms and cannot be identities. Indeed, they are
normal forms since, otherwise, at least one of the sources of ¢ and of { would be reducible by another
2-cell, preventing X from being reduced. If w was an identity, then the branching would be Peiffer. Thus,
if u; (resp. v) was an identity, then the source of { (resp. @) would be reducible by ¢ (resp. ).

Finally, if we write uw = uju,, the definitions of A, and of p,,, imply that we have:

Aw = @V and Pw = wh.
From all those observations, we conclude that every critical branching b of ¥ must have shape
b = ( (pi)\, Puv )

where u and v are 1-cells of Z* such that wv is defined and where @ is a 2-cell of X with source u. As a
consequence, a finite, convergent and reduced 2-polygraph has finitely many critical branchings.

3.2.2. The basis of generating confluences. The basis of generating confluences of X is the cellular
extension ¢,(Z) of £ made of one 3-cell

(()/} uv
M‘”b ®
Oy
for every critical branching b = (@V, p,5) of X. Alternatively, wy, can be pictured as follows:

(V)"

SN A

—~ %
(Y
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3. Track-polygraphic resolutions generated by convergent 2-polygraphs

3.2.3. Lemma. The rightmost normalisation strategy of L extends to a right normalisation strategy

0sz(Z).

Proof. First, we define a 3-cell o} : f* = *in c2(Z) T, for f a 2-cell of £*, by Noetherian induction on
the source of f. If this source is a normal form wu, then f = f* = 1, and o} must be Ty,. Now, let us
fix a T-cell u, that is not a normal form. Let us assume that, for every 1-cell v in which u reduces and
every 2-cell f in X* with source v, we have defined 0. Let us start by defining a 3-cell (F:)w incy(2)T
for every 2-cell @ : v = Vin X and every 1-cell w in X such that u = vw. We proceed by case analysis
on the type of local branching of b = (@w, py).

e If b is aspherical, then p,, = @w. In that case, we define cr;‘;w = 1(@@*.

e The branching b cannot be Peiffer, by hypothesis.

e Otherwise, we have W = Wyw; and by = (@Wr, p,, ) is a critical branching of . We define the
3-cell (Yfpw of c2(Z) T as the following composite:

oW Oom
vl
u wbmﬁq u
R
//\

Hence, we have defined a 3-cell cf(‘;w : (@W)* = ew"incy(Z)T. We extend this definition to every
2-cell f in X* with source u by using the commutation properties of a right normalisation strategy with
the compositions.

Then, we extend o to every 2-cell of c;(£) " by using the commutation properties of a normalisation
strategy with the inverse. O

3.2.4. Proposition. The track (1,2)-polygraph c;(L) is acyclic.

Remark. This result is already contained in [15], with a different proof. Indeed, there it was shown
that the generating confluences of a convergent n-polygraph X form a homotopy basis of the track n-
category X T,

3.2.5. Corollary. A category with a finite convergent presentation is FDTj.

3.2.6. Corollary (Squier, [39]). A monoid with a finite convergent presentation has finite derivation
type.

3.3. The acyclic track (1, 3)-polygraph of generating triple confluences

Let X be a reduced and convergent 2-polygraph.
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3.3. The acyclic track (1, 3)-polygraph of generating triple confluences

3.3.1. Triple branchings of 2-polygraphs. A triple branching of L is a triple (f, g, h) of 2-cells of Z*
with the same source and such that f < g < h. The triple branching (f, g, h) is local when f, g and h
have size 1. A local triple branching (f, g, h) is

e aspherical when either (f, g) or (g, h) is aspherical;
e Peiffer when either (f, g) or (g, h) is Peiffer;

e overlapping, otherwise.

Triple branchings are ordered by inclusion, similarly to branchings. A critical triple branching is a
minimal overlapping triple branching. Such a triple branching can have two different shapes, where @,
and x are generating 2-cells (those two shapes of critical triple branchings are sufficient for a reduced
2-polygraph but, in a general situation, the other possible shape of critical branchings, with an inclusion
of one source into the other one, generates several other possibilities):

S TRV N

5 TWoo —US Uy —— or — W —— Wy

[ v
We note that, in either case, the corresponding critical triple branching b has shape

b = ((f39)§> pu/ﬁ) = (ﬁ> gv) puﬁ)

where (f, g) is a critical branching of £ with source w and v is a 1-cell of *. Indeed, for the first (resp.
second) case, we note that v must be a normal form for £ to be reduced, we write U = wjuyu3zU4,
f = ouy (resp. f = puzuyg), g = w1 and we use the definition of py,, to conclude that py, = ujuxx
(resp. pwy = wjupuzy). As a consequence of this classification, a finite, reduced and convergent 2-
polygraph has a finite number of critical triple branchings.

3.3.2. The basis of generating triple confluences. The basis of generating triple confluences of ¥ is
the cellular extension c3(Z) of ¢c2(£) " made of one 4-cell

O 5 A N\ O
&} Mcr* I,
*v
Oyw

for every critical triple branching b = (v, gV, p,5) of Z. By definition of the notations A* and A fora
2-cell or 3-cell A, the 4-cell wy, can also be written
(9" (79"

I w
uv (wfﬁv) i == U wfu,fv* Iy
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3. Track-polygraphic resolutions generated by convergent 2-polygraphs

3.3.3. Lemma. The right normalisation strategy of c2(X) extends to a right normalisation strategy

0f03(2).

Proof. First, we define a 4-cell 07 : A* 5 K*, for A a 3-cell of ¢, (X)* by Noetherian induction on the
1-source of A. If this source is a normal form, then we define 0, = 11]u. Now, let us fix a T-cell u
that is not a normal form. We assume that, for every 1-cell v in which u reduces and every 3-cell A in
c2(X)* with 1-source v, we have defined the 4-cell 0,. We start by defining a 4-cell G;f’gw, for every
critical branching (f, g) of £ with source v and every T-cell w in £ such that u = viv. We proceed by
case analysis on the type of local triple branching of b = (fw, gw, py,).

e If b is aspherical, then p,, = gw. In that case, we define G*wf a = o W)
»9 ’

e The triple branching b cannot be Peiffer, by hypothesis.

e Otherwise, we have W = Wyw; and by = (fwy, gWr, py, ) is a critical triple branching of X. We
define the 4-cell Gfuf & as the following composite:
»9

T W == YW

Hence, we have defined a 4-cell O'Z)f & (wpgw)* = (.le;g\V\)* inc3(Z)". We extend this definition to
»9

every 3-cell A in c,(X)* with 1-source u by using the commutation properties of a right normalisation
strategy with the compositions.

Then, we use the commutation properties of a normalisation strategy with the inverse to extend o to
any 3-cell of co(Z) ". O

3.3.4. Proposition. The track (1,3)-polygraph c3(L) is acyclic.
3.3.5. Corollary. A category with a finite convergent presentation is FDTy.
3.4. The acyclic track (1, co)-polygraph generated by a convergent 2-polygraph

Let X be areduced and convergent 2-polygraph and let us extend it into an acyclic track (1, co)-polygraph
denoted by coo (L) and whose generating p-cells, for p > 3, are (indexed by) the (p — 1)-fold critical
branchings of . We proceed by induction on p, having already seen the base cases, forp = 2 andp = 3.
The induction case follows the construction of c3(X), so we go faster here.
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3.4. The acyclic track (1, co)-polygraph generated by a convergent 2-polygraph

3.4.1. Higher branchings of 2-polygraphs. A p-fold branching of L is a family (1, ..., ) of 2-cells
of £* with size 1, with the same source and such that f; < --- < f,. We define local, aspherical, Peiffer,
overlapping, minimal and critical branchings in a similar way to the cases p = 2 and p = 3. As before,
we study the possible shapes of a p-fold critical branching b of X and we conclude that it must have
shape
b = ( Ci)\, Puv )

where c is a critical (p — 1)-fold branching of £ with source u. Hence, if I is finite, it has finitely many
critical p-fold branchings.

3.4.2. The basis of generating p-fold confluences. The basis of generating p-fold confluences of  is
the cellular extension ¢, (X) of cp_; (£)" made of one (p + 1)-cell
wp ¢ (W) — WV

for every critical p-fold branching b = (cv, p,5) of L.

The extension of the right normalisation strategy to c,(Z) is made in the same way as in the case
p = 3. Itrelies on a Noetherian induction and a case analysis, whose main point is to define a (p+1)-cell
D (W)t — Wew”

*
Gwcw .

in cp ()T for every local p-fold branching
b = (CW) vav)

of X such that w = wyw; and such that b; = (cwq, p,) is a critical p-fold branching of £. As in the
case p = 3, we define the (p + 1)-cell 0. as the following composite, where f is the first 2-cell of the
critical p-fold branching c:

pVW1 WZ

W' W,
As a conclusion of this construction, we get that the track (1,p)-polygraph ¢, (X) is acyclic.

3.4.3. Theorem. Every convergent 2-polygraph ¥ extends to a Tietze-equivalent, acyclic track (1, 00)-
polygraph co. (L), whose generating p-cells, for every p > 3, are indexed by the critical (p — 1)-fold
branchings of ¥.

As a consequence, we have proved:
3.4.4. Theorem. A category with a finite convergent presentation is FDT .

3.4.5. Corollary. If C is a category with a convergent presentation with no critical p-fold branching,
for some p > 2, then dyoi(C) < p.
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4. Abelianisation of track-polygraphic resolutions

4. ABELIANISATION OF TRACK-POLYGRAPHIC RESOLUTIONS

4.1. Resolutions of finite type

4.1.1. Modules over a category, [32]. Let C be a small category. A C-module is a functor from C to
the category of Abelian groups Ab. The C-modules and natural transformations between them form an
Abelian category with enough projectives, denoted by Mod(C). Equivalently, Mod(C) can be described
as the category of additive functors from ZC to Ab, where ZC is the free Z-category over C: its objects
are the ones of C and each hom-set ZC(x,y) is the free Abelian group generated by C(x,y).

A free C-module is a coproduct of representable functors ZC(p, —), denoted by Cp,. A C-module M
is finitely generated if there exists an epimorphism of C-modules F — M, with F free.

The tensor product over C of a C°-module M and a C-module N is the Abelian group M ®c N
defined by:

M®@cN = EBM(X)@ZN(X) /Q

xeCop

where Q is the subgroup of @ M(x) ®z N(y) generated by the elements
xeCop

M(u)(a) ® b—a ® N(u)(b), ue C(x,y), aeMy), beN(x).

4.1.2. Modules of type FP,,. Let C be a small category. A C-module M is of homological type FPy,
for 0 < p < oo, when there exists a projective, finitely generated resolution of M in the category of
C-modules:

Pp pr1 to Po M 0.

As a generalisation of Schanuel’s lemma, we have, given two exact sequences

O%Ppi)qu Po M 0

and

0P, Pl P — M ——0

with P; and P/ projective and finitely generated for every 0 < i < p — 1, then Py, is finitely generated if
and only if P{) is finitely generated. This yields the following characterisation of the property FP}:

4.1.3. Lemma. Let C be a small category, let M be a C-module and let p be a natural number. The
following assertions are equivalent:

i) The C-module M is of homological type FPy,.

ii) There exists a free, finitely generated resolution of M

Fp Fp—] T FO M 0.
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4.2. Categories of finite homological type

iii) The C-module M is finitely generated and, for every 0 < k < p and every finitely generated and
projective resolution of M

d
P —5 Py Po M 0,

the C-module Ker dy is finitely generated.

4.1.4. Lemma. Let Lang : Mod(C) — Mod(D) be the additive left Kan extension along a functor
F: C — D. If M is a C-module of homological type FP,, then Lang(M) is a D-module of homological
type FPy,.

Proof. Letus assume that M is a C-module of type FP,. Then there exists a finitely generated, projective
resolution P, — M. If £ is a O-cell in D, then we have:

Lang(M)(€) = ZD(F &) ®c M.

Since each C-module P; is finitely generated and projective, then so is the D-module Lang(P;). Moreover,
the functor Lang is right exact: it follows that Lang(P,) — Lang(M) is a finitely generated, projective
resolution. This proves that Lang(M) is of type FP,,. O

4.2. Categories of finite homological type

4.2.1. Natural systems of Abelian groups. Let C be a category. The category of factorisations of C is
the category, denoted by FC, whose objects are the morphisms of C and whose morphisms from w to w’
are pairs (u,v) of morphisms of C such that the following diagram commutes in C:

In such a situation, the triple (u, w,Vv) is called a factorisation of w’. Composition in FC is defined
by pasting: if (u,v) : w — w’ and (u’,v’) : w' — w” are morphisms in FC, then (u,v)(u’,v’) is
(u'u, vw’). The identity of wis (1), Teiw))-

A natural system (of Abelian groups) on C is an FC-module D, i.e., a functor D : FC — Ab. As
in S]], we denote by D,, the Abelian group which is the image of w by D. If there is no confusion,
we denote by uav the image of a € D,, through the morphism of groups D(u,v) : D,, — D,,s. The
category of natural systems on C is denoted by Nat(C).

4.2.2. Free natural systems. Given a subset X of the set of 1-cells of C, we denote by F¢[X] the free
natural system on C generated by X, which is defined by

FclX] = @x € XFC,.
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4. Abelianisation of track-polygraphic resolutions

In particular, if £ is a (1,p)-polygraph such that £ ~ C, we consider:

e The free natural system Fc[Zo] generated by the T-cells 1, for x € Xy. If wis a 1-cell in C, then
Fcl[Zolyw is the free Abelian group generated by the pairs (u, v) of 1-cells of C such that uv = w.

e Forevery 1 < k < p, the free natural system Fc[Z] generated by the 1-cells @, for ¢ € Xy. If w
is a 1-cell in C, then Fc[Zy],, is the free Abelian group generated by the triples (u, @, v), thereafter
denoted by u[@]v, made of a k-cell @ of Iy and 1-cells u, v of C such that ugv = w.

4.2.3. Categories of finite homological type. The property for a small category C to be of homological
type FP}, is defined according to a category of modules over one of the categories in following diagram

PN

FC—25C° x C cT
%c%

where C is the groupoid generated by C, 7 is the projection u — (s(u),t(u)), p7 and p; are the
projections of the cartesian product, q; and (; are the injections u® — u~ and u — u. Let us denote
by Z the constant natural system on C given, for any 1-cell u of C, by

Ty = 7 and Z(u, 1) = Z(1,u) = g,

The functor Lan(Z) is the C° x C-module ZC and the functors Lany, -(Z), Lang,p,(Z) are the constant
modules equal to Z.
A small category C is of homological type

i) FP, when the constant natural system Z if of type FPy,
ii) bi-FP, when the C° x C-module ZC is of type FP,
iii) left-FP,, when the constant C-module Z is of type FPp,
iv) right-FP, when the constant C°-module Z is of type FP,,
V) top-FP, when the constant C"-module Z is of type FP,,.

4.2.4. Proposition. i) For small categories, we have the following implications:

FP, = bi-FP, = lefi-FP, or right-FP, = top-FP,.

ii) For small groupoids, the conditions FPy, bi-FPy, left-FP,, right-FP,, and top-FPy, are equivalent.

Proof. Let us prove i). We have Lan,(Z) = ZC and Lang, (Z) = Z. Hence the first and last implications
are consequences of Lemma If P, — ZC is a finitely generated resolution of C° x C-modules
then P, ®c Z (resp. Z ®c P.) is a finitely generated resolution of the C-module (resp. C°-module) Z,
yielding the middle implication.
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4.2. Categories of finite homological type

Let us prove ii). For a groupoid G, the G-modules, G°-modules, G° x G-modules and G "-modules
coincide. Hence the conditions bi-FPp, left-FP,,, right-FP,, and top-FP,, are equivalent. There remains
to prove that left-FP,, implies FP,. First, we define, for every G-module M, a natural system M on G
by Mg = M(t(g)), for any T-cell g in G, and M(h, k) = M(k) : M(t(g)) — M(t(g’)), for any
factorisation g’ = hgk in G. As a direct consequence of this construction, if M is a finitely generated
projective G-module then M is a finitely generated projective natural system on G. Thus, if P, — Zis a
projective resolution of finitely generated G-modules, then P, — Z is a projective resolution of finitely
generated natural systems. O

Remark. The converse of the second and third implications in i) of Proposition #.2.4/do not hold in gen-
eral. Indeed, Cohen constructed a right-FP., monoid which is not left-FP;: thus, the properties top-FPy,
left-FP,, and right-FP,, are not equivalent in general, [10]. Moreover, monoids with a finite convergent
presentation are of types left-FP, and right-FP, [38. 1} [19]], but there exists a finitely presented monoid,
of types left-FP, and right-FP,, which does not satisfy the homological finiteness condition FHT, in-
troduced by Pride and Wang, [20]; since the property FHT and bi-FP;3 are equivalent, [21]], it follows that
the properties left-FP,, and right-FP,, do not imply the property bi-FPy, in general. We conjecture that the
converse of the first implication is not true either, but this is still an open problem.

4.2.5. Finite homological type and homology. The cohomology of categories with values in natural
system was defined in [44] and [5]. Let us define the homology of a category C with values in a con-
travariant natural system D on C, that is an (FC)°-module.

We consider the nerve N, (C) of C, with boundary maps d; : N,(C) — Ny_1(C), for 0 < i < n.
For s = (u1,...,uUy) in N, (C), we denote by § the composite 1-cell uy - - - u,, of C. For every natural
number n, the n-th chain group C,(C, D) is defined as the Abelian group

Cn(C) D) = @ Dg.
SENn(C)

We denote by (s the embedding of Ds into C,,(C, D). The boundary map d : C,,(C,D) — C,,_1(C, D)
is defined, on the component D5 of C,,(C, D), by:

n—1

dis = e + 3 (s + () gyt

i=1
with s = (uy,...,uyn) and where uy, and u}, respectively denote D (w1, 1) and D(1,uy, ). The homology
of C with coefficients in D is defined as the homology of the complex (C,(C, D), d.):

H.(C,D) = H.(C.(C,D),d,).

We denote by Tor C(D, —) the left derived functor from the functor D ®p¢ —. One proves that there is
an isomorphism which is natural in D:

H.(C,D) ~ Tor'¢(D, 7).
As a consequence, using Lemma[d.1.3] we get:

4.2.6. Proposition. Ifa category C is of homological type FPy, for a natural number p, then the Abelian
group Hy(C, Z) is finitely generated for every 0 < k < p.
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4. Abelianisation of track-polygraphic resolutions

4.3. The Reidemeister-Fox-Squier complex

4.3.1. Derivations of a category. Let C be a small category and let D be a natural system on C. We
recall from [5] that a derivation of C with values into D is a mapping d that sends every 1-cell u of C to
an element of D,y, such that, for every composable 1-cells u and v, the following relation holds:

dlw) = ud(v) + d(u)v.

Thus, in the particular case of a free category X*, a derivation of X* into D is characterised by its values
on the T-cells of X.

4.3.2. Lemma. Let X be a (1,p)-polygraph. For every 1 < k < p, there exists a unique map [-] from Z];r
to F5[Zy] that extends the inclusion of Ly into F5[Zy] and such that the following relations hold:

[1d =0 K] = —fx] hﬁy]:{hm+xm ifi=0

(x| + [y] otherwise

Proof. Those relations give a way to define an element [x] of Fx[Z] for every k-cell x in ZE . To prove
that [x] is uniquely defined, one checks that [-] is compatible with the defining relations of a track (1,p)-
category. For example, we have, forevery 0 <i < j < p:

Xy + X[yl + [zZIt +z[t] ifi=0
[x] + [yl + [z] + [t] otherwise

[(x*iy)xj (zxi t)] = [(xH52) % (yxt)] = { O

4.3.3. The Reidemeister-Fox-Squier complex. Let X be a track (1, p)-polygraph. For 1 <k <p +1,
the k-th Reidemeister-Fox-Squier boundary map of X is the morphism of natural systems

o ¢ FylZy] — FelZy]
defined, on a k-cell x in X, by:

(x,1)—(1,x) ifk=1
Ixl = { _
[s(x)] — [t(x)] otherwise.

The augmentation map of X is the morphism of natural systems ¢ : F5[Zo] — Z defined, for every pair
(u,v) of composable 1-cells of L, by:
e(u,v) = 1.

By induction on the size of cells of r T, one proves that, for every k-cell f in rT, with k > 1, the
following holds:

&[] = {(“)—(hf) ifk:7
[s(f)] — [t(f)] otherwise.

As a consequence, we have ¢d; = 0 and dydx41 = 0, for every T < k < p. Thus, we get the following
chain complex of natural systems on X

Op 81

dp 11
F(Zpi1] = FelZy] FrlZol — 7,

which we denote by F[Z] and call the Reidemester-Fox-Squier complex of the track (1,p)-polygraph .
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4.4. Abelianisation of track-polygraphic resolutions

4.3.4. Homological syzygies. For every k in {1,...,p + 1}, the kernel of &y is denoted by hy(X) and
called the natural system of homological k-syzygies of Z. The kernel of ¢ is denoted by ho(Z) and called
the augmentation ideal of L.

The natural system ho(Z) is finitely generated if and only if the small category £ has homological
type FP;. If I is a generating 1-polygraph for a small category C, one checks that hy(C) is generated by
the set {(x,1) — (1,x) | x € £;}. Tt follows that a category has homological type FP; if and only if it is
finitely generated.

4.4. Abelianisation of track-polygraphic resolutions

Let us fix a small category C with a track-polygraphic resolution of length p > 1, i.e., an acyclic track
(1,p — 1)-polygraph X such that X is isomorphic to C.

4.4.1. Contracting homotopies. Since X is acyclic, it admits a left normalisation strategy 0. We denote
by oy, for —1 < k < p, the following families of morphisms of groups, indexed by the 1-cells of C:

(0_1)w 1 Z — FelZolw (00)w : FelZolw — FelZilw (ox)w : FelZilw — FelZiplw
1 — (1,w) (w,v) — [Ty ulxlv —  [oglv

4.4.2. Lemma. Foreveryk €{1,...,p— 1}, every k-cell f of LT and every 1-cells u, v of C such that
ufv exists, we have
ox(ulflv) = [oglv.

Proof. We proceed by induction on the size of f, using the relations satisfied by the derivation [-] and by
the normalisation strategy o. If f = 1,,, for some (k — 1)-cell w of £, then we have:

ox(ullwlv) = ox(0) = 0 = 11 v = [o1, Iv.

uw

If f has size 1, then the result holds by definition of oy. Let us assume that f = gh, where g and h are
non-degenerate k-cells of ZT. Then we use the induction hypothesis on g and h to get, on the one hand:

o (ulghlv) = oy(ulglhv) + o (uglhlv) = [ogghv + [0,V

On the other hand, since o is a left normalisation strategy, we have:

[oagnlv = [oags(h) 1 o5 Jv = logglhv + o Iv.

Finally, let us assume that f = g x{ h, where g and h are non-degenerate k-cells of £ and i > 1. Then
we get:
ox(ulg xi hlv) = oy(ulglv) + ox(ulhlv) = [ogglv + [ognlv.

And we also have:
[O-ﬁ(g*ih]]v = [O-ﬁg*iﬁh]\) = [Uﬁg *1i O'Qh]\) = [O'ﬁg}v + [Gﬁh]v' OJ

4.4.3. Theorem. If a small category C admits a track-polygraphic resolution X of length p, then the
Reidemeister-Fox-Squier complex Fc[L] is a free resolution of the constant natural system 7, on C.
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4. Abelianisation of track-polygraphic resolutions

Proof. Let us prove that o, is a contracting homotopy. Each (o_1),, is a section of ¢y, hence ¢ is an
epimorphism of natural systems. Then we check the relation

6]0‘0(LL,V) = (LL,V) - (],LLV) = (LL,V) - U,]E(LL,V),
yielding the exactness at Fc[Zy]. Then, we compute

8201 (ulxlv) = 8;([og])v = [Uxlv — [uxlv = [lxv + ulxlv — [Ux]v.

and
0081 (ulx]v) = op(ux,v) — op(u,xv) = [Ux]v — [Ulxv.
Hence 8,01 + 0901 = 1§ [z,], proving exactness at F¢[Z;]. Finally, for k € {2,...,p — 1}, we have:
S 10k (ulelv) = diiilogelv

= [Uelv — [0gs(¢) %1 054V

= ulelv — [ogs(p) IV + [oge() 1V

= ulelv — o1 (ulselv) + o1 (ultelv)

= ulolv — o1k (ul@lv).
Thus, we get 8y110% + 010k = T [z, ], proving exactness at Fc [Zx] and concluding the proof. ]

As a consequence, we get:

4.4.4. Theorem. If a small category admits a convergent presentation, then it is of type FPo,

4.5. Description of homological syzygies and cohomological dimension
From Theorem we get a characterisation of the homological properties FP}, in terms of track-
polygraphic resolutions:

4.5.1. Proposition. If a small category C admits a track-polygraphic resolution X of length p > 1,
then C is of homological type FP,. Moreover, if the natural system h, (Z) of homological p-syzygies of L
is finitely generated, then C is of homological type FPp 1.

In particular, every small category is of homological type FPy. Finitely generated (resp. presented)
categories are of homological type FP; (resp. FP;). More generally, we have the following result,
generalising the fact that a finite derivation type monoid is of homological type FP3, [[11, 36]:

4.5.2. Theorem. For small categories and for every p > 1, the property FDTy, implies the property FP,,.

Theorem (4.4.3|also gives a description of homological p-syzygies in terms of critical p-fold branchings
of a convergent presentation:

4.5.3. Proposition. Let C be a small category with a convergent presentation . Then, for every p > 2,
the natural system hy,(Z) of homological p-syzygies of L is generated by the elements

5p+1 [wp] = [(weV)*] — [0V

where b = (cV, p,) ranges over the critical p-fold branchings of X. As a consequence, a small category
with a finite, convergent presentation is of homological type FPy,.
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4.6. Homological syzygies and identities among relations

Finally, Theorem {.4.3| gives the following bounds for the cohomological dimension of a small category.
We recall that the cohomological dimension of a small category C, is defined, when it exists as the lowest
0 < n < oo such that the constant natural system Z on C admits a projective resolution

0 Pn e P Po Z 0.

In that case, the cohomological dimension of C is denoted by cd(C). In particular, when C is free, then
cd(C) < 1, see [3].

4.5.4. Theorem. Let C be a small category. Then:
i) Cd(C) < dpol(C)-
ii) If C admits a track-polygraphic resolution of length p, then cd(C) < p.

iii) If C admits a convergent presentation with no critical p-fold branching, then cd(C) < p.

4.6. Homological syzygies and identities among relations

In [16]], the authors have introduced the natural system on L of identities among relations of an n-
polygraph X. If ¥ is a convergent 2-polygraph, this natural system is generated by the critical branchings
of . In Proposition we have seen that this is also the case of the natural system of homological
2-syzygies of X. In this section, we prove that, more generally, the natural systems of homological
2-syzygies and of identities among relations of any 2-polygraph are isomorphic.

4.6.1. Natural systems on n-categories. We recall from [15], that a context of an n-category C is an
(n 4 1)-cell with size 1 in the (n + 1)-category C[x], where x is a n-sphere of €, seen as a cellular
extension of € with only one element. Such a context C admits a decomposition

C = frukno1 (Fnci*n2 (- %1 F1 X g1 %1 -+ ) %n—2 Gn—1) *n—1 Gn,

where, for every k in {1,...,n}, fx and gy are k-cells of C. If f is an n-cell of € which is parallel
to x, one denotes by C[f] the n-cell of € obtained by replacing x with f in C. The context C is a
whisker of C if f,, and g, are degenerate. Every context C of C,,_; yields a whisker of € such that
C[f *n_1 gl = CIf] x,_1 Clg] holds.

If " is a cellular extension of C, then every non-degenerate (n.+ 1)-cell f of C[I'] has a decomposition

f = Cy [(Pl] *p otk Ck[(Pk]»

with k > 1 and, for every iin {1,...,k}, @; in " and C; a context of C, i.e., a whisker of C[I'].

The category of contexts of C is denoted by Ct(C), its objects are the n-cells of € and its morphisms
from f to g are the contexts C of € such that C[f] = g holds. When n = 1, the category Ct(C)
is isomorphic to the category FC of factorisations of a small category C. We denote by Wk(C) the
subcategory of Ct(C) with the same objects and with whiskers as morphisms. A natural system on C is
a Ct(C)-module. We denote by D,, and D¢ the images of an n-cell u and of a context C of C by the
functor D.
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4. Abelianisation of track-polygraphic resolutions

4.6.2. Identities among relations. Let ¥ be an n-polygraph. An n-cell fin £ is closed when s(f) =
t(f). The natural system TT(X) on I of identities among relations of L is defined as follows:

e Ifwisan (n — 1)-cell of L, the Abelian group TT(Z),, is generated by one element |f|, for each
n-cell f : v = vof £ such that v = u, submitted to the following relations:

- iff:v—vand g:v — varen-cells of T, with v = u, then
[frn1 9] = [f]+1g];

- iff:v—)wandg:w—>varen—cellsonT,withV:W:u,then
[fxn-19] = [g*nf] .

e If g = C[f] is a factorisation in Z, then the morphism TT(Z)¢c : TI(Z); — T(X)g4 of groups is
defined by

where C is any representative context for C in X*. We recall from [16] that the value of TT(X) does
not depend on the choice of C, proving that TT(X) is a natural system on X and allowing one to
denote this element of TT(X)4 by C [f].

The identities among relations satisfy the relations
(] =—1f] and  |genfang | = [f]
for every n-cells f:u — uwandg:v — uin .

4.6.3. Lemma. Let ¥ be a 2-polygraph and let f be a closed 2-cell of LT. Then we have [f] = 0 in
FclX,] if and only if | f| = 0 holds in TI(X).

Proof. To prove that |f| = 0 implies [f] = 0, we check that the relations defining TT(X) are satisfied in
Fcl[Z,]. The first relation is given by the definition of the map [-]. The second relation is given by

[f x1 gl = [f] + [g] = [g] + [f] = [g 7 f].
Conversely, let us consider a 2-cell f: w = win 2 T such that [f] = 0 holds. We decompose f into:
f = W'V 1 * Up @ Vp

where @ is a 2-cell of X, u; and v; are 1-cells of T, ¢ is an element of {—,+}. Then we get:
P
0 =[f] = Z il [@i]vi
i=1

Since F¢[X;] is free over X, this implies that there exists a permutation T of {1,...,p} such that:

Pi = Qi) Wi = Uqgi) Vi = Vr(y) €i = —Eq(i)-
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4.6. Homological syzygies and identities among relations

Now, let us choose a 2-cell h; : 1 = uis(@;i)v; in LT, in such a way that, if wis(@;)v; = u;s(@j)vj,
then h; = h;. Then we have, with the convention h, 1 = h;:

P
[f] =[x fxhy] = Z |y %1 w@ivix hip, ] .

i=1
From the properties of the permutation T, we get:
Er(i _ —€q —
L‘%m +1 Une(t) Doy V(i) *1 hT(m)J = Wm X1 WPy Vi A hT(m)J
= |hiwr *1 W@y vk hy |
= — |hi* weivix hi, .
Hence we get, by induction on p, the relation |f| = 0. O

4.6.4. Lemma. Let & be a 2-polygraph. For every element a in hy(X), there exists a closed 2-cell f
in £ such that a = [f] holds.

Proof. Letw be the 1-cell of T such that a belongs to F5[Z5]w. We consider a homotopy basis Z3 of T
Then, there exists an element b in F5[Z3],, such that a = 63(b) holds. By definition of Fy[X3],,, we can
write

K
b = Zﬁiui[fxi]vi
i=1
with o in Z3, u; and v in Z, ¢; in {—, +}, such that, for every i, ujo;v; = w. We choose 2-cells
gi : W = U;ov; in L. Then we get b = [A] with
A = (g% wag' v+ g7 ) *1 - x1 (giok W Vix1 gy ).

Finally, we get:
a = 83([A]) = [s(A)] —[t(A)] = [s(A) % t(A)].

Hence f = s(A) x; t(A)™ is a closed 2-cell of £ that satisfies a = [f] O

4.6.5. Theorem. For every 2-polygraph L, the natural systems of homological 2-syzygies and of identi-
ties among relations of L are isomorphic.

Proof. We define an Abelianisation map as the morphism of natural systems @ : TT(£) — hy(X) given
by
o([f]) =I[f].

This definition is correct, since the defining relations of TT(X) also hold in F¢[X;], hence in hy(X). Let
us check that @ is a morphism of natural systems. Indeed, we have

O(u[f|v) = [@f] = ulflv = ud([f])v

for every 2-cell f : w = win ZT and 1-cells 1, v in £ such that Ufv is defined.
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4. Abelianisation of track-polygraphic resolutions

Now, let us define a morphism of natural systems ¥ : hy(X) — TT(X). Let a be an element of hy(X),,,.
Then there exists a closed 2-cell f : u = u such that a = [f] and w = u. We define

This definition does not depend on the choice of f. Indeed, let us assume that g : v = v is a closed 2-cell
such that a = [g] holds. It follows that v = w = u. Hence, we can choose a 2-cell h : uw = v in T,
Then we have:

a=1[f] =I[g =[hxgxhl].

As a consequence, we get:
0 = [f]— [h,*1 g *1 h™] = [f*] h™ % g x hl.
Thus:
0 = Lfaq h™ %1 g~ % hJ = |f|] — th g *1 h_J = |f]—|g].

The relations YO = Tyy(z) and @Y = 1}, (5 are direct consequences of the definitions of ® and ¥. [

4.7. Abelian finite derivation type

A track n-category T is Abelian if, for every (n — 1)-cell win T, the group Autgl of closed n-cells of T
with source u is Abelian. The Abelianized track category of 7 is the track n-category, denoted by Tqp
and defined as the quotient of T by the n-spheres (f x,_1 g, g *n_1 f), where f and g are closed n-cells
with same source.

One says that an n-polygraph X is of Abelian finite derivation type, FDT,y, for short, is the Abelian-
ized track n-category Z;J is FDTj3. In this section, we prove that an n-polygraph is FDTyy if and only if
the natural system TT(Z) of identities among relations of L is finitely generated.

In [16], it is proved that TT(Z) is the only natural system on X, up to isomorphism, such that there
exists an isomorphism of natural systems on the free n-category Z*

M) ~ AutFa

—

with TT(Z) defined, on every n-cell u of £*, by

mE)., = M)

u

4.7.1. Lemma ([16l]). Let T be a track n-category and let B be a family of closed n-cells of T. The
following assertions are equivalent:

1. The cellular extension B = {B B —Tsp, B € B} is a homotopy basis of 7.
2. Every closed n-cell f in T can be written
f = (g1%n1 Ci [BY'] *n197) *n-1 -+ *n1 (G *n—1 Ci [Bi¥] *n-1 %) (1)

where, for every i € {1,...,k}, we have 3; € B, ¢; € {—,+}, C; € Wk(T) and g; € Th.
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4.7. Abelian finite derivation type

4.7.2. Proposition. An n-polygraph X is FDTy, if and only if the natural system TI(Z) on L is finitely
generated.

Proof. Let us assume that the n-polygraph X is FDT,,. Then the Abelian track n-category ZaTb has a
finite homotopy basis B. Let 0B be the set of closed n-cells of Z 1, defined by:

= {B=s(B)xm-1tB)" [BeB}.
By Lemma , any closed n-cell f in ZL can be written

f = (91 *n—1 Cq [8[3181] *n—1 9?) *n—1 " *n] (gk *n—1 Ck[aﬁik] *n—1 9;))

where, for every iin {1,...,k}, Bi in B, &; in {—,+}, C; a whisker of X* and g; an n-cell of . As a
consequence, for any identity among relations | f| in TT(X), we have:

ZEI 91*n1C[35 ‘)(71191L ZEI

i=1

Thus, the elements of |0B | form a generating set for the natural system TT(X). Hence TT(X) is finitely
generated.

Conversely, suppose that the natural system TT(X) is finitely generated. Then there exists a finite
set B of closed n-cells in Z;) such that, for every (n — 1)-cell u of I and every closed n-cell f with
source v of Z;;), such that v = u, one can write

P
= Z &iCi [Bi]
i1

with, for every 1 in {1,...,p} By in B, C; a whisker of T and ¢; an integer, such that, for every repre-
sentative C of C; in Zab, C [Bi] is a closed n-cell of Z;L whose source v; satisfies v; = v. We fix, for
every i, an n-cell g; : v = vy in . Then, by properties of TT(Z), we have:

If] = i Lgt*n 1 C ]*n—1 ng

i=1

= {(91 Jn1 C [B5'] *n—197) *n—1 - *n1 (gp *n_1 (A:p[f);p] *n—1 QQ)J .

.
We use the isomorphism between TT(X),, and Aut\),: ® and Lemmal4.7.1|to deduce that the cellular exten-
sion B = {B B —Tsp, B € 3} of Z; is a homotopy basis. Thus X is FDTyy,. O

In [16]], the authors have proved that the property to be finitely generated for TT(X) is Tietze-invariant for
finite polygraphs: if £ and Y are two Tietze-equivalent finite n-polygraphs, then the natural system TT(X)
is finitely generated if and only if the natural system TT(Y) is finitely generated.

By Proposition we deduce that the property FDT,y, is Tietze-invariant for finite polygraphs,
so that one can say that an n-category is FDT,, when it admits a presentation by a finite (n + 1)-
polygraph which is FDT,p,. In this way, the following result relates the homological property FP3 and the
homotopical property FDT,p.
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4.7.3. Theorem. Let C be a category with a finite presentation X. The following conditions are equiva-
lent:

i) Cis of homological type FP3,
ii) hy(X) is finitely generated,
iii) TT(X) is finitely generated,
iv) Cis FDT,.

Proof. The equivalence between i) and ii) comes from the definition of the property FP;. The equiv-
alence between ii) and iii) is a consequence of Proposition [4.6.5] The last equivalence is given by
Proposition[4.7.2] O

In Theorem[4.5.2] we have seen that FDT3 implies FP3. We expect that the reverse implication is false in
general, which is equivalent to proving that FDT,;, does not imply FDT, since FP3 is equivalent to FD T,
for finitely presented categories.

5. EXAMPLES
5.1. The standard track-polygraphic resolution of a small category

We fix a small category C. The standard presentation of C is the 2-polygraph denoted by N C and whose
cells are the following ones:

e one O-cell for each 0-cell of C,
e one 1-cell U for every non-degenerate 1-cell u of C,

e one 2-cell

T v

// ﬂuu,v
uv

for every pair (u,v) of non-degenerate and composable 1-cells in C.

The 2-polygraph N C is reduced. Let us prove that it is convergent. For termination, one checks that
each 2-cell (1, : v = uv of N C has source of size 2 and target of size 1. As a consequence, for every
non-degenerate 2-cell f : u = v of the free 2-category N C*, the size of u is strictly greater than the size
of v.

For confluence, we check that N C has one critical branching for every triple (u,v,w) of non-
degenerate composable T-cells in C

( uu,vﬁ) ) 1/‘\l-uv,w )
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5.1. The standard track-polygraphic resolution of a small category

and that this critical branching is confluent:

My ww uv,w

vw uw
Uy,w avw = Huww

The rightmost normalisation strategy for N C is given, on 1-cells, by:

* _ (= = *
0F g = (W A2t ) * 0% .t

Hence we get the acyclic track (1, 2)-polygraph c,(N C), by extending N C with one 3-cell

H% ww uUv,W

avw Huvw  1vw

u% G %,W

for every triple (u, v, w) of non-degenerate composable 1-cells of C. The acyclic track (1, 2)-polygraph
¢2(N C) is a track-polygraphic resolution of C of length 2. One iterates this process to build a resolution
of C by the acyclic track (1, 00)-polygraph co, (N C), called the standard track-polygraphic resolution
of C.

For each natural number n. > 2, ¢, (N C) has one n-cell py, ... v, for every family (uq,...,u,) of
non-degenerate composable 1-cells of C, with the shape of an n-simplex, representing all the possible
ways to transform ;... U, into ujy...un and all the homotopies between those different ways. More
precisely, the n-cell w, ..., has the shape of an n-oriental [41]], the higher-categorical equivalent of
an n-simplex. In particular, the source and the target of the n-cell p, .. ., are x,_>-composites of the
following (n — 1)-cells

W1 Huy,..un ifi=0
di(uh ceey Up) = Mg e Uit 15y Un if1<i<n-—1
Hugyegun 1 Un ifi=n

For example, the 4-cell W,y w,x is given thereafter:

e HuvwX e HuvwX
WIwWx :> UYWX WIWX ﬁ TYWX
Hu,yWX ~ A Huvw,x Hu,yWX X Huvw,x
HuvwX bx,vwx uv H@ Huv,wx
7 S TV R4 N Y
WwWX =Uly wX= vwx  Hupywx  Tvwx ===  {vwx © wwx =Huww= ttywx
- N\ Z
PN UHywx Wy, PN Hy v WX UL,V WX
Wty M V\KA Hu,vwx UV x }’ s Hu,vwx
WWwx =—= Uvwx Wwx =—= Uvwx
Upv, wx Upv, wx
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5. Examples

From this track-polygraphic resolution of C, we get the following Abelian resolution of the constant
natural system Z:

b ) b ) )
2 Feles(NC) —25 Felea (N €)] —25 FeIN Co] —25 FelCh] — 5 FelCol —55 2 —— 0

with differential maps given by

n
6n[uu1 ,...,un] = Z(_] )n_i[di(u-h cee )un)]
i=0
n—1 )
= (_1)nu] [P-uz,...,un] + (_1)n_l[um,...,uiuiﬂ,...,un] + [Huh...,un,]]un .

1

o
Il

Moreover, those elements 8y, [, ,....,,] form a generating set for the natural system hy,_; (N C) of homo-
logical (n — 1)-syzygies of N C.

5.2. A simple example of standard track-polygraphic resolution

Let us denote by A the monoid with one non-unit element, a, and with product given by aa = a. The
standard presentation of A, seen as a category, is the reduced and convergent 2-polygraph, denoted by As,
with one O-cell (for 1), one 1-cell (for a) and one 2-cell aa = a. Here we use diagrammatic notations,
where a is denoted by a vertical string | and the 2-cell aa = a is pictured as 'y. The 2-polygraph As
has one critical branching:

(Wl 1)

The corresponding generating confluence is the 3-cell:

VY

By extending As with that 3-cell, one gets a finite, acyclic track (1, 2)-polygraph, still denoted by As and
which is a track-polygraphic resolution of A of length 3. We conclude that the monoid A has FDTj3 and,
thus, type FP3. In particular, the natural system h;(As) of homological 2-syzygies of As is generated by
the following element:

5 = [l - W] = P+ 191 1w) - [ = [Wla—alv).

The 2-polygraph As has exactly one critical triple branching:

b= (YILIvliY).

This triple critical branching b has shape (fa, ga, p,g) with

f=% ad g=][¥
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5.2. A simple example of standard track-polygraphic resolution

We compute the 3-cells wy 4, 07 and G;a, using their definitions and the properties of the rightmost
normalisation strategy o, to get:

Wi gl = | ofs = Yo LY o = LIuleS

We fill the diagram defining wy, = <=, obtaining:

IIIﬁII III%II
v/ <! ¥ \’ / \w < \*
||||ﬁw:>||| = |—Vé|
o\ ¥ 1% /r o /*

III:>|| III:»II

Contracting one dimension, we see that the 4-cell <<—'is, in fact, Mac Lane’s pentagon, or Stasheff’s

“iJ > >
/ N

= g
We get a finite, acyclic track (1,3)-polygraph c3(As) which is a track-polygraphic resolution of A of

length 4, proving that A has FDT, and, as a consequence, that it is of type FP4. In particular, the natural
system h3(As) of homological 3-syzygies of As is generated by the following element:

s = [N [ <H - < 1<

= [+ [+ I - =1 - =]
= a1 -1+ [ a

Iterating the process, we get a resolution of A by an acyclic track (1, co)-polygraph co,(As). For every
natural number, ¢, (As) has exactly one n-cell, whose shape is Stasheff’s polytope K,,. For example, in
dimension 5, the generating 5-cell wy, is associated to the following critical quadruple branching:

= (YL 1YL YY) -

To compute the source and target of the corresponding 4-cell wy, we use the inductive construction of the
rightmost strategy o. Alternatively, one can also start from the 2-dimensional source and target of wy,
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5. Examples

which are obtained as the 2-cells associated to the source aaaaa of the critical quadruple branching b
by the leftmost and the rightmost strategies, respectively:

s2(wyp) = w and ta2(wyp) = w

Then one computes all the possible 3-cells from s;(wy,) to t2(wy) and one fills all the 3-dimensional
spheres with 4-cells built from the generating 4-cell <<—". Either way, we obtain the following com-
posite 4-cell as the source of wy:

é%é
&
£
(F

And the following composite 4-cell is the target of wy:

=

e T

SR

N, =
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5.3. The category Epi

The corresponding generator of the natural system h4(As) of homological 4-syzygies of As is:

e e R e b e e e R

= [~~~=la—-al=~=1.
5.3. The category Epi

We denote by Epi the subcategory of the simplicial category whose O-cells are the natural numbers and
whose morphisms from n to p are the ordered-preserving surjections from {0, ...,n}to{0,...,p}. This
category is studied in [24], where it is denoted by AP!,

The category Epi admits a presentation by the (infinite) 2-polygraph £ with the natural numbers as
O-cells, with 1-cells

n—I—]Ln 0<i<n,
where s; represents the map
. j if0<j<i
si(j) = ] o : .)
i—1 ifi+1<j<n+1,

and with 2-cells

Si _sn+1 S;
n+ Z/ ﬂsivi\ﬂ

Sitl P41 St

0<i<j<n+l.

Let us prove that this 2-polygraph is convergent. For termination, given a 1-cellu = s;, ...s;_of I*, we
define the natural number v(u) as the number of pairs (i,,1q) such that i, <1ig, with1 <p < q < k.
In particular, we have v(sisj) = 1 and v(sj;1s;) = 0 when i < j, i.e., when s;s;j is the source and sj1s;
is the target of a 2-cell of . Moreover, we have v(wuw’) > v(wvw’) when v(u) > v(v) holds. Thus,
for every non-degenerate 2-cell f : uw = v in I*, the strict inequality v(u) > v(v) is satisfied, yielding
termination of X.

The 2-polygraph Z has one critical branching (s;jsk, Sisjx) for every possible 0 <1 <j <k <n+2
and it is confluent, so that we get a resolution of Epi by the acyclic track (1, 2)-polygraph c;(Z) obtained
by extending £ with all the 3-cells filling the confluence diagrams associated to the critical branchings:

Sj+1S84,k

§j4+18iSk —=——= Sj+1Sk+1Si

54,jSk Si+1,k+18i

S$iSjSk Sijk Sk+28j+1Si

$i8j,k k+254j

SiSk+1Sj W Sk+258iSj
)
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5. Examples

To simplify notations, we draw each 1-cell s; as a vertical string |, , each 2-cell s;j as < ;, so that each

3-cell sy j i has the same shape as the Yang-Baxter relation, or permutohedron of order 3:
=k
E—————1
i,k L,k

Using those notations, the natural system hy(Z) of homological 2-syzygies of L is generated by the

elements
(Mi‘j]sk — Sk42 Mi,j])
" [*iyj’k] B [t}% ] - [}{i ] = ¢+ (s <] — [><i,k+1]sj)
Lk ok + (D=1 )t — sil<y

i)

K

The 2-polygraph X has one critical triple branching

(Si,jSka $i8§,kS1,y Sisjsk,l)

for every possible 0 < 1 < j < k <1 < n+ 3. This yields a resolution of Epi by the acyclic track
(1, 3)-polygraph c3(X) with one 4-cell s;j 1 for every possible 0 <1 <j <k <1< n+ 3. In string
diagrams, omitting the subscripts, each critical triple branching is written

(=01 1>=15 1<)

With the same conventions, the corresponding 4-cell has the shape of the permutohedron of order 4:

BB

e

As usual, the elements 04 [:>><<:i,j,k,l]’ for0 <i<j<k<k<n+ 3, form a generating set for the
natural system h3(X) of homological 3-syzygies of .

More generally, this construction extends to a track-polygraphic resolution of Epi of infinite length
where, for every natural number n, the generating n-cell has the shape of a permutohedron of order n.
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