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Improved analysis of SN1987A antineutrino events

G. Pagliaroli,1,2, ∗ F. Vissani,1, † M. L. Costantini,1, 2, ‡ and A. Ianni1, §

1INFN, Laboratori Nazionali del Gran Sasso, Assergi (AQ), Italy
2 University of L’Aquila, Coppito (AQ), Italy

(Dated: December 17, 2008)

We propose a new parameterization of the antineutrino flux from core collapse supernovae, that
allows an interpretation of its astrophysical parameters within the Bethe and Wilson scenario for
the explosion, and that leads to a reasonable (smooth) behavior of the average energy and of
the luminosity curve. We apply it to analyze the events observed by Kamiokande-II, IMB and
Baksan detectors in correlation with SN1987A. For the first time, we consider in the same analysis
all data characteristics: times, energies and angles of the observed events. We account for the
presence of background and evaluate the impact of neutrino oscillations. The hypothesis that the
initial luminous phase of emission (accretion) is absent can be rejected at the 2% significance level.
Without the need to impose external priors in the likelihood analysis, the best-fit values of the
astrophysical parameters are found to be in remarkable agreement with the expectations of the
standard core-collapse scenario; in particular, the electron antineutrino-sphere radius is 16 km, the
duration of the accretion phase is found to be 0.55 s, and the initial accreting mass is 0.22 M⊙.
Similarly the total energy emitted in neutrinos is 2.2 × 1053 erg, again close to the expectations.
The errors on the parameters are evaluated and found to be relatively large, consistently with the
limited number of detected events; the two dimensional confidence regions, that demonstrate the
main correlations between the parameters, are also given.

PACS numbers: 97.60.Bw Supernovae; 26.30.Jk Weak interaction and neutrino induced processes; 95.55.Vj
Neutrino detectors; 14.60.Pq Neutrino mass and mixing.

I. INTRODUCTION

We begin recalling the interest of core collapse super-
novae, the status of their understanding, and the expec-
tations for neutrino emission in the standard scenario.
Next, we discuss in Sect. I B the motivations for an im-
proved analysis of SN1987A observations in the context
of the standard scenario, collecting remarks and caveats
in Sect. I C. Finally, we offer in Sect. ID the outline of
the present investigation.

A. Neutrino emission in core collapse supernovae

Core collapse supernovae (SN) are astrophysical events
in which all known forces interplay with each other in ex-
treme physical conditions. An adequate modeling of the
processes occurring during this event would be important
to obtain information on the left-over compact star [1],
on nucleosynthesis [2–4], on the properties of the super-
nova remnant [5], and on the expected signals during the
explosion; in particular, gravitational waves and neutri-
nos [6, 7].

Because of the complexity of the problem, the model-
ing of the physical processes is still in evolution, but it
is generally accepted that the role of neutrinos is critical
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for the energy transport as first suggested in [8]. The
collapse and the formation of a compact object, like a
neutron star, have to pass through substantial neutrino
emission, see, e.g., [9]. The details of how the explosion
takes place and how the neutrinos are emitted are less
clear and necessarily model dependent. In this work we
focus on the only mechanism that has been studied in
some detail: the neutrino-driven mechanism also known
as Bethe and Wilson scenario [10] or delayed scenario
for the explosion. In the neutrino-driven mechanism,
the explosion of the massive star receives crucial assis-
tance from the energy deposition due to an initial, in-
tense neutrino luminosity. Although the viability of this
mechanism cannot be considered fully demonstrated at
present1, recent theoretical results [12, 13] encourage the
opinion that the neutrino-driven mechanism works for
certain core collapse SN.

In the neutrino-driven mechanism, there are two main
phases of neutrino emission:
i) A thermal phase, called cooling, occurring when the
proto-neutron star cools quietly. This phase involves
most of the emitted neutrinos, 80-90% in energy.
ii) A brief and very luminous neutrino emission, here
termed accretion, that should involve a lower amount of
neutrinos, 10-20% in energy. The accretion phase charac-
terizes the neutrino-driven mechanism of the explosion,
and it is expected to occur in the first stage of neutrino
emission. In this phase, the matter is rapidly accreting

1 We note that relevant discussion can be traced back to 1978 with
the calculations of Nadyozhin [11].
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over the proto-neutron star through the stalled super-
nova shock wave. The two most important processes of
neutrino emission are

e− p → n νe and e+ n → p ν̄e (1)

due to the abundant presence of nucleons and of quasi-
thermal e+e− plasma. These types of neutrinos (νe and
ν̄e) transfer to the star a small fraction of their energy,
f ∼ 0.1, necessary to revive the stalled shock wave.
See [14] for a wide description of the phase of accretion,
enriched by analytical arguments.

The neutrinos from phases i) and ii) can be observed in
conventional supernova neutrino detectors (namely, wa-
ter Cherenkov and scintillators). In particular electron
antineutrinos give signal mainly through inverse beta de-
cay reaction on free protons:

ν̄e p → e+ n (2)

Thus the existence of the accretion and cooling phases,
generically expected in the neutrino-driven scenario, can
be experimentally verified.

Before proceeding, we recall the existence of a very lu-
minous but much briefer emission phase called neutron-
ization that precedes the previous two phases. Although
well characterized in time and in flavor (only νe are emit-
ted), this phase is expected to involve only ∼ 1% of the
energy thus leading to a very small number of events in
the standard scenario. This is the reason why we will
disregard it in the following discussion.

B. What can we learn from SN1987A observations?

SN1987A is the first and the only occasion at present
to test the credibility of the various hypotheses on how a
SN works. In fact, the events observed by IMB [15, 16],
Kamiokande-II [17, 18] and Baksan [19], represent a his-
toric opportunity to investigate the physics of the col-
lapse and of the explosion. A very extensive literature
testifies the effort to extract information from these data
with a wide variety of methods [20–43]. Usually, a spe-
cific characteristic of the SN1987A data is studied, most
frequently the energy distribution. The energy and the
time distributions are jointly considered in a few analy-
ses, but most often describing the neutrino emission with
(overly) simple models, a procedure that is only partially
justified by the limited amount of events collected.

The next neutrino observation will be an extraordi-
nary occasion to progress, suffice it to recall the existence
of the SuperNova Early Warning System (SNEWS) [44]
that integrates the observation of many detectors. But
we also recall that SN are rare on human time scale and it
is not possible to reliably predict when the next one will
happen. Thus, we should try our best using the only data
that we have at our disposal, and in particular, we should
attempt to address the question on whether there is a hint
of accretion from SN1987A observations, as expected. In

this respect, a point that deserves to be stressed is that
all detectors observed a relatively large number of events
in the first second of data taking, about 40 %: there are
in fact 6 events in Kamiokande-II, 3 events in IMB and
2 events in Baksan.

A milestone for the point of discussion and more in gen-
eral for SN1987A data analysis is the paper of Lamb and
Loredo [35] (LL in the following), where it is argued that
the SN1987A observations can be used to claim for an
evidence of the accretion phase. The LL paper, widely
cited in theoretical and experimental reviews, is gener-
ally considered a useful application of refined statistical
techniques and, in the present paper, we will provide the
first independent verification of their results. However,
we deem that, in view of the importance of their claim
and in the light of various advances in neutrino physics
(e.g., in oscillations, [45–48] and [49–56]), it is necessary
to offer a critical discussion of the assumptions of the
analysis by Lamb and Loredo. More specifically:
1) the likelihood structure can be enhanced including a
more accurate detection cross section [57], the informa-
tion on the directions of the events, a different treatment
of the background [43], and a treatment of the efficiency
of detection that follows from its definition, as described
in Appendix A;
2) the parameterization of the neutrino emission, neces-
sary for the analysis of data, can be improved and can
be rendered much more similar to what we expect from
the numerical simulations and oscillations have to be in-
cluded, as discussed in Sect. III and Appendix B. In this
respect, a specific criticism was raised by Raffelt and Mi-
rizzi [41], who emphasized that the two-phase parame-
terization used in LL analysis leads to a sudden jump
of the average neutrino energy while passing from accre-
tion to cooling. This behavior is rather different from the
expectations of the numerical simulations.

In short, our main tasks are to present a somewhat dif-
ferent likelihood, to propose an improved parameteriza-
tion for neutrino flux, to include oscillations, and finally
to evaluate the impact of the various new points for the
analysis of SN1987A observations.

C. LSD events and non standard collapses

Before entering the calculations, it is important to
recall that 5 more events have been seen in the Mont
Blanc (LSD) detector 4.7 hours before the other events
[58]. They cannot be associated with those seen by IMB,
Kamiokande-II and Baksan at least in the context of the
standard scenario for neutrino emission described above.

These events lead several authors to speculate on the
possibility of major deviations from the standard picture
of the explosion and of the neutrino emission. Multiple
neutrino emission scenarios have been proposed, where
the LSD events correspond to the first emission and con-
sist of very low energy electron antineutrinos [59] or al-
ternatively of energetic electron neutrinos [60], that can
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be missed by the other detectors. The implementation
of the first possibility requires a very (exceedingly) large
amount of energy, whereas the second one seems more
plausible from the astrophysical point of view. How-
ever, even the second possibility seems to be insuffi-
ciently elaborated to explain also the events seen by IMB,
Kamiokande-II and Baksan; for a recent attempt in this
direction, see [61].

In the present paper, we do not attempt an interpre-
tation of the events seen by Mont Blanc. However, the
results of our analysis may be regarded as valuable con-
straint on the last emission of a hypothetical multiple
neutrino emission scenario.

D. Layout of the work

The structure of this paper is the following: in Sect.
II we discuss the construction of the likelihood function
involved in the analysis of the data set, underlining the
improvements carried in the description of detection rate;
in Sect. III we propose a new parameterization for neu-
trino emission, building it step by step and discussing its
features, leaving the description of certain technical de-
tails to Appendices A and B; finally in Sect. IV we draw
the results of our analysis.

II. LIKELIHOOD CONSTRUCTION

In this section we describe the likelihood that we
adopted to compare the observed events and the assumed
flux for the neutrino emission, stressing the novelties and
the technical improvements.

A. Signal rate

The signal in each detector, triply differential in time,
positron energy Ee and cosine of the angle θ between the
antineutrino and the positron is:

R(t, Ee, cos θ) = Np
dσν̄ep

d cos θ
(Eν , cos θ) Φν̄e

(t, Eν)×

×ξd(cos θ) ηd(Ee)
dEν

dEe
,

(3)

where Np is the number of targets (=free protons) in
the detectors, σν̄ep is the inverse beta decay cross section
(Eq. 2), ηd the–detector dependent–average detection ef-
ficiency, ξd is the angular bias =1 for Kamiokande-II and
Baksan whereas for IMB ξd(cos θ) = 1 + 0.1 cos θ [16],
and, finally, Φν̄e

is the electron antineutrino flux, differ-
ential in the antineutrino energy Eν and discussed later
in this work.

The expected number of signal events is the crucial in-
gredient, along with the expected number of background

events, to construct the likelihood. To evaluate it we use
Eq. 3. The number of expected signals in a bin is just

R(t, Ee, cos θ)dtdEed cos θ (4)

so that the total number of the events is just the integral
of R(t, Ee, cos θ) over its three variables.

As mentioned in the introduction, our analysis is sim-
ilar to the one of Lamb and Loredo [35], with whom we
agree when we strictly stick to their procedure. The sig-
nal rate that we adopted in this paper departs from their
one in the following two points:

1. Cross section and event direction

We adopt the inverse beta decay cross section calcu-
lated in [57] and in particular we use the differential
expression dσν̄ep/d cos θ given in Eq. (20) of that pa-
per. The energy of antineutrino is given in terms of the
positron energy Ee and of the angle θ between the an-
tineutrino and the positron directions:

Eν =
Ee + δ−

1 − (Ee − pe cos θ)/mp
, (5)

where δ− = (m2
n −m2

p −m2
e)/(2mp) = 1.294 MeV and pe

is the positron momentum. The new total cross section
agrees at 10 MeV with the one used by Lamb and Loredo,
whereas at 20 MeV (30 MeV) it is 6% (12%) smaller.

2. Efficiency

We include in Eq. 3 the detection efficiency as a func-
tion of the true energy of the event. This treatment of
the efficiency is a straightforward extension of the treat-
ment described in Ref. [32], the one adopted in the most
recent analyses of SN1987A data [41, 42]. A different
treatment of the efficiency has been advocated in [35]; we
will discuss the impact of this treatment on the analysis
of SN1987A data in Sect. IVA. A formal justification of
our procedure is given in Appendix A, that is based on
Ref. [62]. Further discussion is provided in the following
of this section.

The efficiency simply accounts for the fact that the
expected number of signal events should include all rel-
evant detector dependent features: loss of events due to
light attenuation, fluctuations of the number of photo-
electrons, detector geometry, etc.. These features pro-
duce an imperfect (ηd < 100%) detection efficiency, that
means that only a fraction of the produced positrons
is actually detected. We have in mind an average effi-
ciency evaluated by a MC procedure, namely 1) simulat-
ing several events with true energy Ee but located in the
various positions and emitted in all possible directions,
then 2) counting the fraction of times that an event is
recorded, finally 3) deducing also the ‘smearing’, namely,
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the average error as a function of Ee. (Compare also with
Eq. A11.)

We recall that for an even more refined analysis of
the data, one should not use the average detection effi-
ciency, but should rather evaluate the specific detection
efficiency and background rate for any individual event.
In our understanding, a correction on individual basis of
this type was performed only to assess the errors on the
energies of the events, see [18]. (Compare also with Eq. 9
below).

B. The assumed likelihood

We define the following χ2:

χ2 ≡ −2
∑

d=k,i,b

log(Ld), (6)

where Ld is the likelihood of any detector (k, i, b are
shorthands for Kamiokande-II, IMB, Baksan). We will
use it to estimate the parameters of the emission model
and to compare various models, keeping into account the
different number of model parameters. For these applica-
tions, we will not need the absolute value of the χ2–i.e.,
the absolute normalization of the likelihood–but only the
differences of χ2 values–i.e., the various likelihood ratios.
Incidentally, we stress that the χ2 in Eq. 6 permits to
handle the likelihood in a numerically convenient way.

We use Poisson statistics to evaluate the likelihoods.
For each of the 3 detectors, the likelihood is assumed to
be:

Ld = e−fd

∫

R(t)dt × ∏Nd

i=1 eR(ti)τd×
×

[

Bi

2 +
∫

R(ti, Ee, cos θi)G(Ee, Ei)dEe

]

.
(7)

This equation is the basic statistic tool that we will use;
we sketch in Appendix A the derivation of its main fea-
tures and discuss it in detail in the present section. Let
us begin by clarifying the notations. We denote by R(t)
the integral of R(t, Ee, cos θ) over the variables Ee and
cos θ. fd is the live-time fraction of the detector and τd is
the dead-time. Each detector saw Nd events; their time,
energy and cosine with supernova direction are called ti,
Ei and ci (i = 1...Nd). The precise meaning of ti, of the
smearing function G and of the background rate Bi will
be explained in Sect. II B 1, II B 2 and II B 3 respectively.

The previous equation corresponds to Eq. A16, suit-
ably generalized to take into account the dependence of
the signal and of the background from the positron direc-
tion (see Sect. II A 1 and II B 3). Furthermore, we omit-
ted from Eq. A16 the bin sizes δtδE and the constant
factor exp(−

∫

T B), that contribute only to the normal-
ization of the likelihood and are thus irrelevant for the
statistical analysis. Finally, we note that, strictly speak-
ing, Eq. 7 corresponds to Eq. A16 in the limit fd → 1 and
τd = 0, that is appropriate for Kamiokande-II and Bak-
san but not for IMB. Following [31], we took into account

the specific features of the IMB detector by introducing
a finite dead-time τd after each detected events and a
live-time fraction fd < 1 (mostly due to the muons). We
replaced the numerical value fd = 0.8/6 ≈ 0.87 with
the value recommended in [35] although this change is
not very important. In summary, for IMB, the live-time
fraction is fd = 0.9055 and the dead-time is τd = 0.035 s,
whereas for the other detectors, fd = 1 and τd = 0.

1. Absolute and relative times

The absolute times have not been measured precisely
enough (except for IMB). Our procedure of analysis how-
ever requires only the relative times between the events,
the experimental input being δti = texp

i − texp

1 . The times
ti are defined as follows:

ti = toff + δti (8)

where toff ≥ 0 is the offset (or delay) time between the
first neutrino that reached the Earth (that, by definition,
occurred at t = 0) and the first event that was detected.
We introduce one parameter toff for each detector, and
fit their values from the data. The integral over the time
in the first exponential factor of Eq. 7 is performed from
the moment when the first neutrino reaches the Earth till
the end of data taking, t = 30 s; the condition that all
the data are included imposes mild restrictions, such as
toffKII < 6 s, that do not have a relevant role in the analysis.

2. Errors

Let us discuss the treatment of the errors in Eq. 7.
G is a Gaussian distribution that includes the estimated
values of the energy Ei and the error of the energy δEi

for each individual event, accounting for the detector-
dependent effects on energy measurements:

G(E, Ei) =
1√

2πδEi

e
−

(E−Ei)
2

2 δE2
i (9)

The inclusion of the error on the measurement of cos θ
does not change significantly the likelihood, so we sim-
ply set cos θ = ci for each event. [For the first 12
Kamiokande-II and for the 8 IMB events the value of
cos θ = ci is measured; we set instead ci = 0 for the
5 events of Baksan and the last 4 events out of 16 of
Kamiokande-II]. Finally, we do not describe or include
the error on the event times δti, since the relative time
of each event is precisely measured.

3. Background

The probability that an event is due to background is
denoted by Bi in Eq. 7. It is calculated as Bi = B(Ei):
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it is the measured background rate for the given energy
[Hz/MeV]. The background distribution differential in
time, energy and cosine is B(Ee)/2; the factor 1/2 de-
scribes a uniform cosine distribution. This definition is
different from the one of LL, Bi =

∫

B(Ee)Li(Ee)dEe,
that has been argued to be inaccurate in [43].
The values of Bi that we use for Kamiokande-II are given
in Appendix A of [43]. The events of Kamiokande below
7 MeV have a higher background rate than found by LL,
those above 9 MeV a lower background rate, while the
other ones stay almost unchanged.
The changes for Baksan are instead negligible.
It is fair to assume in good approximation that, in
the time window of interest, IMB observations are safe
against background contamination.

III. ANTINEUTRINO FLUX DESCRIPTION

In this section we describe the parameterization of the
neutrino flux that we adopt. We describe the signal in-
troducing three ‘microscopic’ (i.e., physically meaning-
ful) parameters for each phase, that, roughly speaking,
are needed to quantify the duration of the emission pro-
cess, the intensity of the emission and the average energy
of the antineutrinos. The adopted time distributions are
constructed to enforce the continuity of the instantaneous
luminosity and of the average energy as found in the nu-
merical simulations. Moreover, we tried to maintain the
parameterization as simple as possible.

A. Parameterized antineutrino fluxes

1. Cooling phase

In the last phase of the SN collapse the nascent proto-
neutron star evolves in a hot neutron star (with radius
Rns) and this process is characterized by a neutrinos and
antineutrinos flux of all species. This is the cooling phase;
we use the suffix c in the corresponding symbols.

A rather conventional parameterization of the electron
antineutrino flux, differential in the energy is:

Φ0
c(t, Eν) =

1

4πD2

πc

(hc)3
× 4πR2

c gν̄e
(Eν , Tc(t)) (10)

where the Fermi-Dirac spectrum of the antineutrinos is

gν̄e
(Eν , Tc(t)) =

E2
ν

1 + exp[Eν/Tc(t)]
(11)

The time scale of the process is included in the function:

Tc(t) = Tc exp[−t/(4τc)]. (12)

Eq. 10 describes an isotropic emission of antineutrinos
from a distance D(= 50 kpc in the case of SN1987A).
[We use the symbol Φ0 rather than Φ to emphasize that
flavor oscillations have not been included yet].

The astrophysical free parameters are Rc, Tc, and
τc namely: the radius of the emitting region (neutrino
sphere), the initial temperature, and the time constant
of the process. We recall which are the generic expecta-
tions: Rc ∼ Rns = 10 − 20 km, Tc = 3 − 6 MeV, and
τc =few-many seconds. Rather than using these a priori,
we will deduce the value of these parameters by fitting
the SN1987A data, and later, we will compare the results
with the expectations.

2. Accretion phase

After the bounce, the simulations indicate that the
shock wave, propagating into the outer core of the star,
looses energy and eventually gets stalled. It forms an ac-
creting shock that encloses a region of dissociated matter
and hot e+e− plasma, where the weak reactions of Eq. 1
give rise to intense νe and ν̄e luminosities. This emission
lasts a fraction of a second. In Appendix B we describe
in more details the conceptual scheme for ν̄e emission:
a neutron target exposed to a flux of thermal positrons.
The neutrons are treated as a transparent target, for only
a small fraction of antineutrinos is expected to couple
with the star. This is the accretion phase; we use the
suffix a in the corresponding symbols.

The parameterized ν̄e flux is

Φ0
a(t, Eν) = 1

4πD2
8πc

(hc)3

×Nn(t)σe+n(Eν) ge+(Ēe+(Eν), Ta(t)),
(13)

where Nn(t) is the number of target neutrons assumed
to be at rest and the thermal flux of positrons:

ge+(Ee+ , Ta(t)) =
E2

e+

1 + exp [Ee+/Ta(t)]
(14)

is calculated at an average positron energy, namely
Ēe+(Eν) = Eν−1.293MeV

1−Eν/mn
. In the energy range of inter-

est, Eν = 5−40 MeV, a simple numerical approximation
of the cross section for positron interactions is

σe+n(Eν) ≈ 4.8 × 10−44E2
ν

1 + Eν/(260 MeV)
(15)

where the cross section is in cm2 and Eν is in MeV. The
derivation of Eqs. 13 and 15 is given in Appendix B.

The average energy of the antineutrinos is roughly
given by 5 Ta and the spectrum is slightly non-thermal,2

mostly due to the presence of the cross section σe+n. For
example, when Ta = 1.5, 2.5, 3.5 MeV, we get 〈Eν〉/Ta =

2 The deviation from the thermal distribution can be described
by a ‘pinching factor’–an effective chemical potential introduced
to distort the Fermi-Dirac thermal spectrum–in the range 4-5,
that decreases when Ta increases; e.g., for δEν/Ta = 0.41 the
pinching factor is 4.2.
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5.5, 5.2, 5.0 respectively and δEν/Ta = 0.39, 0.41, 0.41

where δEν ≡
√

〈E2
ν 〉 − 〈Eν〉2. Another manifestation

that the distribution is non-thermal is the scaling of the
luminosity with the temperature, roughly as T 6

a –different
from the thermal scaling T 4

a . In order to give some feel-
ing of the antineutrino emission, if we suppose that at
t = 0 we have Ta = 2.5 MeV and Ma = 0.15 M⊙ (see
just below for a precise definition of these quantities) we
get a luminosity of 1.1 × 1053 erg/s; the same luminos-
ity and average energy would be given by a black body
distribution with Tc = 4.1 MeV and Rc = 82 km.

There are two time dependent quantities in Eq. 13: the
number of neutrons Nn(t) and the positron temperature
Ta(t). It is straightforward to introduce a temperature
that interpolates from an initial value to a final value:

Ta(t) = Ti+(Tf −Ti)

(

t

τa

)m

with

{

Ti = Ta

Tf = 0.6 Tc
(16)

where Ta denotes the positron temperature at the be-
ginning of accretion (to be contrasted with Tc, the an-
tineutrino temperature at the beginning of the cooling
phase). With this parametrization, the positron temper-
ature reaches 0.6 Tc at t = τa, that is what is needed
to match the average antineutrino energies, namely, to
ensure a continuous behavior of the average antineutrino
energy (in particular at the end of the accretion phase
and at the beginning of the cooling phase). The power
m = 1 − 2 mimics the behavior found in numerical sim-
ulations; we adopt m = 2 as a default value.

Now we discuss the time evolution of the number of
neutrons exposed to positrons Nn(t), proportional to the
luminosity in accretion. Our goal would be a luminosity
that, at least for t ∼ 0, decreases as 1/(1+ t/0.5 s). This
behavior is suggested by the numerical simulations and
is advocated by LL [35]. However, when we allow the
temperature to vary, we vary also the luminosity, that
scales as NnT 6

a . Thus, we need to include an explicit
factor (Ta(t)/Ta)6. We arrive at our prescription for the
number of neutrons exposed to thermal positrons:

Nn(t) =
Yn

mn
× Ma ×

(

Ta

Ta(t)

)6

× jk(t)

1 + t/0.5 s
, (17)

the fraction of neutrons being set to Yn = 0.6. Ma is the
initial accreting mass exposed to the positrons thermal
flux. The time-dependent factor

jk(t) = exp[−(t/τa)k], (18)

is included to terminate the accretion phase at t ∼ τa.
LL use k = 10, which however leads to a very sharp drop
of the luminosity at t ∼ τa. In our calculations, we will
set instead k = 2, a choice that offers the advantage of
leading to a smooth (reasonable, continuous) luminosity
curve, closer to the type of curves found in numerical
simulations. [We will show in the next section luminosity
curves with k = 10 and with k = 2.]

Ultimately, the accretion phase involves 3 free param-
eters: Ma, Ta and τa, the same number of parameters

of the cooling phase. Finally, we give rather generic ex-
pectations on values of these parameters: Ma is certainly
lower than the whole outer core mass (about 0.6 M⊙); Ta

is expected to sit in the few MeV range; and, finally, the
accretion should last a fraction of a second, τa ∼ 0.5 s
being a typical number.

B. Avoiding composite energy spectra – time shift

In the model advocated by Lamb and Loredo and
adopted for the analysis of SN1987A data, the accretion
and the cooling phases are contemporaneous. This has
the consequence that for times t < τa, the antineutrino
distribution is not a thermal spectrum, but a composition
(=sum) of two thermal spectra, whose average energies
differ by more than a factor of 2 in the best-fit point.
At low energies, the spectrum is dominated by the an-
tineutrinos from accretion; at the highest energies, by the
antineutrinos from cooling.

The possibility to have a composite spectrum implies,
among the other things, that it is easy (trivial) to rec-
oncile the low energy events observed by Kamiokande-II
and the high energy events observed by IMB in the first
second: they simply belong to different and simultaneous
phases of emission. We will verify this statement later by
a straightforward calculation–see Table II.

We note in passing that such a composite spectrum is
used in the work of Loredo and Lamb [35] but this charac-
teristic feature is neither commented or discussed there.
The compositeness of the LL spectrum (in particular, the
high-energy, non-thermal tail of the antineutrinos during
accretion) can be better perceived plotting it in loga-
rithmic scale and/or by considering the time-integrated
spectrum, see Fig. 2 of [63].

However, at the best of our knowledge there is no evi-
dence from numerical simulations of a composite behav-
ior of the spectrum; the instantaneous ν̄e spectrum is
found to be quasi-thermal at any time and typically this
property is shared also by the time-integrated spectrum;
see, e.g., the discussions in [64–66]. Deviations from a
thermal distribution are observed, especially during ac-
cretion [28, 67, 68]; they can be effectively described by
a ‘pinching’ parameter of the order of a few, that means
that the high-energy tail of the spectrum is depleted–not
enhanced as for the composite model advocated by LL.

We believe that, in absence of an explicit indication
from numerical simulations, the model that should be
adopted in data analyses (and/or the null-hypothesis
that should be tested) is the simplest one compatible
with the numerical simulations, namely: a ν̄e spectrum
quasi-thermal at any time–rather than, e.g., ‘composite’
[35], bimodal [42] or exponentially decreasing in the en-
ergy [41].

For this reason, we parameterize the total antineutrino
flux by allowing for a ‘time-shift’ between accretion and
cooling phases:

Φν̄e
(t) = Φa(t) + (1 − jk(t)) × Φc(t − τa). (19)



ACCEPTED MANUSCRIPT 
 

7

where Φa (resp., Φc) is given in Eq. 13 (resp., Eq. 10)
in the case when oscillations are absent. Recalling that
jk(t) appears explicitly in Eq. 17, i.e., in the accretion
flux, it is clear that the effect of this function is simply to
interpolate between the two phases of neutrino emission.
In other words, the flux is dominated by the accretion
component at t ≪ τa, the cooling phase begins around
t ∼ τa and eventually dominates the flux when t ≫ τa.

C. Limitation on τa

We remark the presence of a limit when the likelihood
becomes unphysical. Consider the case when only the
first event detected by Kamiokande-II falls in the accre-
tion phase. If the accretion were to last a very short
amount of time, τa ≪ δt2, and if toff ≪ δt2 = 0.107 s, the
antineutrino flux at the time of the first event t = δt1 = 0
could become very large even if the number of expected
number of events remains small. In this limit, the inter-
action rate in Eq. 3 becomes large, too. Thus, due to
the factor R(t1, Ee, cos θ1) in Eq. 7, the likelihood can be
made arbitrarily large, because the exponential factor in
the same equation (that depends on the expected num-
ber of events) will not change much.
The way to avoid this pitfall is to require a lower limit
on τa in the numerical calculations. A limit that is ade-
quate for the analysis of data from SN1987A is τa > 0.3 s.
We will demonstrate explicitly the presence of this un-
physical behavior of the likelihood function later, when
discussing its maxima.

D. Neutrino oscillations

Here we discuss the effects of (anti)neutrino oscilla-
tions on the observed ν̄e fluxes. The survival probability
P for ν̄e emitted by supernova is dictated by two different
interactions with the star medium. The first is the usual
matter effect [64, 69] of charged current interactions be-
tween ν̄e and the electrons of the matter. The second is
the effect of ν − ν interactions [70–74], that is known to
be important in specific cases [75, 76] and whose behavior
has been quantified in certain approximations [77–80].

In order to describe oscillations we have to distinguish
the two arrangements of the neutrino mass spectrum that
are compatible with the present knowledge of neutrino
properties (see, e.g., [82]):
For normal mass hierarchy the survival probability and
the observed ν̄e flux are:

P = U2
e1,

Φν̄e
= P Φ0

ν̄e
+ (1 − P ) Φ0

ν̄µ
,

(20)

where we recall that Φ0 is the flux in absence of oscilla-
tions. We have assumed that Φ0

ν̄µ
= Φ0

ν̄τ
and each term

is the sum of the cooling flux and accretion flux.
The ν− ν interaction is most relevant for inverted mass

hierarchy [77–80, 83, 84]. As an example the electron
antineutrino survival probability given in [80] is:

P = U2
e1(1 − Pf ) + U2

e3Pf ,

Φν̄e
= P Φ0

ν̄e
+ (1 − P ) Φ0

ν̄µ
.

(21)

note that Pf → 1 − Pf if ν − ν interactions were not
included (‘spectral swap’) [81]. We adopt the usual
decomposition of the mixing elements in terms of the
mixing angles: Ue3 = sin θ13 and Ue1 = cos θ12 cos θ13

with θ12 = 35◦ ± 4◦ and θ13 < 10◦ at 99 % C.L. For
the measured solar oscillation parameters, the Earth
matter effect is known to be small (see, e.g., [85]). We
include it in the analysis anyway evaluating the survival
probabilities with the PREM model [86].

In the case of normal mass hierarchy the probability
P ∼ 0.7 is reliably predicted and rather precisely known.
Instead, for inverted mass hierarchy, P depends strongly
on the unknown mixing angle θ13. In fact, the flip prob-
ability Pf (that quantifies the loss of adiabaticity at the
‘resonance’ related to the atmospheric ∆m2) is:

Pf (Eν , θ13) = exp

[

− U2
e3

3.5 × 10−5

(

20 MeV

Eν

)2/3
]

, (22)

where the numerical value corresponds to the supernova
profile Ne ∼ 1/r3 given in [69]. The predictions for the
ν̄e flux in the detector could be tested with a relatively
large amount of data: a galactic supernova could turn
out to be useful to discriminate the right mass hierarchy.

As a default, we assume that an equal amount of en-
ergy goes in each species (equipartition hypothesis) dur-
ing cooling. Furthermore, we suppose that the tempera-
ture of ν̄µ and ν̄τ is in a fixed ratio with the ν̄e temper-
ature. Following [68] we assume:

T (ν̄τ )/T (ν̄e) = T (ν̄µ)/T (ν̄e) = 1.2, (23)

We tested that a value in the 1.0-1.5 or a deviation of
the amount of energy stored in non-electronic neutrino
species by a factor of 2 does not affect crucially the fitted
antineutrino flux. In the accretion phase, we will suppose
that only νe and ν̄e are emitted in equal amount, whereas
Φ0

a(ν̄x) = 0. The fit provides a reasonably fair description
of the antineutrino flux anyway, but the estimation of
the amount of energy emitted during accretion should be
considered as a lower bound.

E. Summary of the parameterization of the flux

In this section, we proposed a new parameterization of
the antineutrino flux. Our aim is fourfold: 1) to improve
on the parameterizations used in the previous analyses,
getting closer to the energy spectra observed in numeri-
cal simulations; 2) to include flavor oscillations in a com-
plete analysis of SN1987A data; 3) to test whether the
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choice of the parameterization is important (the straight-
forward analysis of SN1987A data discussed below sug-
gest that this is so); 4) and finally, to stimulate further
work in the direction of finding a parameterized form of
the neutrino emission.3 We will check with explicit cal-
culations that our conclusions are stable even when we
change in wide reasonable ranges the model parameters
for which we adopt default values (such as T (ν̄τ )/T (ν̄e) in
Eq. 23, deviations from the equipartition hypothesis, the
parameter m in Eq. 16 and the parameter k in Eq. 18–see
Sect. IVB 6 c).

IV. RESULTS

In the previous two sections we constructed, step by
step, a likelihood function that represents the probability
function of the overall data set. This probability varies in
the parameters space and depends on the model for the
antineutrino emission. As anticipated, one of the main
goal of this paper is to verify whether the best-fit values
of the parameters, that maximize the likelihood function,
are physically acceptable. Quite evidently, the answer
does depend on the model selected for data analysis.

Before proceeding, a brief note on the adopted statis-
tical tools is in order. We remark that LL adopted a
Bayesian analysis while we use a frequentist approach,
which occasionally leads to some difference in the confi-
dence levels, but not in the best fit points. More specif-
ically to calculate the error on one parameter we use as
a rule the profile likelihood, namely the likelihood evalu-
ated fixing the parameter of interest and maximizing the
other (nuisance) parameters. A similar procedure allows
us to calculate the confidence regions.

The structure of this section is the following: in
Sect. IVA we describe the simpler (one component)
model, in Sect. IVB we describe the more complete (two
components) model. This second part illustrates the im-
pact of each improvement in the description of the flux;
the final result is discussed in detail in Sect. IVB6.

A. One component model

Here we list the results of the likelihood maximiza-
tion procedure when we include only the cooling phase.
This model has 6 parameters: the ν̄e temperature Tc,
the duration τc, the neutrinosphere radius Rc and the
three detector offset times toff. It is identical to the “Ex-
ponential cooling model” reported in [35], also termed
“minimum” or “standard” model in [26]. The compari-
son of the best-fit values of LL (Rc = 40 km, Tc = 3.81
MeV, τc = 4.37 s and toff = 0 s [35]) with our results

3 This will be of great importance to interpret the experimental
signal from a future supernova.
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FIG. 1: Two dimensional confidence regions for the cooling
parameters Rc and Tc. The gray (red) contours are the expo-
nential cooling result (68% and 90% C.L.) following Loredo
and Lamb analysis. The dark contours are our result for one
component cooling model. The best fit points are also dis-
played.

(Rc = 44 km, Tc = 3.68 MeV, τc = 4.43 s and toff = 0 s)
is satisfactory, the agreement being at the level of 10%.

Even the two dimensional confidence regions and the
95% C.L. errors on the parameters agree to within 20%,
which is remarkable since they have been obtained with
completely different statistical procedures: frequentist in
our case, Bayesian in the case of LL. This suggests that
the statistical procedure has a minor impact on the infer-
ences. We will see that more relevant changes are induced
by certain technical improvements; even more important
are the changes induced by the new emission models, dis-
cussed later.

We proceed and quantify the impact of the technical
improvements in the likelihood, described in Sect. II.
The inclusion of the detection efficiency η(Ee+) as done
in Eq. 7 gives the single most important change in the
results. In fact we obtain:

Rc = 30 km, Tc = 4.21 MeV, τc = 3.88 s. (24)

Using the new cross section σν̄ep(Eνe
) for the inverse beta

decay we get the new best-fit point values:

Rc = 26 km, Tc = 4.58 MeV, τc = 3.72 s. (25)

Our assumption on the background Bi has a little effect
on these values that become Rc = 26 km, Tc = 4.59 MeV
and τc = 3.81 s.
Similarly the inclusion of the event directions, cos θi

(Eq. (20) in [57]), that produces:

Rc = 26 km, Tc = 4.47 MeV, τc = 3.88 s. (26)
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The values of toff parameters are always zero in these
models, and it is easy to convince oneself that this is due
to the fact that, in this one component model, the signal
is forced to decrease with the time.

The larger change concerns the radius Rc that dimin-
ishes by 35% in comparison to the value given by Lamb
and Loredo, approaching the expected neutron star ra-
dius, but still twice larger than a typical value. In Fig. 1
we show the contour plots in the Rc − Tc plane, the
two parameters that show the largest correlation among
them. In gray (red) we draw the 68% and 90% contours
level that we obtain adopting the same likelihood func-
tion of LL, in black the contours level when we construct
the likelihood function following Sec. II, i.e., including all
the structural improvements discussed above.

With the best-fit points it is possible to estimate the
total energy emitted by neutrinos in this model. Hypoth-
esizing that in the cooling phase all types of neutrinos are
emitted, each one carrying away an equal amount of en-
ergy, the total energy is:

Ec

1053erg
= 3.39 × 10−6

∫ ∞

0

dt

(

Rc

km

)2 (

Tc(t)

MeV

)4

, (27)

This value should be comparable with the gravitational
binding energy of the new born neutron star, Eb = (1−5)·
1053 erg. The LL result for exponential cooling model is
Eb = 5.02·1053 erg, namely a binding energy at the upper
limit of this range, whereas our results Eb = 3.55·1053 erg
is included in the expected range.

Incidentally, the results in eqs. 24, 25 and eqs. 26 are
also in pretty good agreement with those described in the
Bahcall book [26]; more discussion on this comparison is
given in [62].

B. Two components model

Now we include both emission phases. Following the
order of Sect. III, we improve, step by step, the emission
model of the accretion phase. To describe accretion we
add 3 new physical parameters, namely: the positrons
temperature Ta, the duration of the accretion phase τa

and the initial accreting mass Ma. So the likelihood be-
comes a function of 9 parameters, rather than 6 as for
the one component model. The best fit results are given
in Table I and will be commented in details below.

The last column of Table I shows the values

∆χ2 = χ2
c − χ2

m, (28)

where χ2
c is calculated with the best one-component

model of the previous section, i.e., the last case of pre-
vious subsection (Eq. 26), and χ2

m is calculated with the
best-fit model described in the section indicated in each
line of Table I. The larger the difference, the larger the
evidence for accretion. A quantitative evaluation of the
evidence, taking into account the increased number of

Sect. Rc Tc τc Ma Ta τa toff ∆χ2

[km] [MeV] [s] [M⊙] [MeV] [s] [s]

II 12 5.46 4.25 5.59 1.52 0.72 0. 14.7

III A 14 4.99 4.76 0.82 1.75 0.67 0. 11.2

IIIB 14 4.88 4.72 0.14 2.37 0.58 0. 9.8

IIID 16 4.62 4.65 0.22 2.35 0.55 0. 9.8

TABLE I: The best-fit values of the astrophysical parameters
for two components model neutrino emission. Each line of
this table is an incremental step toward the final improved pa-
rameterization. The last column shows the difference between
the χ2 of our one-component (cooling) model and the χ2 of
each two-component model.

parameters, will be provided in Sect. IVB6 a. We antici-
pate that for all model, the evidence is stronger than the
conventional 5%.

1. Effect of the new likelihood–improvements of Sect. II

The first line of Table I shows the best-fit results ob-
tained using the likelihood function constructed in our
Sect. II and one of the emission model used by LL,
namely the model called “Exponential cooling and trun-
cated accretion” (later called ECTA) [35]. We see that
the best-fit value for the initial accreting mass Ma is very
large and hardly acceptable on physical basis: this pa-
rameter is restricted by Ma < 0.6M⊙ for the reasons
mentioned in Sect. III A 2. This result, however, is in
agreement with what found by Lamb and Loredo, who
fixed Ma ≡ 0.5 M⊙ in all models of their Table V, namely
they inserted a “prior” in their analysis. This assumption
reduces to 8 the number of free parameters and produces
these best-fit values:

Rc = 12 km, Tc = 5.40 MeV, τc = 4.40 s,
Ma ≡ 0.5 M⊙, Ta = 2.02 MeV, τa = 0.70 s

(29)

with ∆χ2 = 13.4. We call this best-fit point LL∗ to
distinguish it by the true global maximum of likelihood
function, shown in Table I. In passing, we note that our
structural improvements of the likelihood do not radically
change the conclusions of Lamb and Loredo [81].

2. New spectrum and Ta(t)–improvements of Sect. IIIA

The second line of Table I shows that there is less
need of the a priori on Ma when we exploit the correct
parametrization of the accretion flux (accounting for the
right kinematics of e+n process, using the new cross sec-
tion and allowing the positron temperature to increase
with the time). In fact the best fit value for the ini-
tial accreting mass decreases to Ma = 0.82 M⊙ in this
model, a value that is a bit larger than the reference
outer core mass, 0.6 M⊙, but now closer to the expected
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range. The accretion phase is characterized by a low
mean energy and by a duration shorter than a second,
as expected. The total energy carried in each phase is:
Ec = 2.0 · 1053 erg and Ea = 5.7 · 1052 erg, and the total
binding energy is Eb = Ea + Ec = 2.5 · 1053 erg. It is
important to note that, in this model and as in the LL
model (see Sect. III B) the two emission phases are con-
temporaneous. This implies that the emission spectrum
is ‘composite’, a features that makes it easier to account
for the difference between the average energies of IMB
and of Kamiokande-II, as can be seen from the relatively
high value of ∆χ2 in Table I.

3. Separating accretion and cooling–improvements of
Sect. IIIB

In Sect. III B we discussed a procedure (‘time shift’)
to separate temporally the accretion and cooling phases.
The time shift produces two families of best fit values:
when the IMB data fall in the accretion phase (toffIMB ∼
0) the positron temperature Ta has to increase; when
the IMB data fall in the cooling phase (toffIMB ∼ τa) the
temperature Ta can remain relatively low. We show in
Fig. 2 the likelihood profile of Ta parameter, where the
above situation becomes evident.4 The figure refers to
final model that includes also neutrino oscillations, but
the same structure arises already as soon as the time-shift
is included. The other local maximum of the likelihood
besides the one shown in Table I is at:

Rc = 10 km, Tc = 5.28 MeV, τc = 4.74 s,

Ma = 1.27 M⊙, Ta = 1.65 MeV, τa = 1.4 s
(30)

with toffIMB = 0.93 s and ∆χ2 = 10.2. The χ2 values ob-
tained with this best-fit solution is very near to best-fit
value shown in Table I, the difference being only ∼ −0.5.
Therefore this solution cannot be discarded on statisti-
cal basis. Thus, let us examine the physical content of
this solution. When the data of IMB belong to cooling
phase, as in this solution, the value of Ta diminishes to
account for the mean energy of the first KII events, and
the initial accreting mass Ma increases to achieve the
right number of detected events. This implies that the
family of solution with a time-shift different from zero
has larger values of Ma. The solution of Eq. 30 has a
time constant τa two-three times larger that the expec-
tations and, more importantly, it has a value Ma twice
the outer core mass; instead, the solution of Table I has
a completely acceptable value of Ma. Since we expect
that only a fraction of the outer core mass is exposed to

4 In technical terms, the case when there are multiple maxima of
similar quality is termed as pathological likelihood. The statis-
tical concept of ‘pathological’ solution should be distinguished
from the concept of ‘unphysical’ solution; e.g., the one corre-
sponding to dotted line of Fig. 2 and explained in Sect. III B.
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FIG. 2: Profiles likelihood for Ta parameter of accretion with
the complete emission model (IIID). The red line is the family
of solutions with toffIMB ≃ 0.5 s. The dark line is the other family
of solutions with toff = 0 and Ma < 1M⊙. The dotted line is
the unphysical family of solutions discussed in Sect. IIIB with
τa = 0.2 s.

the thermal positron flux, we are led to believe that the
latter solution is more plausible than the former.

4. Effects of oscillations–improvements of Sect. IIID

In the last line of Table I, we complete the parame-
terization of the flux by including (anti)neutrino oscilla-
tions. The solution is very similar to the one described in
the previous section and the astrophysical parameters are
rather similar to the expectations. The total energy emit-
ted by neutrinos in each emission phase is: Ec = 1.8·1053

erg and Ea = 4.8·1052 erg and the total binding energy is
Eb = 2.2·1053 erg. The best-fit values have been obtained
for normal hierarchy and with the assumptions discussed
in Sect. III D. The flux of ν̄e that reaches the detectors is
a combination of the ν̄e and ν̄µ emitted within the star.
The best-fit values showed in the table refers to the radius
and temperature of ν̄e, that however are closely related
to the ν̄µ values. In fact the temperature of emission is
Tc(ν̄µ) = 5.5 MeV (due to Eq. 23) and the radius of ν̄µ

neutrinosphere is Rc(ν̄µ) = 10 km (due to equipartition).
The assumption that we can neglect the νµ during ac-

cretion implies that the accretion flux is suppressed by
the factor P = cos2 θ12 ∼ 0.7, so the best-fit of initial
accreting mass has to increase by 1/P to maintain the
same fit. This quantitative change has some impact on
the interpretation of the multiple solutions: In fact, the
family of solutions with toff

IMB
6= 0 s and with lower values

Ta (red line of Fig. 2) turns out to be characterized by
values of Ma greater than 1 M⊙. Thus, physical consid-
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erations on the meaning of the accreting mass suggest,
as more plausible, the family of solutions shown with a
dark line in Fig. 2 and in the last line of Table I.

5. What happens with inverted mass hierarchy?

For inverted mass hierarchy, the effects of ν − ν in-
teractions are known to be relevant but their quantita-
tive treatment is still under discussion, see e.g., [83, 84].
This consideration, already, prevents us to draw firm
conclusions. However, adopting the formulae given in
Sect. III D to illustrate which are the possible effects, we
can distinguish 2 main cases: large values of θ13, namely
θ13 > 0.5◦ and small values of θ13, namely θ13 < 0.1◦.
In the first case, Pf ∼ 0 and the survival probability
P = U2

e1; thus, we find the same results as for normal
hierarchy.

In the second case, the flip probability is Pf ∼ 1 and
P = U2

e3 in Eq. 21. The suppression of the ν̄e survival
probability P ∼ 0, along with the assumption that the
flux of ν̄µ and ν̄τ are very small during accretion, implies
the absence of electron antineutrino events during accre-
tion. Such a hypothesis can be tested with–and, to some
extent, excluded by–SN1987A observations [81]. (Note
that neglecting ν − ν interaction, the condition P ∼ 0
turns out to be realized in the other case, namely for
large values of θ13 [81].) Certainly, this result for in-
verted hierarchy should be taken with great caution for
it depends crucially not only on the present understand-
ing of the effects of ν − ν interactions but also on the
incomplete description of the flux of ν̄µ and ν̄τ during
accretion.

It is interesting to note that certain hints from the anal-
yses of oscillation suggest that θ13 is relatively large [87].
In view of the discussion just above, this would mean that
there is no need to distinguish between the two mass hi-
erarchies, and the treatment of oscillation would be thus
simplified.

6. Remarks on the two component models

Having calculated the best fit values of the two com-
ponent model, and having understood their meaning, we
pass to discuss: (a) the evidence for the accretion phase
(namely, we compare the two component and the one
component model); (b) the errors on the best fit param-
eters for the improved model; (c) the stability of the re-
sults; (d) the difference between the best-fit ECTA model
and our improved model; (e) the a posteriori information
on the background.

a. Evidence for the phase of accretion In order to
test whether the ∆χ2 of the models with accretion (Ta-
ble I) are just an effect of fluctuations, we perform a
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FIG. 3: Two dimensional confidence regions for cooling pa-
rameters Rc and Tc of ν̄e with the complete emission model
(IIID).

standard likelihood ratio significance test5 [89]. For the
four models of Table I, we find that we can reject the
null hypothesis (=no accretion) with a significance level
of α = 0.2%, α = 1.1%, and α = 2.0% (for the last two
models) respectively. Three remarks are in order:
(1) The result α = 0.2% basically agrees with the claim
of Lamb and Loredo: the ECTA model for emission, if
correct, would lead to an important evidence for accre-
tion. Our improvements in the likelihood (described in
Sect. II) do not change this inference significantly.
(2) Also the other models permit to exclude the ‘null
hypothesis’ that we test (namely, the absence of an ac-
cretion phase) with the conventional 5% criterion. But
the evidence becomes a bit weaker and if one prefers to
be very conservative, this could suggest caution. This
outcome can be easily understood by the fact that our
model for accretion is more constrained and can account
for certain features of the data (such as the difference of
IMB and KII energies) only at the price of some tension,
that is reflected by the increased value of α.
(3) Obviously, even the conservative attitude does not
forbid us to use the SN1987A data to learn something
on accretion. It is the question that we formulate that
changes: if we assume that the accretion phase exists, we
can ask the data to determine the model parameters.

5 We calculate α =
∏

ν

i=1

∫

exp(−x2/2)/
√

2πdxi for
∑

ν

i=1
x2

i
>

∆χ2 and taking ∆χ2 from Table I, where the number of random
variables xi equals the new degrees of freedom ν = 3.
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FIG. 4: Two dimensional confidence regions for accretion pa-
rameters Ma and Ta of ν̄e with the complete emission model
(IIID).

b. Errors on the parameters The 1σ errors obtained
by a conventional, ∆χ2 = 1, Gaussian procedure [89] are:

Rc = 16+9
−5 km, Ma = 0.22+0.68

−0.15 M⊙,

Tc = 4.6+0.7
−0.6 MeV, Ta = 2.4+0.6

−0.4 MeV,

τc = 4.7+1.7
−1.2 s, τa = 0.55+0.58

−0.17 s.

(31)

The 1 sided, 1σ errors for the offset times (obtained by
integrating the normalized likelihood profile [89]) are:6

toffKII = 0.+0.07 s, toffIMB = 0.+0.76 s, toffBAK = 0.+0.23 s. (32)

The couples of parameters that are more tightly corre-
lated between them are Tc with Rc, and Ma with Ta.
In Fig. 3 and Fig. 4 we report the two dimensional confi-
dence regions for these couples of parameters showing the
90% and 68% contour levels; the correlations are quite
evident from the figures. In these figures we focused on
the family of solutions with toff = 0 after testing that the
other maxima have a very large value of accreting mass,
as discussed in Sect. IVB 4.

c. Stability of the best-fit values In order to show the
stability of our result we investigated:
1) different values for the exponent m = 1, 3, 4 (rather
than m = 2) in Eq. 16, that describes the temporal be-
havior of positron temperature during accretion;
2) the value k = 10 (rather than k = 2) in Eq. 18 that

6 Only IMB had a reliable measurement of the absolute times;
thus, we can use the time of its first event along with toffIMB to
infer the moment of the beginning of the collapse, presumably
coincident with the emission of an intense gravitational wave.

event δti [s] Ei [MeV] LL∗ III D

K1 ≡ 0.0 20.0 0.69 1.00

K2 0.107 13.5 0.92 1.00

K3 0.303 7.5 0.93 0.81

K4 0.324 9.2 0.95 0.93

K5 0.507 12.8 0.89 0.84

K6 0.686 6.3 0.66 0.10

I1 ≡ 0.0 38 0.02 1.00

I2 0.412 37 0.02 0.55

I3 0.650 28 0.05 0.48

B1 ≡ 0.0 12.0 0.94 0.99

B2 0.435 17.9 0.70 0.85

TABLE II: Accretion probabilities for the events occurred in
the first second; all the other events have a probability to be
due to accretion lower than 5%. The first three columns iden-
tify the individual events. The last two columns are the prob-
abilities that an event is due to accretion. The model used in
the fourth column includes the improvements of Sect. II and
following LL sets Ma = 0.5 M⊙; the one used in the fifth
column includes also the improvements of Sect. IIID.

describes the sharpness of the transition between accre-
tion and cooling phases;
3) deviations from the hypothesis of equipartition, by in-
creasing or decreasing the ratio between the ν̄e and ν̄x

luminosities by a factor of 2 [68].
In all cases, the χ2 changes less than 1 with respect to
the best fit result; furthermore, the best fit values of the
astrophysical parameters change only within their 1 σ
errors given in Eq. 31.

d. On the differences with the parameterization by
Lamb and Loredo To illustrate better the difference be-
tween the ECTA model and our final emission model,
we show in Table II the probabilities of the individual
events to be due to accretion. (Fig. 7 of Ref. [62] is a
viewgraph corresponding to the results of this Table.) A
direct comparison with LL results [35] is not possible,
since a similar table is not given there; thus, we repeat
their calculation following their prescriptions and make
reference to the model LL∗ described in Sect. IVB1.
The column denoted by LL∗ (fourth column)–the model
defined in Eq. 29–shows that the early KII and Baksan
events are due to accretion and those by IMB to cooling.
This proves that, assuming the Lamb and Loredo ECTA
model, the fit takes advantage of the fact that the as-
sumed energy distribution is ‘composite’: the low energy
events of KII are explained by the accretion component,
the high energy events of IMB instead by the high energy
tail due to the cooling component.
The results of our model are shown in the column of Table
II (fifth column) denoted by III D. Since our model has
(by construction) a quasi-thermal spectrum at any time,
both KII and IMB early events have a large probability
to be due to accretion. The tension between the different
energies of KII and IMB events leads to a slightly worse
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FIG. 5: ν̄e mean energy as a function of the time in the LL

ECTA model (left panel) and in the IIID model (right panel).
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FIG. 6: ν̄e luminosity in the LL ECTA model (left panel) and
in the IIID model (right panel).

χ2, see Table I.
Finally, we compare in Fig. 5 the mean energy of ν̄e in
the LL∗ accretion model, left panel, with the trend of the
mean energy in our model III D, right panel, whereas in
Fig. 6 we plot the ν̄e luminosity obtained with the LL∗

model (left panel) and the model of Sect. III D (right
panel). The features of these curves are similar to those
found in typical numerical simulations, see e.g. [13], with
the exception of the average energy curve of the LL model
that has a very pronounced jump.

e. Information on background events We are now
in the position to obtain interesting information on the
background. First of all, we can evaluate the a posteri-
ori probabilities that an individual event is due to back-
ground. Since the discussion of the background of Baksan
detector is already included in [88], we will focus on the
discussion of the background in the KII detector, extend-
ing and complementing our previous calculations [43].
The sixth event of Kamiokande-II (K6) is particularly in-
teresting; from Table VI of LL, we see that it has only
15% probability to be due to background. This probabil-
ity doubles when we include the structural improvements
of the likelihood (Sect. II) mostly due to the new back-
ground discussed in [43], and increases again to 85% after
the emission models improvements of Sect. III D. Thus,
the improved model suggests that the event K6 should
not be attributed to accretion, as in the first and most
popular interpretation [17] that considers the fact that
the event K6 is below the threshold of 7.5 MeV. The
reason is that, in the improved model, the energy of the
antineutrinos is expected to be maximal at t ∼ 0.5 s.
Similarly, we find that the events K13-K16 (usually not
included in data analysis) are almost certainly due to

background.
Next, using the techniques introduced in [43] we can eval-
uate the a posteriori probability to have n background
events. For the Kamiokande-II dataset we get 10% for
n = 5, 35% for n = 6, 44% for n = 7, 10% for n = 8, that
is not in disagreement with the expectation n̄ = 5.6 in the
whole energy range. Thus, it is not impossible that there
was another background event besides the events K6 and
K13-K16, that can be compared with the expectation of
0.66 background events Kamiokande-II, in a time window
of 30 seconds and above the 7.5 MeV energy threshold.
Finally, we note that the probability to have n = 16 (that
is, the hypothesis that no signal from SN1987A was de-
tected) is as low as 11σ. This is a reassuring result and
it is again in agreement with the quantitative evaluation
of 10σ in [43].

V. SUMMARY

We presented an improved analysis of observations of
SN1987A by Kamiokande-II, IMB and Baksan. We recall
the main points:

1. We collected in Sect. II a large number of technical
improvements: new detection cross section, procedure to
include the information on the direction of the events,
treatments of the background and of the efficiency. The
most relevant improvement is the last one, but none of
these changes affect SN1987A data analysis in a crucial
manner.

2. We described in Sect. III D the various effects of
(anti)neutrino oscillations: the oscillations in the star (in-
cluding the self interaction of neutrinos) and the Earth
matter effect. We verified that oscillations with normal
hierarchy do not affect the results in an essential manner
and discussed the inverted hierarchy case.

3. We proposed in Sect. III a new parameterization of
the flux of electron antineutrinos emitted in the accretion
phase. We improved on the energy spectrum, and most
importantly, on the time-distribution: (a) We prescribed
the temperature of the positrons to increase in such a
manner that at t ∼ τa the average energy antineutrinos
is approximatively continuous, that overcomes a short-
coming of the parameterization of [35] noted in [41] and
recalled in the Introduction. (b) We also prescribed that
the number of neutrons exposed to the positron flux de-
creases in time more smoothly than as in [35]; in this way
the luminosity is also continuous, as expected on general
basis. (c) Finally, we avoided the simultaneous presence
of cooling and accretion antineutrinos by time-shifting
(delaying) the cooling phase of an amount t ∼ τa, again
improving on the previous parameterizations adopted for
the analyses of SN1987A events.

4. We demonstrated that the improvements on the pa-
rameterization are the most important. The most strik-
ing feature is that the best fit parameters are rather sim-
ilar to the expectations of the Bethe and Wilson sce-
nario. This is in contrast with what happens using the
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Lamb and Loredo parameterizations of the flux, where
it is needed to impose a prior in the analysis to avoid
best-fit values outside the physical ranges. Furthermore,
our flux leads to smooth luminosity curves and average
energies. [The most appealing outcomes of their analysis,
such as the neutrino sphere radius resembling the neutron
star mass, the duration of the accretion phase ∼ 0.5 s,
the total amount of emitted energy, remain practically
unchanged.]

5. We evaluated the errors and the correlations on the
parameters and we can rule out the hypothesis of a one-
phase model with a significance of 2%.

From these calculations one draws two main messages:
an accurate choice of the model to be adopted for the
analysis of SN1987A observations is quite important; the
agreement between the observations and the conventional
expectations is more than encouraging in the proposed
model. We hope that these results will help to progress
further in the understanding of this epochal observation.
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Appendix A: Form of the Likelihood

In this section we construct the likelihood of a data set
of supernova positrons collected by a certain detector, for
example, a water Cherenkov detector. We will consider
the possibility that an event can be missed and describe
the fact that the reconstructed energy is in general dif-
ferent from the true one. We focus the discussion on
the energy of the events, for the relative time is precisely
measured and the error on the direction is negligible in
comparison to the wide angular distribution, character-
istic of the inverse beta decay reaction.

The Nd data are characterized by their detection times
ti, that we suppose known without error, and other mea-
sured features. As mentioned above, we focus the discus-
sion on the energy of the positron, E. The overall data
set extends over a time interval T and we can split up
this interval in many small time bins, each one of size
δt ≪ T . Also the energy interval is binned, and the size
of each bin is denoted with δE.

The probability for the data collected, i.e., the likeli-

hood function of data set, is L =
∏N

i=1 Pi where

Pi =

{

P (d0) if the i-th bin has 0 events

P (d(Ei)) δE if the i-th bin has 1 event,
(A1)

and where the number of bins is much larger than the
number of detected events, N ≫ Nd.

1. Probability to detect no event. Efficiency

The probability of non detection can be calculated
taking into account the several situations that can re-
sult in a non-detection. Furthermore we can distin-
guish between the signals associated to SN neutrinos,
called s, and the background signals, called b. Us-
ing the trick of “extending the conversation”, we get,
P (d0) =

∑∞

m=0

∑∞

n=0 P (d0, sm, bn), that is the probabil-
ity that m positrons are produced by SN neutrinos, n
events of background occurred and no event is detected.
Since the intervals δt are small we neglect the terms in-
volving more than one event occurring in δt

P (d0) ≃ P (d0, s0, b0) + P (d0, s0, b1) + P (d0, s1, b0).
(A2)

Using the well known product rule of probability (namely,
P (A, B | C) = P (A | B, C)P (B | C)) we begin calculat-
ing the simplest case when no events are present

P
(

d0, s0, b0
)

= P (d0, s0 | b0)P (b0) = P (d0 | s0, b0)·
P (b0) · P (s0) = e−Bδt · e−S(t)δt ≃ 1 − δt[S(t) + B],

(A3)
where we neglect the O(δt2) terms. We introduce here
the positron production rate S(t), the time independent
measured background rate B and we assumed Poisson
statistics for both processes. The next term is the proba-
bility that no events are detected and 1 background event
occurs. This is by definition set to zero P (d0, s0, b1) ≡ 0.
This definition means that the background is a detected
event that is not due to the SN neutrino signal. The
background rate, assumed to be time independent, can
be measured by the experimental collaborations in the
instants of time when the signal is known to be absent.
The last term is more complicate. The probability that
one positron due to SN neutrino was produced but no
events were detected is

P (d0, s1, b0) =
∫

dE P (d0, s(E), b0) =
∫

dE P (d0, s(E) | b0) · P (b0) =
∫

dE P (d0 | s(E), b0) · P (b0) · P (s(E)) =
∫

dE (1 − η(E)) · e−Bδt · S(t, E)δte−S(t,E)δt ≃
(1 − Bδt)

∫

dE(1 − η(E))S(t, E)δt(1 − S(t, E)δt) =
∫

dE S(t, E)δt −
∫

dE η(E)S(t, E)δt + O(δt2) =

(S(t) − R(t))δt,
(A4)
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where we used the symbol

S(t) ≡
∫

dE S(t, E) (A5)

to denote the positron production rate and

R(t) ≡
∫

dE R(t, E) ≡
∫

dE η(E)S(t, E) (A6)

to denote the positron detection rate. In equation A4,
we introduce the function

P (d0 | s(E), b0) = 1 − η(E), (A7)

that defines the detection efficiency function, assumed to
be time independent. Collecting the various terms, we
conclude that the total probability of non-detection is

P (d0) = P (d0, s0, b0) + P (d0, s0, b1) + P (d0, s1, b0) ≃
1 − δt(S(t) + B) + δt(S(t) − R(t)) ≃ e−(B+R(t))δt

(A8)

2. Probability to detect one event. Smearing

Now we must calculate the probability of the intervals
where detection occurred:

P (d(Ei)) ≃ P (d(Ei), s
1, b0) + P (d(Ei), s

0, b1) (A9)

We begin from the first term:

P (d(Ei), s
1, b0) =

∫

dE P (d(Ei), s(E), b0) =
∫

dE P (d(Ei), s(E) | b0) · P (b0) =
∫

dE P (d(Ei) | s(E), b0) · P (b0) · P (s(E)) =
∫

dE G(E, Ei)η(E)e−BδtS(t, E)δte−S(t,E)δt ≃
∫

dE G(E, Ei)η(E) · S(t, E)δt + O(δt2) ≃
δt

∫

dE G(E, Ei) · R(t, E)

(A10)

In this expression, the probability that a signal (a
positron) with energy E produces a datum with mea-
sured energy Ei, is decomposed as follows:

P (d(Ei) | s(E), b0) = G(E, Ei) · η(E) (A11)

The new function G, defined when η(E) 6= 0, is called
smearing. We assume that it is independent from the
time when the positron is produced and from the time
when the signal is detected. In order to understand the
meaning of the smearing, we use the sum rule of proba-
bility, P (A | B) + P (A | B) = 1, and obtain

P (d1 | s(E), b0) + P (d0 | s(E), b0) = 1,
∫

dE′ P (d(E′) | s(E), b0) + (1 − η(E)) = 1,
∫

dE′ G(E, E′) · η(E) + 1 − η(E) = 1,

η(E) ·
∫

dE′ G(E, E′) = η(E)

(A12)

The last equation implies that the function G(E, E′) is
normalized to the unity

∫

dE′ G(E, E′) = 1, (A13)

The domain of integration includes all possible energies of
the detected event. The last term that we must calculate
is

P (d(Ei), s
0, b1) =

∫

dE P (d(Ei), s
0, b(E)) =

∫

dE P (d(Ei), s
0 | b(E))P (b(E)) =

∫

dE P (d(Ei) | s0, b(E))P (b(E))P (s0) ≡
∫

dE δ(E − Ei) · δtB(E) · e−B(E)δte−S(t)δt ≃
∫

dE δ(E − Ei) · δtB(E) + O(δt2) = δtB(Ei)

(A14)

where we used our definition of background including the
Dirac function P (d(Ei) | s0, b(E)) ≡ δ(E − Ei), that
implies among the other things that P (d1|s0, b(E)) =
δt B(E). In this way we found

P (d(Ei)) = P (d(Ei), s
0, b1) + P (d(Ei), s

1, b0) =

= δtB(Ei) + δt
∫

dE G(E, Ei) · R(t, E).
(A15)

3. Summary and remarks

Plugging Eqs. A8 and A15 in Eq. A1, then using the
definition of the likelihood, we conclude

L =
∏N

i=1 Pi =
∏N−Nd

j=1 e−[B+R(tj)]δt·
∏Nd

i=1 δE[δtB(Ei) + δt
∫

dE G(E, Ei)R(ti, E)] ≃
(δtδE)Nde

−
∫

T
dt(B+R(t))·

∏Nd

i=1[B(Ei) +
∫

dE G(E, Ei)R(ti, E)]
(A16)

that is the expression of the likelihood, associated to
the collected data set. We have neglected the difference
between the integral taken over the entire duration of
the data taking T , and the integral taken over the non-
detection intervals; but this difference is negligible, pro-
vided that δt ≪ T .

As a simple test of Eq. A16, consider the likelihood
given in PDG [90] for the case of n observed events:

L ∝ (nb + ηns)
ne−(nb+ηns) (A17)

where a finite and constant detection efficiency η is con-
sidered.7 We know that there are on average nb back-
ground events in a given observation time T and we want

7 Ref. [90] assumes that the background and the signal are Poisson
distributed. It is easy to show that if the number of produced

positrons is distributed as a Poisson process, also the number
of detected positrons, that is smaller by a factor η, is is dis-
tributed as a Poisson process (the inclusion of the efficiency can
be thought of as the convolution with a Binomial).
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to evaluate the number of signal events ns. Thus we min-
imize the likelihood, imposing ∂L/∂ns = 0, and we find
the obvious response:

ns =
n − nb

η
(A18)

namely: the estimated number of signal events is given
by the difference of the number of observed and of back-
ground events, increased by the factor 1/η > 1 to take
into account the imperfect detection efficiency. The
likelihood in Eq. A17 derives from Eq. A16 as follows.
Suppose that signal and background are uniformly dis-
tributed over the energy

B =
nb

TE∗

and S =
ns

TE∗

if 0 < E < E∗ (A19)

being zero elsewhere. Assume that the energy is precisely
measured: G(E) = δ(E − Ei). Plugging in Eq. A16 the
definition of R = ηS given in Eq. A6 we obtain the same
likelihood given in Eq. A17 for n observed event. The
conclusion is simply that, in a suitable limit, we recover
expected results as Eq. A18 from the likelihood shown in
Eq. A16.

Eq. A16 is the form of the likelihood to be used in
each detector. It is occasionally called the ‘unbinned’
likelihood, since it can be used to analyze the data with-
out introducing a binning. We note that the likelihood
in Eq. A16 agrees with the one of Ref. [32], the likeli-
hood adopted in the most recent analyses of SN1987A
data [41, 42].

Appendix B: Accretion energy spectrum

We derive two equations used to describe the energy
spectrum of accretion ν̄e.

1. Derivation of Eq. 13

We assume that, during accretion, the antineutrino
flux is mostly produced by the weak reaction e+n → ν̄ep.
The rate of this reaction is given by:

Γ = Nn

∫ ∞

me

dEe+

dne+

dEe+

βec

∫

dEν
d σe+n

dEν
, (B1)

where Nn is the number of target neutrons, assumed to
be at rest, and where βe is the positron velocity in natural
units. The second integral yields the cross section as a
function of the positron energy Ee+ . The distribution of
the positrons dne+ = 2d3pe/h3/(1+exp[(Ee+−µe+)/Ta])
has a negligible chemical potential [14], thus

dne+

dEe+

(Ee+) =
8πβe

(hc)3
ge+(Ee+ , Ta), (B2)

where ge+ is given by Eq. 14. The range of integration
of Eν in Eq. B1 can be easily found from the expression:

Eν =
Ee + δ+

1 + (Ee − pe cosφ)/mn
, (B3)

where cosφ = n̂e · n̂ν is the cosine of the angle be-
tween the directions of the positron and the antineutrino,
cosφ ∈ [−1, 1], and where δ+ = (m2

n−m2
p+m2

e)/(2mn) =
1.293 MeV ≈ δ− in Eq. 5. The dependence on the an-
tineutrino energy Eν is as follows:

d Γ

dEν
=

8πc

(hc)3
Nn

∫

dEe+ β2
e ge+

d σe+n

dEν
. (B4)

The cosine can take all values for fixed Eν ≥ Emin, with

Emin =
me + δ+

1 + me/mn
≈ 1.803 MeV, (B5)

[for smaller Eν , only certain values of cosφ around
cosφ = −1 are allowed; but this happens in an inter-
val of Eν wide only about 1 eV]. The range for Ee+ is:

Ee+ =
(Eν−δ+)(1−ǫ)−ǫ cos φ

√
(Eν−δ+)2−m2

e(1+∆)

1+∆ , (B6)

where ǫ = Eν/mn and 1+∆ = (1− ǫ)2− ǫ2 cosφ2. From
this equation it is clear that the Ee+ range is pretty nar-
row for the energies Eν ≪ mn in which we are interested;
thus, we approximate the expression in Eq. B4 as:

d Γ
d Eν

≈ 8πc
(hc)3 Nnge+(Ēe+(Eν), Ta)

∫

dEe+β2
e

d σ
e+n

d Eν
(B7)

where the positron distribution is calculated at the cen-
tral point of the interval of cosine, namely at cosφ = 0:

Ēe+(Eν) =
Eν − δ+

1 − Eν/mn
. (B8)

Eq. B7 gives the ν̄e flux in Eq. 13; the integral will be
discussed a while. The advantage of Eq. B7 is that the
dependence on the parameter Ta has been extracted from
the integral. The integral can be calculated once forever
and we are left with a simpler expression. We checked
that, in the most relevant range Ta = 1 − 4 MeV, the
approximated expression agrees with the correct one at
the 1% level for energies Eν < 10 Ta, and even better
when dΓ/dEν is integrated in Eν : indeed, the rate Γ is
precise at 0.1%.

2. Derivation of Eq. 15

The cross section in Eq. 15, precisely defined as a nu-
merical approximation of the integral in Eq. B7, was ob-
tained adapting the calculation of [57] for the inverse beta
decay reaction. In fact, the differential cross section

d σe+n

dEν
(Ee+ , Eν) =

G2
F cos2 θC

256π mn p2
e

|M|2(1 + r) (B9)
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has the same matrix element |M|2(s − u, t). What
changes is the expression of the invariants, now given by:
s−u = 2mn(Eν +Ee)+m2

e and t = m2
p−m2

n +2mn(Eν −
Ee). The factor r(Ee) describes the small QED radiative
corrections; we use expression in [57]. The constant in
front to the differential cross section is 2 times smaller
than the one for inverse beta decay, because the antineu-
trino has 1 helicity state whereas the positron has 2. The
characteristic 1/βe behavior of an exothermic reaction
(such as e+n → ν̄ep) is compensated by the 2 explicit
factors βe from the positron phase space and from the
relative velocity between e+ and n in the reaction rate,
included in σe+n.

Our cross section compares well with the approxima-
tion of Tubbs and Schramm [91, 92]:

σTS
e+n = 1.7 × 10−44 1 + 3g2

A

8

(

Eν

me

)2

, (B10)

with gA = −1.27, since the percentage deviation 100(1−
σTS

e+n/σe+n) at Eν = 5, 10, 20, 30 MeV is just -1%, -2%,
-6%, -11% (or -1%, -3%, -7%, -10% when comparing with

the approximation of σe+n in Eq. 15).

The cross section used in [35] is formally less correct,
since it is the same as the above approximation but re-
placing g2

A → |gA| ≈ 1.254. [This is stated in Eq. (4.5)
of LL and can be checked by the value of the energy ra-
diated during accretion, their Eq. (6.2)]. The deviation
100(1 − σLL

e+n/σe+n) is not large; for Eν = 5, 10, 20, 30
MeV is 17%, 16%, 13%, 10% (or 18%, 16%, 13%, 10%
when comparing with Eq. 15).

Our parametrization of ν̄e spectrum, Eq. 14, differs
also for another reason with the one of LL, since we
adopt the positron flux calculated in Ēe(Eν) (defined
in Eq. B8), whereas LL use the antineutrino flux cal-
culated in Eν , namely, g → E2

ν/[1 + exp(Eν/Ta)]. Also
this modification acts in the direction of increasing the
expected flux. The difference can be quantified by eval-

uating these integral of the fluxes Φν̄e
(Ta) =

∫ dΦν̄e

dEν
dEν :

indeed, 1 − ΦLL
ν̄e

(Ta)/Φν̄e
(Ta) = 54%, 35%, 26% or 19%

for Ta = 1, 2, 3 or 4 MeV; namely, our flux is significantly
larger.
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