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RESEARCH ARTICLE

Modified single sweep method for reconstructing free energy landscapes

M. Monteferrantea, S. Bonellaa∗, S. Melonib and G.Ciccottia

aDepartment of Physics, Università di Roma ”La Sapienza”, P.le A. Moro 2, 00185, Rome, Italy;
bConsorzio per le Applicazioni del Supercalcolo per Università e Ricerca - CASPUR, via dei Tizii 6,
00185 Rome, Italy;

(March 2009)

Two modifications of the recently developed single sweep method to efficiently reconstruct free energy land-
scapes in several dimensions are proposed. In single sweep, the free energy is estimated as a linear combination
of radial basis functions whose parameters are optimized by miniminzing an appropriate objective function. In
this work, the single variance Gaussian radial basis usually employed in single sweep when non-periodic collec-
tive variables are used is generalized to a basis of multivariate Gaussians whose covariance matrix can change
with the location of the basis function on the landscape. A new objective function, aimed at a more accurate
reconstruction of the landscape in the vicinity of stationary points, is also introduced. The performance of the
modified single sweep is compared to that of the standard method in the reconstruction of a model benchmark
potential and of the free energy profile of a physically relevant example. The results of these comparisons show
that employing the new objective function can result in an improvement of the efficiency and accuracy of the
reconstruction.

Keywords: free energy reconstruction; single sweep method; radial basis reconstruction; TAMD; activated
processes; sodium alanates

1 Introduction

Activated processes as diverse as chemical reactions, conformational changes in proteins, and
proton transfer in intra-membrane channels can be described, in a suitable set of collective
variables, as transitions between metastable states in the free energy of the system. To define
this quantity, consider a system with N degrees of freedom whose coordinates are identified by
the vector x = (x1, .., xN ). If we indicate with θ(x) = (θ1(x), ..., θν(x)) the set of ν collective
variables that characterize the activated process (these can be distances, angles, coordination
numbers, etc.), the corresponding free energy is

F (z) = −β−1 lnZ−1

∫
Ω
e−βV (x)

ν∏
α=1

δ(θα(x)− zα)dx (1)

where z = (z1, ..., zν) are specific realizations of the collective variables, Z is the partition
function, Ω is the volume accessible to the system, V (x) is the potential energy and β = 1/kBT,
if T is the temperature (kB is Boltzmann’s constant). The definition above is equivalent to
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assigning a probability density equal to e−βF (z) to the state θ(x) = z of the system. A direct
calculation of this probability, based on binning the space of the collective variables and building
an histogram of the frequency of their values along a dynamical trajectory, is however not a
viable method for obtaining the free energy: in the presence of significant barriers the trajectory
will not explore all the relevant configurations of the system in the time-scales accessible by
simulation. Furthermore, the number of bins in a brute force calculation on a regularly spaced
grid grows exponentially with the number of collective variables. Several methods have been
proposed to perform the calculation in a more efficient way. The weighted histogram approach [1–
3], thermodynamic integration [4] and, more recently, metadynamics [5, 6] are some examples.
In the following, we focus on the single sweep method recently proposed by Maragliano and
Vanden-Eijnden [7] with the intent to explore possible generalizations of the approach. Single
sweep combines two steps. The first employs the temperature accelerated molecular dynamics
(TAMD) introduced by the same authors [8] (see also [9–12] for related work) to generate a
trajectory in the collective variables that efficiently explores relevant regions of the free energy
landscape even in the presence of barriers. In the second step, points along this trajectory
are chosen as centers for an interpolation grid and the free energy is represented as a linear
combination of radial basis functions [13, 14], e.g. Gaussians, centered on the grid. The use of
radial basis functions improves the scaling of the method with the number of collective variables
with respect to the use of a regular grid for the histogram. Both the coefficients of the linear
combination and the parameters in the radial basis functions, a single variance for all elements
in the case of Gaussian basis functions, are optimized by least square fitting of a given objective
function. Single sweep has been tested in a set of increasingly challenging applications and it has
proved able to accurately reconstruct complex free energy landscapes in up to 4 dimensions [7].
In this paper, we explore the possibility to further improve its efficiency by introducing two
variations in the procedure. First, focusing on the choice of Gaussian radial basis functions, we
investigate the effect of substituting to the single variance of the standard procedure a covariance
matrix that can change at the different centers. Second, we propose a simple modification to
the objective function that aims at a more accurate reconstruction of the free energy in the
proximity of stationary points. As these often define the regions of the landscape - minima and
saddle points - that are more interesting to characterize an activated process, this increased
accuracy might prove important in applications. The paper is organized as follows. The theory
section begins with a summary of the single sweep method. A detailed derivation of the method
can be found in reference [7], here we highlight its most relevant features for convenience. The
second part of the theory section describes the generalizations we propose. An algorithm to
optimize the parameters in the interpolated free energy is presented in the appendix. In the
results section we compare the performance of the modified single sweep method to that of the
original scheme by first considering a standard benchmark model calculation, the reconstruction
of the Müller potential [15], and then by revisiting a physical example, the reconstruction of the
free energy associated to an activated diffusion process in sodium alanate [16]. Conclusions end
the paper.

2 Theory

2.1 Single sweep summary

Single sweep combines two complementary steps: efficient exploration of the free energy land-
scape via a TAMD trajectory and global reconstruction of the free energy as a linear combina-
tion of optimized radial basis functions centered at appropriate points along the trajectory. The
modifications of the standard method that we intend to test involve only the second part of the
procedure, and we shall focus on those in section 2.2. For completeness, however, we begin by
summarizing the main features of the standard method.
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2.1.1 Temperature Accelerated Molecular Dynamics

In TAMD, new dynamical variables z = (z1, ..., zν) are introduced alongside the physical
degrees of freedom, and an extended Lagrangian for the system is defined by setting up the
kinetic energy term of the z variables and modifying the original potential energy term. The
new total potential contains, in addition to the physical potential energy V (x), a quadratic term
that couples the collective variables θ(x) to the new variables z, thus

Uκ(x, z) = V (x) +
κ

2

ν∑
α=1

(θα(x)− zα)2 (2)

where κ is a constant whose dimensions depend on the nature of the collective variables. It is
further assumed that the z variables, to which a fictitious mass m̄ can be assigned, evolve at
a fictitious temperature T̄ different from that of the physical system. In the following we shall
outline the method using Langevin dynamics for the time evolution, but any dynamics that
generates the canonical distribution can be used [12]. If we assign friction coefficients γ and γ̄ to
the physical degrees of freedom and to the z variables respectively, the evolution of the extended
system is governed by the following set of coupled equations

mẍ = −∇xV (x)− κ
ν∑

α=1

(θα(x)− zα)∇xθα(x)− γẋ+
√

2β−1γηx

m̄z̈ = κ(θ(x)− z)− γ̄ż +
√

2β̄−1γ̄ηz (3)

where β̄ = 1/kBT̄, and ηx and ηz are the white noise associated with the Langevin evolution of
the physical and new variables. Adiabatic separation of the motion of the physical and fictitious
variables can be induced by increasing the value of m̄(>> m) and γ̄ (>> γ), with the condition
that m̄ = O(γ̄2). In these conditions, the z variables evolve, on the slower time scale of their
motion, according to an effective force which is obtained by averaging the right hand side of
the second equation in system (3) with respect to the distribution to which thermalize the,
fast, physical variables. This distribution is the conditional probability density function for the
evolution equation of the physical variables at z(t) = z fixed. The conditional probability density
is given by ρ(x|z) = Z−1

κ (z)e−βUκ(x,z) with Zκ(z) =
∫
dxe−βUκ(x,z). The only term affected by

the average in the evolution equation for the z variables is the one proportional to κ and the
effective evolution equation obtained after performing this average can be written as

m̄z̈ = −∇zFκ(z)− γ̄ż +
√

2β̄−1γ̄ηz (4)

where we have defined

Fκ(z) = −β−1 lnZ−1
κ

∫
dxe−βUκ(x,z)

= −β−1 lnZ−1
κ

∫
dxe−βV (x)e−

βκ

2

Pν
α=1(θα(x)−zα)2

(5)

with Zκ =
∫
dxdze−βUκ(x,z), so that

−∇zFκ(z) = Z−1
κ (z)

∫
dxκ(z − θ(x))e−βUκ(x,z) (6)

In the limit βκ → ∞, the Gaussian function in equation (5) tends to a delta function in the
argument (θα(x) − zα) and Fκ(z) becomes the free energy of the physical system at inverse
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temperature β. Remarkably then, in the appropriate limits for the parameters in the extended
Lagrangian, the fictitious variables evolve based on the free energy landscape at the physical
temperature and their trajectory can thus be used to explore this landscape. Moreover, the
evolution equation holds for any value of T̄. This quantity can be increased to a point when the
thermal energy of the fictitious variables is high enough to overcome the physical system’s free
energy barriers and the z trajectory can visit the relevant metastable and transition regions at
least once in a reasonable amount of time. This feature makes points along a TAMD trajectory
ideal centers for elements of the radial basis set to be used for the global reconstruction of
the free energy. In a single sweep calculation, centers are deposed along the trajectory based
on a distance criterion: beginning with the value z1 = z(0) a new point is added to the set
when its distance from all other members of the set exceeds a given threshold d. For a fixed
trajectory length, the parameter d controls the size of the set of centers and it is adjusted to
reach convergence of the free energy reconstruction with number of centers.

2.1.2 Radial basis reconstruction

Given the set of centers {z1, .., zK} in the space of the ν collective variables, single sweep
estimates the free energy as a linear combination of radial basis functions, thus

F̃ (z) =
K∑
k=1

akφσ(|z − zk|) (7)

In the following, we shall consider the case φσ(r) = e−r
2/2σ2

, but other radial basis functions can
be used. The coefficients ak and the width σ (a positive number common to all basis elements
and to all directions) are adjusted by minimizing the objective function

E(a, σ) =
K∑
k=1

ν∑
α=1

[
fαk +∇αF̃ (zk)

]2
(8)

In the definition above, fk is the negative gradient of the free energy, i.e. fk = −∇F (zk).
This quantity, also known as the mean force, can be estimated as a local conditional average via
eq. (6) and, a part from the location of the centers, is the only input needed in the reconstruction
procedure. Once the mean forces at the centers have been computed, the coefficients and the
variance in eq.(7) can be optimized as follows: for a fixed value of σ, the optimal set of coefficients
is the solution, indicated as a∗, of the linear system

K∑
k′=1

Bk,k′(σ)ak′(σ) = ck(σ) (9)

where

Bk,k′ =
K∑

k′′=1

∇φσ(|zk − zk′′ |) · ∇φσ(|zk′′ − zk′ |) (10)

and

ck = −
K∑
k′=1

∇φσ(|zk − zk′ |) · fk′ (11)

The optimal σ, indicated as σ∗, satisfies E(a∗(σ∗), σ∗) = minσE(a∗(σ), σ) and can be found
by brute force computing the residual E(a∗(σ), σ) for increasing values of σ starting from the
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distance of the centers. While this choice of the initial value for the scan on the sigma grid
is empirical, it has proved effective in all applications considered so far. This choice can be
motivated by observing that the objective function involves a linear combination of the gradients
of the basis function, e.g.

∇φσ(|zk − z|) =
|zk − z|
σ2

φσ(|zk − z|) (12)

In the objective function then, the basis element centered at zk does not contribute to the
estimate of the mean force computed at zk and this mean force must be reconstructed via the
basis elements centered at neighboring points. This is possible only if the variance of the basis
functions is such that they have a finite value at zk. The prescription on the minimum value of
σ is a sufficient, though not necessary, condition for meeting this criterion.

It is known that the stability of the system of equations that determines the coefficients in the
radial-basis representation can deteriorate quite dramatically with the number of centers [14].
To control numerical instabilities in the solution, the condition number of the matrix B is
monitored [17]. This quantity is defined as

κ(B) = µK(B)/µ1(B) (13)

where µk(B) is the k-th singular value of B in order of increasing magnitude (the singular
values of the matrix B are the square root of the eigenvalues of BTB). The maximum condition
number observed in the calculations reported here was 108, below the threshold (1014) that could
cause problems for the numerical inversion of the matrix in double precision calculations. After
optimization of the parameters, the accuracy of the reconstructed free energy can be assessed
using, for example, the relative residual

R =

√
E(a∗, σ∗)∑K
k=1 |fk|2

(14)

2.2 Variations on the single sweep theme

2.2.1 Allowing for more than one σ

As mentioned above, in the standard version of single-sweep σ is chosen to be the same for
all radial-basis functions and all components of the vector z. In the following, we investigate the
selection of different widths for different centers and/or different components of z as a tool to
increase the accuracy of the method. To that end, the definition of the basis function in eq.(7)
is generalized as

ΦΣk(|z − zk|) = e−
1
2
(z−zk)TΣ−1

k (z−zk) (15)

The ν × ν positive definite matrix Σ−1
k is the inverse of the covariance matrix associated to the

center zk, defined as

(Σk)α,β = σk,ασk,β(δα,β + ρk,α,β) (16)

where the correlation coefficient, symmetric with respect to the indexes α, β, is such that
|ρk,α,β| ≤ 1 if α 6= β and ρk,α,α = 0. Of course, if ρk,α,β = 0∀α, β, and σ2

k,α = σ2 for all k
and α the definition above reduces to the standard, single sigma, case. We will indicate with
{Σ} the elements of the covariance matrix. The prescription for adjusting the coefficients, ak(Σ),
and the matrix elements {Σ} to optimize the representation of the free energy is the same as
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that of the standard single sweep, i.e. minimization of an objective function. If the standard
choice, eq. (8), for the objective function is preserved, this translates, for fixed Σ, into solving
the linear system

K∑
k′=1

B̄k,k′(Σ)ak′(Σ) = c̄k(Σ) (17)

where

B̄k,k′ =
K∑

k′′=1

∇ΦΣ(|zk − zk′′ |) · ∇ΦΣ(|zk′′ − zk′ |) (18)

c̄k = −
K∑
k′=1

∇ΦΣ(|zk − zk′ |) · fk′

In this case, however, the increased dimensionality of the Σ space makes a brute force minimiza-
tion of the residual with respect to the parameters {σk,α, ρk,α,β} problematic and alternative
techniques must be used. In this work, we used a simulated annealing scheme [18], as summa-
rized in the appendix.

2.2.2 Modifying the objective function

Alternative choices of the objective function can easily be incorporated in the single sweep
method. In this work, we introduce and test the following:

Er(a,Σ) =
K∑
k=1

ν∑
α=1

εαk
[
fαk +∇αF̃ (zk)

]2 (19)

where εαk = 1/fα
2

k . The function above will be indicated as ”relative objective function” and
it differs from the one used in standard single sweep by the introduction of a weight equal
to the inverse of the square of the mean force in each term of the sum. This weight reduces
the importance on the interpolation parameters’ optimization of centers located in regions of
particularly high gradient of the landscape while amplifying the relevance of (almost) stationary
points of the landscape. Since the stationary points are associated with the location of basins
and/or saddle points of the free energy - and thus with the regions corresponding to the initial,
final and transition state of the activated event - a reconstruction procedure that is more accurate
around them should characterize the process more precisely. The proposed objective function
should also provide a more accurate reconstruction of the steepest descent path, i.e. the curve
characterized by the condition that the orthogonal component of the mean force is zero along the
path. This path is often used as an approximation to the transition path as defined in ref. [19]. If a
center is located exactly at a point such that fαk = 0, the definition above becomes singular. This
problem can however be solved via the introduction of a small additive term at the denominator.
In the calculations described in section 3 it was verified that the results are stable for changes in
the values of this parameter. The optimization of the interpolation parameters follows the usual
steps. Minimization of the new objective function with respect to the coefficients for a fixed set
of {Σ} values leads to solving the linear system

K∑
k′=1

B̃k,k′(Σ)ak′(Σ) = c̃k(Σ) (20)
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where now:

B̃k,k′ =
K∑

k′′=1

ν∑
α=1

εαk∇αΦΣk′′ (|zk′′ − zk|)∇αΦΣk′′ (|zk′′ − zk′ |)

c̃k = −
K∑
k′=1

ν∑
α=1

εαk′f
α
k′∇αΦΣk′ (|zk′ − zk|) (21)

In this case too, simulated annealing is performed to identify the optimal parameters in the
covariance matrix.

3 Results I: The Müller potential

In this section, we compare the performance of the modified single sweep to that of the standard
method in a test problem: the reconstruction of the Müller potential. The method described in
the previous sections can be adapted to reconstructing potentials by setting θi(x) = xi for all i,
which implies F (z) = V (x) (in these expressions, x = (x1, .., xN ), θ(x) = (θ1(x), ..., θν(x)), and
z = (z1, ..., zν)). When reconstructing potentials, the dynamics of the system can be accelerated
by acting directly on its temperature and it is not necessary to introduce the z variables. The
Müller potential is defined as

V (x, y) =
4∑
i=1

Aie
ai(x−xi)2+bi(x−xi)(y−yi)+ci(y−yi)2

(22)

(with the same parameters defined in [15] and summarized in table 1). In the following we shall
indicate the two dimensional position vector as x ≡ (x, y). To obtain appropriate sets of centers
xk = (xk, yk), the potential was explored by propagating a Langevin trajectory x(t) with initial
condition (x(0), y(0)) = (1.0, 0.0) and (ẋ(0), ẏ(0)) = (

√
(kBT/2),

√
(kBT/2)), at a temperature

T = 45. The mass, friction coefficient and timestep where chosen as m= 1, γ = 0.8, and
dt= 5 × 10−4. Arbitrary units are used throughout this section. The trajectory was integrated
using an algorithm accurate to order dt1/2 (dt is the integration time step) that can be found
in [20]. In the calculations reported here, two sets of 58 and 95 centers were deposed according to
the standard single sweep criterion (see end of sec. 2.1.1) with deposition threshold d = 0.4 and
d = 0.3, respectively. Given the temperature and the initial conditions chosen, the trajectory
explores parts of the potential with different characteristics (see figure 1 for reference). Consider
first the region x ∈ [−1.5, 1.0], y ∈ [−0.25, 2.0]. This is the part of the Müller potential used most
often in test calculations since it displays the richest structure: three minima of different depth,
separated by energy barriers of different height, are located there. A second region of interest
for our tests consists of the borders of the contour lines shown in the figure and of a relatively
vast plateau located approximately at x ∈ [−2.5,−0.75], y ∈ [0.5, 2.25]. These are parts of the
potential that include rather disparate values of the gradients, ranging from very small values on
the plateau to relatively large ones at the borders. We performed two sets of runs corresponding
to the two possible choices for the objective function (standard and relative). In each set we
used both the original prescription for the Gaussian’s variance, i.e. a single value common to
all centers (results labeled as 1Sig) and the multivariate version of the basis set, using either
a diagonal or a non-diagonal form for the Σ matrix. We report results for the following cases:
(Σk)α,β = δα,βσ

2
α, i.e. the variance can vary with the direction in the collective variable space,

but not with the center (these results are labeled 1xCV); (Σk)α,β = δα,βσ
2
k,α, i.e. the variance

can change both with direction and center, but the matrix remains diagonal (results labeled
as Diag sigma); (Σk)α,β = σkασk,β(δα,β + ρk,α,β), i.e. the full covariance matrix is employed
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(results labeled as Full sigma). Note that, when the 1xCV calculations are performed for this
model problem, it is not strictly necessary to use the simulated annealing scheme outlined in the
appendix since the minimization with respect to the σ2

α can be done by scanning their values on
a two dimensional grid. Nonetheless, we have implemented the annealing also in this case and
used the grid calculation as a test of the Monte Carlo scheme, and of our code, in view of the
more general Diag and Full simulations. The relative quality of the results of the different runs
was assessed by comparing the quantity

e1 =

∫
Ω dx|V (x)− Ṽ (x)|∫

Ω dx|V (x)|
(23)

where Ṽ is the potential obtained using single sweep. e1 was computed on a 200× 200 grid with
x ∈ [−3.0, 1.5] and y ∈ [−1.0, 3.0] and the integration domain Ω is specified by the condition
that the original potential remains less than 290 above its minimum value. The stability of the
results with respect to the simulated annealing, was verified by changing the cooling protocol
and by starting runs from different initial conditions for {σk,α, ρk,α,β}. Table 2 summarizes the
results. The top panel reports the outcome of calculations for 58 and 95 centers based on the
standard objective function but with increasing flexibility in the covariance matrix. As it can
be seen, using the Σ matrix in any of its new forms reduces the residual R. To this reduction,
however, corresponds a non monotonous and relatively minor improvement in the accuracy of
the reconstruction as measured by e1. The situation is more regular when the relative objective
function is employed (bottom part of table 2). In this case too, a reduction of the relative error
is observed as we increase the flexibility in the basis set. The correlation of this reduction with
the improvement in e1 is more pronounced than in the previous case and the values obtained
for this quantity are, generally, smaller. The improvements caused by the Σ matrix and the new
objective function can also be appreciated by comparing directly the original and reconstructed
Müller potentials, as in figure 1. In the figure, we superimpose the contour lines of the exact
potential (red curves) to those obtained via three different single sweep reconstructions (black
curves) with equal number of centers (K = 95). In the top panel we plot the reconstruction
based on the standard method (1Sig). In the bottom panel, we show results for the Diag sigma
runs with standard (left) and relative (right) objective function. Both modifications of the single
sweep improve the reconstruction. The result obtained with the relative objective function is the
most accurate, and the quality of the agreement with the exact result is essentially the same on
the entire landscape, irrespective of the considerable differences in the gradients in the different
regions of the potential. By increasing the number of centers, all calculations eventually converge
to a very accurate reconstruction of the potential. It is however desirable, especially in applica-
tions in which ab initio molecular dynamics must be used, to understand which method behaves
better with a relatively small set of {zk}. In figure 1, the blue dots centered at x ≈ (0.225, 0.35)
and x ≈ (0.15, 0.02) identify centers where the different choice of the objective function has
a particularly noticeable effect. In figure 2 we show enhancements of the the potential around
these centers. The top panel of the figure compares the exact (red arrow) and reconstructed (blue
arrows) gradients for x ≈ (0.225, 0.35) and standard (right panel) and relative (left panel) ob-
jective function. The bottom panel compares the same quantities computed at x ≈ (0.15, 0.02).
In both cases, the values of the gradients are small as these centers lie close to the minima and
using the relative objective function improves the accuracy of the reconstructed forces. This im-
provement is reflected in the more accurate reconstruction of the contour lines around the double
minimum in figure 1. The better performance of the relative objective function in reconstructing
gradients of smaller modulus is verified essentially at all centers. In figure 3 we show further
evidence of this on a subset of relevant centers (we avoid showing the complete series for clarity
of the figure). In the figure, the x axis is labeled with the index of each center. The continuous
line connects the absolute value of the exact force, |fk| = | − ∇xV (xk)|, calculated at center
k. The blue error bars measure the difference between the exact forces and those computed as
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the gradient of the potential Ṽ (x) reconstructed using the Diag sigma single sweep with the
standard objective function. This difference is computed as

δfk =

∣∣∣∣∣fk +
K∑
k′=1

ak′∇xφΣ(|xk − xk′ |)

∣∣∣∣∣ (24)

The red error bars represent the same quantity calculated for the Diag sigma single sweep
run that employs the relative objective function. For |fk| > 300, the gradient of the potential
reconstructed using the standard objective function is more accurate. For |fk| < 100 the situation
changes, and it is the relative objective function that provides, again with very few exceptions,
the more accurate representation of the true gradient.

3.1 Scaled Müller potential

Since in the generalized single sweep the parameters in the radial basis can change depending
on the location of the centers, the shape of the Gaussian functions can vary with the local
characteristics of the landscape. This effect can indeed be seen in figure 4 where we superimpose
the ellipses obtained using as semi-axis the values of the variances along the different directions
and at the different centers to the contour lines of the exact potential for two of the runs
performed in the previous subsection. The top panel shows the ellipses for the Diag sigma single
sweep calculation with the standard objective function, the bottom panel those for the Diag
sigma single sweep calculation with the relative objective function. The axis of the ellipses have
been scaled by a factor of three to make the figures more intelligible. Considerable variations
of the shape of the ellipses are observed, in particular for the relative objective function, but
establishing a clear correlation of these variations with the properties of the landscape at the
different centers is not easy. This is a consequence of the fact that the reconstruction proceeds
by minimizing a global objective function so that the characteristics of the basis function at a
given point are determined by the gradients of the potential at all other centers and not just
by the local properties of the landscape. A clearer relationship among the characteristics of the
ellipses and those of the landscape can, however, be obtained for potentials that show a relevant
anisotropy. As an illustrative example, we present results obtained for a modified version of the
Müller potential in which the y variable is scaled by a parameter λ, thus

Vλ(x, y) = V (x, λy) (25)

(see eq. (22) for the definition of V ). In this case, we restrict our attention to the region corre-
sponding to the basins of the three main minima. This region can be explored using a temperature
lower than that used in the previous calculations so we set β = 1/26 in the Langevin trajectory.
All other parameters in the run are unchanged. We performed three sets of calculations with
λ = 1, 2, 3. As in the previous case, for each value of the scaling parameter, we compared the per-
formance of the original (1Sig) single sweep to that of different 1xCV, Diag, and Full calculations
in which the standard and the relative objective function were used. The results at the top of
table 3 are for λ = 1 (standard Müller potential) and K = 38 for the standard (upper part of the
table) and relative (bottom part of the table) objective functions. The trends observed in these
calculations are comparable to those obtained in the previous section. Note that the advantage
of using the relative objective functions rather than the standard one is less pronounced than
in the calculation with T = 45. This is due to the fact that the region of the potential explored
at T = 26 shows a more homogeneous set of gradients, so that the presence of the weight in
the relative objective function is not as relevant. The last line in the two panels of the top table
shows the values of the variances obtained for the standard and the 1xCV calculations. Both
in the top and bottom panel, the optimized values in the 1xCV results remain quite close to
the optimal single sigma value, but they show a slight asymmetry with σx > σy. As the scaling
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parameter is increased to λ = 2 and λ = 3, see middle and bottom parts of table 3 respectively,
the advantage of the additional flexibility in the Σ matrix becomes more apparent and the cor-
relation among the value of the objective function (R or Er) and the improvement of the error
estimator e1 is more pronounced. In the case of the 1xCV calculations, the asymmetry among
σx and σy is also accentuated as the Gaussian basis functions adapt to the anisotropy of the
potential induced by the scaling. The trends of the potentials reconstructed with the different
variations of the single sweep method are similar, here we show results for just one characteristic
situation. Figure 5 compares the reconstructed potentials (black curves) with the exact one for
the case λ = 3 for the standard method (top panel) and a 1xCV calculations with the standard
(bottom panel, figure on the right ) and relative (bottom panel, figure on the left) objective
functions. The distortion of the contour lines for the standard single sweep is quite apparent
and it affects, in particular, the reconstruction of the basin of the double minimum. The 1xCV
calculation with standard objective function agrees better with the exact results, in particular
around the double minimum, but it is still affected by some distortion at the edges. The run
with relative objective function, on the other hand, provides an accurate picture of the potential
in the entire range of values of (x, y) considered. The characteristics of the reconstructed forces
are very similar to those reported in the previous section: for all values of λ, using the relative
objective function results in a more precise calculation of smaller gradients.

4 Results II: Non-local hydrogen diffusion in sodium alanates

To test the proposed modifications to single sweep in a more realistic application, we revisit
a recent calculation on sodium alanates, compounds relevant in the search for technologically
viable materials for solid state hydrogen storage [21]. A detailed description of the problem
addressed in the calculation, of the model adopted for the alanates, and of the simulation per-
formed can be found in [16]. In that work, we combined standard single sweep with ab initio
molecular dynamics of a Na3AlH6 crystal to discriminate among different chemical species dif-
fusing in the system in the presence of an H vacancy. This was done by reconstructing the free
energy landscape, calculating free energy activation barriers to diffusion for different processes
suggested in the literature [22–24] and comparing the calculated barrier to the the experimental
value, ∆Fexp = 0.126 eV. We identified a process compatible with experiments: the diffusion of
an hydrogen atom from a AlH6 molecular group in the crystal to the aluminum site (a AlH5

group) hosting the vacancy. The collective variable chosen to describe this diffusion process was
the coordination number [25] of the donor and acceptor Al with respect to the hydrogens (as
explained more in detail in the original paper, the coordination number is defined as a smoothed
Heaviside function that counts atoms that fall within a certain distance from a reference atom.
Due to the smoothing, the coordination number can assume non-integer values, see results be-
low). Preliminary calculations showed it sufficient to consider hops occurring among pairs of
alumina, neglecting correlated motions of other atoms in the crystal. We then concentrated on
a representative pair of Al atoms, with coordination number C1 and C2 . In the following, we
employ the set of centers used in [16] to repeat the reconstruction of the free energy landscape
in these collective variables with the multivariate Gaussian basis, both for the standard and the
relative objective function. The upper part of table 4 reports the results of the single sigma,
1xCV, Diag and Full runs for increasing number of centers and standard objective function. The
lower part of the table summarizes the results of the single sigma, 1xCV, Diag and Full runs
for the same centers but using the relative objective function. In addition to the value of the
appropriate objective function and the condition number, the tables present the results obtained
for the free energy barrier. As in [16], the barrier is found to be asymmetric. This is a conse-
quence of an asymmetry, due to the structure of the crystal lattice, in the local environment of
the of the vacancy when it resides on the different alumina. In the table, ∆F1 corresponds to the
difference of the free energy calculated at the first minimum, C1 ≈ (5.7, 4.9) (see for example
the upper panel of figure 6) and at the saddle point, Cs ≈ (5.1, 4.9); ∆F2 is the difference of
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the free energy computed at the second minimum, C2 ≈ (4.9, 5.7), and at the saddle point. C1

corresponds to microscopic configurations in which Al1 is hexa-coordinated and Al2 hosts the
vacancy, while at C2 aluminum Al1 is defective. The values given above for the locations of both
the minima and of the saddle point are averaged over the different reconstructions (the values
were quite stable in the different reconstructions). Table 4 shows a considerable reduction of the
residual when the flexibility of the radial basis is increased. The convergence of the free energy
barriers with increasing number of centers is quite fast both for the standard and the relative
objective function and the values obtained with the different methods are always within 0.03eV.
This value (≈ kBT in the process) is of the order of the typical thermal energy of the system
and lower than the accuracy of a DFT calculation, so all our results lead to the same qualitative
conclusions on the main features of the activated event. The variations on the standard method,
however, introduce some improvements in the reconstruction. Let us focus on the 1xCV runs
that, in the examples considered so far, offer the best compromise among improvements in the
reconstruction and added numerical cost of the calculation. Figure 6 shows contour lines of the
free energy obtained for 37 (black curves) and 55 (red curves) centers. The upper panel is the
result of the standard single sweep reconstruction, while in the lower panel the figures are ob-
tained from 1xCV calculations performed with the standard (right) and relative (left) objective
function respectively. The reconstruction that employs the relative objective function shows a
better trend to convergence in all relevant regions of the landscape. In particular, both the rise
of the free energy from C2 ≈ (4.9, 5.7) to the saddle point and the region around the saddle con-
verge faster and more regularly in this reconstruction. This regularity reflects a more accurate
reconstruction of the gradient of the free energy at a set of important centers, some of which are
shown in figure 6. In the figure, the mean force calculated via eq. (6) (green arrows) is compared
to that obtained using the gradient of the landscape reconstructed with 37 centers (blue arrows)
when the standard (figure on the right) and relative (figure on the left) objective function are
used. The relative objective function consistently provides a more precise estimate of the direc-
tion and magnitude of gradients of smaller modulus. These gradients are in the regions where
the contour lines obtained with the standard objective function and 37 centers show the more
relevant differences with those obtained with the larger set of centers. As for the Müller poten-
tial, the accurate estimate of the contribution of small gradients proves more important than the
accuracy of the reconstruction at points of large gradient. These are captured more accurately
by the standard objective function (see gradient at (4.6,4.8) in the figure) but this fact does
not seem to improve the global reconstruction. Note also that the contour lines obtained with
the relative objective function and 37 centers are parallel to the lines obtained with the larger
set of centers in the basins around the two minima and that, while the area around the saddle
point is less accurate, the location of the saddle is also well captured. This suggests that the new
objective function allows also for calculating a reasonably accurate minimum free energy path,
and therefore characterizing the mechanism of the activated event, with a very small number
of centers and of evaluations of the mean force. This evaluation can be quite expensive when
ab initio MD must be used so being able to reduce the number of centers can have important
practical consequences.

5 Conclusions

Two modifications of the single sweep method for reconstructing free energy landscapes were
presented and tested both on a standard model problem and on a physically motivated example.
First, the Gaussian radial basis with a single variance used previously in the approach was
generalized to include a different covariance matrix for the basis element placed at each center.
Different forms of the covariance matrix were considered to study the effect of the increasing
flexibility of the basis set on the quality of the reconstruction. Second, a new objective function
tailored to improve the accuracy of the reconstructed free energy profile in the proximity of
stationary points was suggested. A simulated annealing procedure to efficiently minimize the
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objective function in the presence of the multivariate radial basis set was also introduced. The
numerical tests performed in this work show that the generalization of the Gaussian form can
lead to a relevant reduction of the objective function, although establishing in general a stringent
correlation among this reduction and an increased accuracy of the reconstruction is non trivial.
On the other hand, the calculations consistently show an improvement of the method for smaller
sets of centers when the relative objective function is used. Our results suggest that the best
compromise among accuracy and numerical efficiency is provided by the use of the relative
objective function combined with the 1xCV version of the covariance matrix (i.e. a diagonal
form in which the variance is allowed to vary with the component of the collective variable, but
not with the center).
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Figure 1. Müller potential: Contour lines of the potential from 0 to 290. The red curves in all panels are the exact contour
lines. The potential was reconstructed deposing 95 centers (d=0.3) along a Langevin trajectory with T=45. Black curves in
the top panel are the contour lines obtained with the standard single sweep method (1Sig); the black curves in the figure on
the left in the lower panel were obtained with standard objective function, and σ varying with direction and center (Diag
sigma run); the black curves in the figure on the right in the lower panel are also for a Diag sigma run, but the relative
objective function was used in the reconstruction.
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Figure 2. Müller potential: Comparison of the exact (red arrows) and reconstructed (blue arrows) gradients superimposed
to the reconstructed potential (black contour lines), in a Diag sigma run at T=45 in which 58 centers were deposed (d=0.3).
The vectors originate at the centers identified in figure 1. The top panel shows an enhancement of the region around the
center located at x ≈ (0.225, 0.35), the bottom panel shows an enhancement of the region around x ≈ (0.15, 0.02). In both
panels, the figure on the left shows results for the standard objective function, while results for the relative objective function
are shown on the right.
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Figure 3. Errorbars associated to the reconstructed mean force at the centers. The objective function is E(a, σ) for the
blue error bars and Er(a, σ) for the red ones. T=45, d=0.3 and multi sigma runs. The line connects points representing the
value of the modulus of the force at the different centers. The x-axis is labelled by the center index
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Figure 4. Ellipses with axes given by the σk,α at the centers (blue curves) superimposed to the exact contour lines of the
Müller potential. The objective function is E(a, σ) in the top panel and Er(a, σ) in the bottom panel. T=45, d=0.3 and
Diag sigma runs.
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Figure 5. Scaled Müller potential (λ = 3): Contour lines of the potential from 0 to 140. The red curves are the exact contour
lines, the black curves have been reconstructed using the standard sigma single sweep method (upper panel) and 1xCV runs
(lower panel). In the bottom panel, the plot on the left shows the reconstruction with the standard objective function, the
plot on the right the reconstruction with the relative objective function. In all figures, the potential was reconstructed using
the same 92 centers (d=0.09) deposed along a Langevin trajectory with T=26.
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Figure 6. Non-local H diffusion in sodium alanates: Comparison of the contour lines of the free energy reconstructed with
37 (black lines) and 55 (red lines) centers. The upper panel shows the profile reconstructed with the standard single sweep
method, while the runs in the lower panel were performed using the 1xCV version of single sweep for standard (left plot)
and relative (right plot) objective function, respectively. The green arrows in the bottom panel are the exact gradients of
the free energy computed at a representative subset of centers. The blue arrows are the gradients computed at the same
centers from the reconstruction of the free energy based on the standard (left) and relative (right) objective function. The
relative objective function consistently provides a more precise estimate of the direction and magnitude of the gradients of
smaller modulus, both close to stationary points and along the steepest descent path.
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A1=-200 a1=-1 b1=0 c1=-10 x1=1 y1=0
A2=-100 a2=-1 b2=0 c2=-10 x2=0 y2=0.5
A3=-170 a3=-6.5 b3=11 c3=-6.5 x3=-0.5 y3=1.5
A4= 15 a4= 0.7 b4=0.6 c4= 0.7 x4=-1 y4=1

Table 1. Parameters for the Müller potential

d=0.4, K=58 1Sig 1xCV Diag Full
R ×10−2 22.4 18.8 7.3 6.3
e1 9.7x10−1 1.1 7.8x10−1 7.6x10−1

κ(B) 1.2x104 5.1x103 6.8x103 6.4x103

d=0.3, K=95 1Sig 1xCV Diag Full
R ×10−2 14.4 8.9 4.1 3.6
e1 4.3x10−1 2.2x10−1 3.8x10−1 4.0x10−1

κ(B) 5.8x106 1.2x103 9.0x105 1.1x106

d=0.4, K=58 1Sig 1xCV Diag Full
Er/K ×10−2 5.2 4.4 3.5 0.5
e1 7.6x10−1 5.8x10−1 5.1x10−1 3.2x10−1

κ(B̃) 4.1x103 4.1x103 7.1x103 4.2x103

d=0.3,K=95 1Sig 1xCV Diag Full
Er/K ×10−2 2.8 2.0 1.2 0.4
e1 4.4x10−1 4.6x10−1 2.4x10−1 9.5x10−2

κ(B̃) 1.2x104 1.8x104 9.5x103 1.8x104

Table 2. Müller potential: Values of the error indicators and condition number for increasing number of centers, K, and decreasing

value of the deposition threshold, d. The objective function in the top table is E(a,Σ), while the one used in the bottom table is

Er(a,Σ). Results are reported for the standard method (1Sig), for runs in which σ can vary with direction but not with center

(1xCV), runs in which σ can vary both with direction and center (Diag), and runs that employ the full covariance matrix (Full).
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λ = 1, d=0.3, K=38 1Sig 1xCV Diag Full
R ×10−2 21 18.5 9.0 2.8
e1 1.7x10−1 1.7x10−1 1.6x10−1 1.2x10−1

κ(B) 1.8x102 2.7x102 1.7x102 2.3x102

(σ1, σ2) (.39,.39) (.45,.39) // //
Er ×10−2 6.3 5.5 1.2 1.0
e1 7.0x10−1 6.4x10−1 8.3x10−2 1.2x10−1

κ(B) 1.1x104 7.5x103 2.2x104 5.9x103

(σ1, σ2) (.46,.46) (.51,.42) // //

λ = 2, d=0.15, K=55 1Sig 1xCV Diag Full
R ×10−2 12.7 3.1 3.0 1.8
e1 1.0x10−1 4.1x10−2 9.2x10−2 6.3x10−2

κ(B) 6.8x107 5.0x106 2.1x107 8.1x106

(σ1, σ2) (.48,.48) (.65,.23) // //
Er ×10−2 3.7 1.1 0.6 0.5
e1 3.9x10−1 9.5x10−2 8.5x10−2 1.1x10−1

κ(B) 2.0x107 4.00x108 1.0x105 1.2x105

(σ1, σ2) (.40,.40) (.70,.24) // //

λ = 3, d=0.09, K=92 1Sig 1xCV Diag Full
R ×10−2 10.1 0.6 0.17 0.16
e1 2.2x10−1 1.6x10−2 1.8x10−2 1.7x10−2

κ(B) 2.7x107 8.4x107 1.0x107 1.1x107

(σ1, σ2) (.25,.25) (.42,.13) // //
Er ×10−2 3.0 0.2 0.09 0.08
e1 2.4x10−1 1.4x10−2 1.4x10−2 1.3x10−2

κ(B) 2.4x108 2.6x108 8.9x107 1.7x108

(σ1, σ2) (.21,.21) (.35,.11) // //

Table 3. Scaled Müller potential: Deposition threshold, d, number of centers, K, and values of the error indicators and condition

number for different scaling parameter and T=26. Top table λ = 1, table in the middle λ = 2, bottom table λ = 3. The results

in the upper section of each table are obtained using the standard objective function, those in the lower section using the relative

objective function. In each section of the tables, results are reported for the standard method (1Sig), for runs in which σ can vary

with direction but not with center (1xCV), runs in which σ can vary both with direction and center (Diag), and runs that employ

the full covariance matrix (Full). For the standard (1Sig) and 1xCV runs, the values of the non zero elements of the Σ matrix are

also given.
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K=25 1Sig 1xCV Diag Full
R ×10−2 24.0 21.0 4.7 4.0
∆F1 0.14 0.12 0.14 0.12
∆F2 0.26 0.26 0.25 0.26
κ(B) 1.1× 103 3.6× 102 1.3× 103 8.1× 102

K=37 1Sig 1xCV Diag Full
R ×10−2 19.0 18.4 6.8 4.4
∆F1 0.13 0.13 0.14 0.15
∆F2 0.24 0.24 0.24 0.24
κ(B) 8.7× 102 1.4× 103 5.1× 103 6.1× 103

K=55 1Sig 1xCV Diag Full
R ×10−2 23.0 18.6 13.4 13.0
∆F1 0.13 0.15 0.15 0.15
∆F2 0.27 0.27 0.28 0.28
κ(B) 1.2× 105 9.8× 103 6.4× 104 7.3× 104

K=25 1Sig 1xCV Diag Full
Er/K ×10−2 7.6 6.7 1.1 0.6
∆F1 0.15 0.12 0.13 0.14
∆F2 0.26 0.25 0.24 0.24
κ(B) 2.7× 104 1.2× 104 1.1× 104 1.6× 104

K=37 1Sig 1xCV Diag Full
Er/K ×10−2 4.9 4.9 2.0 1.7
∆F1 0.13 0.13 0.15 0.15
∆F2 0.23 0.24 0.24 0.24
κ(B) 2.2× 103 2.6× 103 4.2× 103 4.3× 103

K=55 1Sig 1xCV Diag Full
Er/K ×10−2 3.9 3.0 2.4 2.0
∆F1 0.14 0.15 0.14 0.14
∆F2 0.25 0.25 0.26 0.26
κ(B) 5.5× 105 3.7× 105 4.0× 105 1.4× 105

Table 4. Free energy barriers for non-local diffusion in sodium alanates for increasing number of centers K. In addition to the

values of the condition number κ, the table reports the activation barriers ∆F1, and ∆F2 (see text). The objective function used

to obtain the results in the upper table E(a,Σ), while Er(a,Σ) was employed in the bottom table. Results are reported for the

standard method (1Sig), for runs in which σ can vary with direction but not with center (1xCV), runs in which σ can vary both

with direction and center (Diag), and runs that employ the full covariance matrix (Full).
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Appendix A: Summary of the optimization algorithm

The optimization of the coefficients {ak} and of the elements in the covariance matrix {Σ}
to minimize either the standard objective function, eq.(8), or the relative objective function,
eq.(19), can be performed as follows: (1) select a value for the matrix elements (Σk)α,β; (2) for
this choice of {Σ} solve the appropriate linear system of equations (eq.(17) for the standard
objective function, or eq.(20) for the relative objective function) and compute the corresponding
residual; (3) iterate the first two steps until convergence to the minimum of the objective func-
tion is reached. The solution of the linear system can be obtained using, for example, standard
lapack [26] libraries. For a high dimensional Σ matrix, and large sets of centers, the non-trivial
step in the minimization of the objective function is performing a search in the space of the
{σk,α, ρk,α,β} that will rapidly converge to the minimum of the objective function. An efficient
solution to this problem is offered by simulated annealing [18]. Let us consider first the case of
the standard objective function (the calculation for the relative objective function requires only
one modification described at the end of this appendix). In this case, we choose to minimize
the relative residual, R(a∗, {Σ}) defined in eq.(14) (R(a∗, {Σ}) has the same minimum as the
standard objective function). In the annealing, a Metropolis Monte Carlo exploration of the
{σk,α, ρk,α,β} is performed. The generation of the trial moves in the Monte Carlo requires some
care to ensure that Σ remains positive definite at all steps of the annealing. We enforced this
property by using moves that would conserve it by construction. The run uses as initial condition
a diagonal covariance matrix which can easily be constructed to be positive definite. At each
Monte Carlo step a ”diagonal” (i.e. a move on σk,α) or an ”off-diagonal” (i.e. a move on ρk,α,β)
move is selected. This is done by extracting randomly a pair of indexes that identify a matrix
element {Σ}. If a diagonal element, σ2

k,α, is selected for the move, then it is changed by adding to
it an appropriate random displacement, with the requirement that the new diagonal element be
non-negative. All off-diagonal elements of the form σk,ασk,β 6=α are updated with the new value
of σk,α > 0. Similarly, a Monte Carlo move for the correlation coefficient ρk,α,β is performed
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by resampling its value uniformly between minus one and one and then updating ρk,αβσk,ασk,β
and the corresponding symmetric matrix element ρk,β,ασk,βσk,α. Either move preserves by con-
struction the properties of the elements of a covariance matrix and the resulting trial matrix is
therefore guaranteed to be positive definite and to produce a multivariate Gaussian when used
in the definition of our basis functions. The trial matrix, Σ′, is then inverted - an operation
that does not change the positive definite nature of a matrix since it preserves the sign of the
eigenvalues - and used to find the new a∗ and to compute R(a∗(Σ′),Σ′). This function is used in
the Metropolis test: the new matrix is accepted or rejected based on the acceptance probability

A = min
(

1, e−βf [R(a∗(Σ′),Σ′)−R(a∗(Σ),Σ)]
)

(A1)

The parameter βf in this equation is analogous to the inverse temperature. This parameter is
set initially to a small enough value to allow for a relatively easy exploration of the R landscape
even in the presence of local minima and significant barriers. As the exploration of the {Σ}
combinations proceeds, record is kept of the lowest value obtained for the relative residue. After
an appropriate number of moves the Monte Carlo run is reinitialized: βf is increased and new
trial moves are generated starting from the Σ configuration corresponding to the lowest value of
the relative residue at the previous temperature. The procedure is repeated according to a fixed
”cooling” schedule that ensures both a sufficient exploration of the {σk,α, ρk,α,β} states at each
temperature, and that the simulation is efficiently quenched towards a minimum of R. Although
there is no guarantee that the simulated annealing will reach the global minimum of the target
function, it should converge towards a good solution of the optimization problem. The danger of
getting trapped in local minima of the target function can be reduced by checking the stability
of the optimal {Σ} configuration with respect to the choice of the initial configuration and of
the cooling schedule enforced in the simulation.

The minimization of the relative objective function proceeds in complete analogy with the one
just described, with the only difference that the trial moves are judged based on the function

Pr({Σ}) ∝ e−βf
Er(a∗,Σ)

K (A2)

where K is the number of centers and the relative objective function Er(a∗,Σ) is defined as in
eq. (19). The applications that we show in this paper allow, in some cases, for simplifications
in the procedure. For example, when the number of collective variables is equal to two, the
covariance matrix can be inverted analytically and the moves simplified. All calculations where
however performed using the algorithm just described to test its performance in view of more
general situations.
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