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EXPERIMENTS AND MODELLING OF CAVITATING FLOWS IN VE NTURI:
ATTACHED SHEET CAVITATION

S. Barre, J. RollandG. Boitel, E. Goncalves, R. Fortes Patella

Laboratoire des Ecoulements Géophysiques et Inéis{t EGI — CNRS —INPG — UJF), BP53, 38041 GreapBlance

ABSTRACT
Correlated experimental and numerical studies warged out to analyse cavitating flows and to dbscthe two-

phase flow structures of attached sheet cavitatidfenturi geometries. New double optical probe sogaments were
performed and special data processing methods demedoped to estimate void ratio and velocity fedr cold water
flows.

By applying a computational method previously depel in LEGI Laboratory based on the code PiiEurbo and
on a barotropic approach, several steady calcuatiere performed in cold water cavitating flowscéal and global

analyses were proposed based on comparisons betxperimental and numerical results.
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INTRODUCTION
The present work follows previous experimental ancherical studies carried out by the

Turbomachinery and Cavitation team of LEGI (GreegBlrance) [Stutz and Reboud, [1,2,3,4];
Pouffary et al, [5,6] ].

The main purpose of this paper is to describewlephase flow structure of a “quasi-stable”
attached cavitation sheet both by experiments antpatational fluid dynamics (CFD) mean. An
accurate description of the two-phase structuessential to describe the cavitation process oogurr
in this kind of flow. Furthermore, confrontationtmeen experimental and CFD results are essential to
validate and to improve physical and numericaiteéing flow models.

Because of cavitating flow complexity, the main lidrages are to obtain experimentally void ratio
and velocity fields inside the sheet, and to penfoeliable numerical simulations.

Experimental studies in cavitation sheet were ditaited to the measurements of global flow
characteristics or eventually to some local dathésurrounding liquid flow area. Previous work
mainly focused on pressure and temperature figltteeavall, external flow velocity and geometrical
description of the cavity shapes. See for exampleetieaux et al. [7], Le et al. [8] and Callenaare
al. [9] among others. At the opposite the two-plfase structure of attached cavities has been the
subject of very few measurements. Let us recallbek of Kamono et al. [10] who performed



velocity measurements in natural and ventilatedtieswusing a double hot-wire anemometer on a foil
section. Bubble detection was also performed bycideand Brennen [11] who used silver epoxy
electrodes flush-mounted on an hydrofoil surfagarfdividual bubble velocity detection.

More recently some other techniques have beenegpfithe investigation of such diphasic flows.
lyer and Ceccio [12] used Fluorescent Particle kendglocimetry (PIV—-LIF) to obtain both the mean
velocity field and the Reynolds stress tensor gadtating turbulent free shear layer. Dular e{ E3]
also used PIV-LIF technique to obtain the velotigid inside and outside of the cavitation sheet
existing on a hydrofoil model. It is clear that PINF is a particularly performing tool to obtain are
and turbulent velocity fields. However it is a veypensive and sophisticated technique and it is
almost impossible to perform precise local voidorateasurements with such technology. It must then
be coupled to another measurement system to abiaimformation in the studied flow.

This can be done by using X-Ray absorption tectenighich is a very performing tool to measure
void ratio in two-phase cavitating flows. Usingglsiystem we can obtain a very reliable estimatfon o
the void ratio field. This technique may be usethwivo kind of data processing methods:

- Firstly, obtention of spatially integrated vomtio temporal variations. This process was used by
Stutz et al. [14] to qualify the dynamic behaviofia cavitation sheet over a venturi with strong
adverse pressure gradient leading to a periodgagioh of the rear part of the sheet.

- Secondly, obtention of the spatial distributidriemporally averaged void ratio by a
tomographic reconstruction algorithm of the voitladield. Results on a 3D very complex geometry
(Rocket turbopump inducer) were obtained by Has$ah [15,16]. They described the spatial and
temporal repartition of the void ratio over theientlow field in a real rocket engine turbopump
inducer.

However the X-Ray absorption technique is not &blmeasure exactly the mean and turbulent
velocity fields at a sufficiently fine spatial régton to obtain mean and fluctuating values
compatibles with Reynolds averaging hypothesis.

It is clear that both the PIV-LIF and X-Ray abs@pttechniques are presumably one of the best
possible choice available to-day to obtain veloaity void-ratio fields in cavitating two-phase faw
The main couterpart being that they are very experand that they must be used in a synergy
process to obtain data both on velocity and vdiid feelds. At the opposite, the use of double oglti
probe is a very cheap method to obtain, from only measurement, quite good data about both
velocity and void ratio fields. We then decidethe present work, to use a double optical probén(as
Stutz and Reboud [2] and Stutz [4] ) to performhbatid ratio and longitudinal velocity
measurements. This technique has been chosen atiwrgossibilities (see Stutz and Reboud [1]

for a review) because it has proven to be well sathfo the particular flow configuration under stud



The present work is an extension of Stutz [4] dre experimental technique has been improved
and particularly a new algorithm has been introduoeperform velocity fields statistics
computations. Furthermore, a comparison with CHDltse has been done to obtain a better
understanding and modelling of cavitation phenonsnaas initiated by Reboud et al. [17,18] and

Pouffary et al. [5,6,19].
The studies are led in collaboration with the Fresgace agency (CNES), the rocket engine divisi@®necma, and

Numeca International. The main final aims are thalyses of cavitating flows in the rocket engindtypump inducers,

where the run fluids are cryogenic fluids, as L@ £ Ox.

In this paper, we present experimental and nunlesiadies performed in the case of cold water.
In order to facilitate and to carry out local maasnents and analyses, cavitating flows inside atsp

turbopump inducers are simulated by Venturi geoetr

Section 1 presents the experimental device usekéent tests in cold water. Section 2 describesi@w data processing
methods developed to evaluate, from measuremerdsidyle optical probes, the void ratio and velofigds in
cavitating flows.The experimental approach has lzggatied for a Venturi geometry (named “Venturi }Where the
cavitating flow is characterized by a quasi-steatigched sheet cavitation. Comparisons with prevegerimental
results obtained by Stutz [4] are presented iniGe&

To gain further knowledge concerning cavitatingvio in parallel with experimental studies, two-
dimensional and three-dimensional models of steadiyunsteady cavitation have been developed in
LEGI (Coutier et al. [20,21,22]). One of the nunsatiworks results from the integration of a
cavitation model in the 3D Navier-Stokes code Pili€urbo developed by Numeca Int.(Pouffary et
al.,[5,6,19]). The cavitation model is represertigd barotropic state law, proposed by Delannoy and
Kueny [23] that strongly links the fluid densitytite pressure variations.

The numerical model, presented in Section 4, has bpplied to simulate water cavitating flow in
“Venturi 4°” geometry. Global and local analysesdxon the comparison between experimental and

numerical results are presented in Section 5.

1. EXPERIMENTAL DEVICE
The experimental device includes mainly a test lang a sensor (a double optical probe) associatbcaw

acquisition module.

1.1 The test loop
The Venturi type test section of the CREMHYG (INBGnoble) cavitation small tunnel was

dimensioned and designed to simulate cavitatinggldeveloping on the blades of space turbopump
inducers. The hydraulic system (Figure 1) is coredas a circulating pump and of a free surface



tank, used to impose the reference pressure icith@t and to resorb dissolved gases. The flow,rat
controlled by a computer, is measured by means etectromagnetic flowmeter. The pressure within
the flow is measured by two sensors located irfrdeesurface tank and in the entry section of the
Venturi (S). The adjustment of the pressure in the circuttatained by managing the air pressure
over the free surface of the tank by means of awacpump. The measurement accuracies are
evaluated to be:

AQ/Q = £ 0,25% for flow rate

AP = + 0,05 bar for the pressure.

The Venturi test section consists in parallel sidiésvgenerating rectangular cross sections. The
bottom wall can be equipped with several intercleaide Venturi profiles allowing the study of
cavitation on various geometries. These profilesemuipped to receive pressure sensors, temperature

sensors, or double optical probe.

Test Section h=5,02m

ﬂ Free surface Tank

W Level 2 h=3,6m
H :
! |
Level 1 h=0m
A
L
|
Flowmeter
Pump

h=-3,48n

Figure N°1: Schematic view of the hydraulic set-up

Level 0 h=-4m
W!’I’-

In the present study, we use a profile with a cogeece angle of 4.3° and a divergence angle of
4°, illustrated in Figure 2. The edge forming theat of the Venturi is used to fix the separapomt
of the cavitation cavity. This profile is characted by the following geometrical data:

Inlet section: S= 50 X 44 mm?2 (where the reference pressure is unedys
Throat section: {§oat = 43,7 X 44 mm?;
Length of the test section (chord);e.= 252 mm.



This profile is equipped with five probing holestédke various measurements such as the local
void ratio, instantaneous local speed and pres3imedr horizontal positions Xrom the throat of the
Venturi are:

X1 =51mm; % =209 mm; %X =38.4 mm;
X4 =55.8 mm; %X =73.9 mm.

S Schroat

profile

/ \
Station 1 Station 2 Station 3 Station 4 Stafo

Figure N°2: Schematic view of the Venturi profile

A photograph of this test section is shown in Feg8r

Figure N°3: Venturi test section

The selected operation point of the hydraulic systethe same used by Stutz et al. [1,4]. Itis
characterized by the following physical parameters:
Uiniet = 10.8 m/s: inlet speed
Q =0,02375 ni¥s: flow imposed in the circuit by the circulatipgmp
Pank = 0,713 bar: pressure measured in the tank
Pniet = 36000 Pa: pressure in the inlet section

Npump = 506 rpm: rotating speed of the circulating pump.



With these parameters, we obtain a cavity lengtariging between 70 msL < 85 mm, and

having a relatively stable aspect, as shown orfritpere 4.

Figure N°4: Photograph of the cavity

1.b. The sensor

To evaluate void ratio and velocity fields insidette cavity, we have used a double optical probe.
The double optical probe is an intrusive sensorpmmsad by two mono-probes functioning in a
independent way but mechanically connected on¢hier oEach probe consists in an optical fiber
ending in a frayed Sapphire point. This point isngled in the flow. An infra-red radiation is injedt
at an end of fiber. The part of this signal thakeiftected at the tip of the probe is converted int
electric signal by an optoelectronic module.

The luminous ray is absorbed by the fluid whentigh®f the probe is surrounded by liquid; in
this case, the measured tension is minimal. Wheiphs in a pure vapour zone, the measured
tension is maximal. The signal analysis allows aeiieing the phase (liquid or gas) of the flow
structures around the probe. This information gaesess to the local time fraction of the vapour
phase (void rate) and the convection speed ofdpew structures. We use an optical probe made of
two optical fibers of 8Qum diameter and with the frayed ends. The interdiggance is 1,05 mma
0,02 (see Figure 5).

0
Sapphire SRS ‘\ F RS Sapphire
tip AA tip

Figure N°5: Double optical probe

The double probe is introduced into the cavitasbaet using a threaded interface assembled in
the boreholes of the profile (also called "statipn& graduated sliding gauge allows to measure the



vertical displacement of the probe with an accu@dyyY = £+ 0,05 mm. The optical signals obtained
by the double probe are transformed into elecigoads by an optoelectronic module. The values of
the gains and the zeros of the apparatus are toreeder to obtain an exit signals of + 1 V amyditu
Acquisitions are carried out on a fast A/D datausition board NI-DAQ PCI-6110E and a
microcomputer. For each acquisition we recordedllEom points per way (one way by optical probe),
with a sampling rate of 100 Khz (corresponding toree of 60 seconds acquisition per measurement).
For each Y position of the optical probe in the Wen(between ten and fifteen per station), five
successive measurements are taken. It generatesli®d points of measurement per position in the
cavity corresponding to an observation time of 3d®ss new experimental tool increases clearly the
overall performance of the entire system as contpr¢he work performed by Stutz in the same

device (Stutz [4]). The main differences are:

-At first, the double optical probe was changedibgreasing the distanéex between the two probes. We now use a
Ax=1.05mm instead of 2.02mm in Stutz’s experimenke probe design is also new. We use in the prasedy, Sapphire
tips probes instead of silice ones. The main adgnof such a technology consists in a better tabas of the probe tips
avoiding probe breakages when used in very aggeeflsiws such as re-entrant jets at the bottonmefcavitation sheet.

- the optoelectronics module used in the presgoerxent remains the same as the one used in

Stutz’s experiments (Stutz [4]). It has a respdime of 1us.

-We can also notice that the observation time vga®Beach measurements in Stutz [4] instead of
300s in the present study. This great increaseleaayus to obtain quite better statistics results:

particularly, the Velocity Probability Density Furens (PDF) is much more accurately defined.

-The data processing method developed to obtaotiglPDF is based on the concept presented
by Stutz [4] but was greatly modified to increase tjuality of the PDF computation, as described in

the next section.

2. DATAPROCESSING METHODS

2.a. Estimation of the local void ratio

The local void ratiax of a vapour/liquid mixture is defined here asthigo between the

n
cumulated attendance time of the vapour phE%p_i and a given time of observatidi:_obs in an
i=1

operation point of the flow. It is given by:



Ttot_obs

The post processing algorithm enables us to prabessignal from the optical probe, by
distinguishing the vapour phase from the liquidgghaccording to the value of the measured tension.
The maximum tension valueyx corresponds to the vapour phase and the mininhad ‘4., to the
liquid phase (Figuré). In order to be able to estimate the local vaitb, we must fix a threshold in
tension Vhreshoid It makes it possible to determine the phaseeflthid around the probe: liquid state
if V < Vinreshold @nd vapour state if V >Mesnoia This threshold is fixed, in this study, accordinghe

parameter:

ﬁ - Vthreshold _Vmin

Vmax _Vmin
The value of this parameter for this kind of flol@ssgauged by Stutz et al.[1,2,3,4,24] using a
Ray absorption device. They retained a valug=00.1 to give correct void ratios for this typidimiw

pattern. In the present work, we have used thisevadr the determination of the void ratio.

\% (in V) ] Tvap ]J Tvap 2Tvap ?4 Tvap i Tvap n-2 Tvap n-1 ITvap rJ
A A A ~ Nl e
V max
Vapour
phase
V'thresholc Liquid
Vi J phase
T(ins)
— _
v
Ttotobs ;

Figure N°6: Relative positions of the thresholds fovoid ratio analysis

2.b. Estimation of instantaneous local velocity

The basic idea used to determine the instantanadasities in two-phases flows was firstly develdfsy Serisawa et
al. [25] and Revankar and Ishii [26] and applied3tytz [4] in the case of cavitating flows. Thengiple is relatively
simple and consists in comparing the transit tifnevo bubbles successively detected by probe 1 §8d)probe 2 (S2). If
these two transit times are sufficiently close thgewe may then consider that we have observesecotively the same
bubble on S1 and S2. We can then compute the Llatigél velocity component using the time delay leswthe
beginning of the bubble detection on S1 and theesavent on S2. In the present study, we have deedla new
algorithm to compute the Velocity Probability Degdrunction (PDF) which is quite different to theeoused by Stutz [4].

The new approach is described in detail hereafter.



The used optical probe, aligned in the directiothefflow, produces two distinct signals (S1
upstream and S2 downstream). It is possible tocethe value of the tangential component (parallel
with the profile) of the instantaneous local spbgaonsidering the temporal shift between the trace
of a bubble passing on the first probe and th#thisfsame bubble passing on the second probe. For
this, it is necessary to detect the vapour bubflks.electric signals of the two optical probesthres
analysed and broken up by introducing two tendiwesholds (Figure 7). The low threshold,y
taken on the rising part of the electric signadde us to detect the beginning of the crossing of a
vapour bubble. The high thresholdig{ is considered to detect the end of the crossineobubble on
the downward part of the signal. A bubble is take&a account in the analysis only when these two

thresholds are crossed consecutively.

Bubble End of
v A beginning  bubble
MaX - o —— __\__

Vhig_h""" Bl

T (in s)

Figure N°7: Bubble localization with threshold metlod

In the present study, the values of the low andi tiigesholds are given by considering the paramseter

V| -V, Vhi h _Vmin
— _low min_ - and = 9
:BIOW V -V :Bhlgh V -V

max min max min

whereBiow = 0.2 andBhigh= 0.8 (Stutz et al. [1,2,4,23]). An analysis of frealue influence on the
velocity evaluation has been performed and showfting,. andfnign close to respectively 0.2 and

0.8, variations of th@ value 0f+15% have only a very weak effect on the velocitiedaination.



After bubble detection by the both probes, we pedde the evaluation of the instantaneous
velocities. The algorithm used for obtaining thdata, as well as the several statistical procedhires
treatment applied to evaluate the correspondingdhitity Density Functions (PDF) are described
hereafter.

First of all, the calculation algorithm reviews #ike bubbles detected on the probe S1 (first probe
in the direction of the flow). For each bubble sear51, a temporal analysis interval will be exgtbr

on the signal of the S2 probe.

T1

— // S1 detected bubble

‘m S2 detected bubbles
S2 |:(|)| T20) T2(%)

>

S1

Itauopt:

=27l 100

» Time axis (indices)
Idebl Ideb2

Itau Itau

N _
~

Analysis interval [Idebl-Itats Idebl+Itau]

FigureN°8: Example ofltauopt determination for a given bubble detected on S1

If Ideblis the index corresponding to the beginning ofibldbe considered on the S1 signal, then
the analysis interval of the S2 signal will corresg toldebl-Itau < t < Idebl+Iltauwhereltau is the
amplitude of the analysis interval. Stutz et aJ2[23] proposed to determittau by using the value of
the peak of the temporal correlation function bemvehe signals resulting from S1 and S2. In the
present study, we rather choose an empiricallytanhsalue evaluatefdom the various examinations
obtained. This value is fixed herel&tu = 1000, which corresponds to a temporal analysesval of
AT = #1tau*Tech = #£10ms whereTechis the sampling period of the optical probe signal
(Tech=1/Fech=10s) and kenis the sampling frequency. With thid range the theoretical
corresponding velocity field under examination(405m/s<U<-0.105m/s) and
(0.105m/s<U<105m/s). Absolute value of velocitydodf05m/s corresponds to Itau=1000 and the
value U=105m/s corresponds to ltau=1. Thus, we sadke S2 probe signal all the existing bubbles

in the analysis interval defined. For each onédnesé bubbles, a test function is calculated asvist!

10



t,(1)

We calculate the parameter tl_t—
1

where t is the transit time of the bubble considered on

Sland (i) the transit times of the bubbles found on Sthmanalysis interval (see figure N°8 for
illustration). From the evaluation of all paramsteobtained for all the bubbles found on S2 in the
research intervalT, the minimum valuen, is determined. The bubble corresponding to theevaf
€min Must now be validated or not according to the ealiithis test. In this study, the validation
criterion corresponds &,inlower or equal t@€max= 0.1, which was empirically determined by a
convergence test and a parametric study of theenfie oknax 0n the velocity fields obtained.

By applying this criterion, we rejected approxima@0 % of the detected bubbles. If the bubble
is validated on S2, we compute its temporal shitt whe reference bubble of S1. We then obtain
Itauopt = Ideb2-ldeblvhereldeblandldeb2are, respectively, the indices of beginning oftilab on
the signals of the two probes S1 and S2 (see fiytefor illustration). Fronitauopt we obtain an

instantaneous speed value oy & wheredx is the space difference between the two

ItauoptTech

optical probes&x=1.05mm) and echis the sampling period of the optical probe signal

By repeating this operation on all the detectedobeson the S1 probe, we obtain an instantaneous
velocity values population, which can be treated statistical way to study the dynamics of thevflo
For the present study, we obtain typically betw&@d0 to 70000 values of instantaneous speeds per
spatial position of the probes, and this, for asesbation time of 300s. It is worth noting thatheg is
the void ratio, higher is the number of studiedlidab and better is the statistic quality. Followthp
process we can obtain, for each measurement potheiflow, thdtauoptand velocity PDF. An
example of a statistical distribution obtainediieeg on the Figures 9t@uop) and 10 yelocity). This

example corresponds to the point Y =1mm of theastati°2 (Figure 2).
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ITAUOPT Probability Density Function (Raw data)
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Figure N°9: PDF of Itauopt values initially obtained
(station 2, Y=1mm)

Velocity Probability Density Function (Raw Data)
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Figure N°10: PDF of velocity values initially evalated
(station 2, Y=1mm)

We notice an important amount of thi@uoptpopulation around the peak representing the most
probable value for the considered measurement geigre 9). Moreover, we note, for high absolute
values ofitauopt that the populations do not decrease and terghith an asymptotic value. From

Figure 10, we can see, near velocity zero valuegeouping of the occurrences corresponding to the

12



two asymptotic branches of thklauoptdistribution. This effect of overpopulation is aotuated by

the fact that speed being inversely proportiondiaoopt,soall the high values (in absolute value) for
Itauoptcorrespond to a very small speed range aroundvadue. This population corresponds in fact
to a statistical skew of the algorithm used to eatd velocity values.

Indeed, following the algorithm, we seek on thesgal a bubble whose duration is almost
equivalent to the basic bubble located on S1. Ttienprobability of finding a solution for the
problem increases with th&u amplitude of the analysis interval. As a mattefaat, if the signals of
S1 and S2 were perfectly random, the velocity Fuoitya Density Function would be a Poisson law
centered across the zero value speed. This lavehwidisuperimposed on the PDF, must be
eliminated. Its contribution on the PDF of the riéalv can be removed by using a “neutrtiuopt
PDF, which considers only "background noise". iésermined thanks to the PDF asymptotic parts.
Figure 11 illustrates an example of the PDF obthimiger Poisson law correction.

ITAUOPT Probability Density Function
(Without Random Component)
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Figure N° 11:Itauopt PDF obtained by subtraction of random distribution (Poisson law correction)

In spite of this correction, we observe (Figure d@nerous populations for relatively high speedsalie values.
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Velocity Probability Density Function
(Without Random Component)
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Figure N° 12: Velocity PDF obtained by subtractionof random distribution (Poisson law correction)

This effect is related to the inaccuracy of thehodtfor high speed. Indeed, becaliaaoptis an
integer number, the measurement method does netginfinity of possible values for velocity. The
accuracy on the velocity evaluation much dependbehauoptvalue. For better visualizing and

guantifying this effect, the relative error functio

U 2 —U . .
= "a”"itj L_—lwot \yas calculated for each valuel@fuoptin the range corresponding to

Itauopt

the considered flow. These results are presentedjure 13 where the functiapis plotted for values

of U between 1 and 20 m/s.
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Relative accuracy on U
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Figure N°13: Relative error function @in the studied velocity range

The accuracy is about 1% in the neighbourhoodrnofd], but it increases to reach 16% towards 20
m/s. Moreover, we note for210m/s that the possible speed distribution is megareed by few discrete
solutions, which are separated each other by savésa

In fact, the velocity solutions are gathered aciewydo these few possible values, what artificially
increases their population. To correct this effae distribute the samples at high speed in a more
continuous way by proceeding to an oversamplinth@fPDF. Several assumptions are formulated for
this purpose:

* From |U|=17m/s we make a speed grid having a 1m/s stephvdoigesponds roughly to the
obtained accuracy near 10m/s.
* Between two successive points, we make the assomihat the velocity PDF evolves linearly.

By considering these assumptions, we apply anaitreection algorithm to the velocity PDF. It
consists in generating, between two existing ppirtstious velocity values by respecting a 1m/s
step. After that, we distribute all the events esponding to these two basic points in a linear way
between all the fictitious points. For this, we jgeke same population ratio between the two basic
points before and after correction. Thus, thank$iwcorrection, we obtain a new oversampled PDF.
It should be noted that the form of this new fumetdepends on the selected accuracy (here, 1m/s).

After these corrections, we obtain typical velodpF such as one presented in Figure 14.

By applying this treatment to measurements cormedipg to the five stations of the experiment,

we have evaluated the velocity PDF for all the pabpoints. From these data, we are able to describe

15



the velocity field inside the cavity. For each foine keep the most probable value of the PDF to
define the local velocity.

Experimental results obtained for flow velocity araid ratio fields have been confronted with
ones evaluated by numerical simulation. Main resaiitd analyses are presented here above.

Velocity Probability Density Function
(Without Random Component and with High Speed Corre  ction)
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Figure N°14: Final Velocity PDF
(station 2, Y=1mm) ; local velocity evaluated Vmp 9.54 m/s

3. EXPERIMENTAL RESULTS
The new data processing methods described in $eztias been used to process the obtained

experimental data set in order to evaluate the retid and longitudinal mean velocity fields.

3.a Void ratio distribution

Figures N°15 (a to e) show the void ratio evoluti@nsus the relative wall distance Y*=for the five probed
stationsd is the local sheet thickness which correspondlsd@one where the void ratio is greater than 186lerN°1

shows the measured valuesddbr the five probed stations.

Station 1 2 3 4 5
Number
o (mm) 15 3,75 5,65 6 6,6

Table N°1 : Cavitation sheet thickness for the fivgprobed stations

16



Present results are confronted with Stutz [4] oRes.stations N°1 to 3, the evolution are quall equivalent.
It appears that Stutz’s results tend to underestirtiee void ratio. At the opposite, for the lasbtstations (N°4 and 5), the
two set of results seem to be closer.

It appears also, for stations N°1 and 2, that tagimum void ratio value is obtained near the walk present
study indicates very large values, in the range of 0.9 to 0.95. For the peatt of the cavitation sheet (stations N°3 to 5),
the maximum void ratio value seems to be shifteayhty to the middle part of the sheet, while in il region the void
ratio falls drastically. This configuration may beplained by the influence of the re-entrant jetcltwill be described

hereafter in this paper.

17



12

0.8 1

0.6

Y+

0.4

0.2

Station N1(A)

Station N2(B)

1.2

——exp
—=— Stutz (2003)

0.8

——exp
—— Stutz (2003)

0.6

Yy

0.4

RN,
-

“
o

=l

f « *
0.2 0.4 0.6 08
void ratio

Station N3(C)

1 0

Nen/

0.2 0.4 0.6 0.
void ratio

Station N4(D)

1.2

——exp
B Stutz (2003) |_| 1

——exp

0.8

0.6

0.6

Yy

\

0.4

0.2

0.4 1

N

—8— Stutz (2003)

0.1 0.2 0.3 04 05 0.6 07 0
void ratio

0.05 0.1 0.15 0.2 0.25 0.3 0.35

void ratio

Station N5(E)

14
12 ——exp
—m— Stutz (2003)
1
0.8
3

0.6

0.4 4

0.2

0.00 0.02 0.04 0.06 0.08

void ratio

0.10 0.12 0.14

Figure N°15: Experimental void ratio profiles
Station N°1 (A); Station N°2 (B); Station N°3 (Station N°4 (D); Station N°5 (E)

3.b Velocity fields
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Figures N°16 (a to e) show the spatial evolutiotheflongitudinal velocity for the five probed
stations. Three kind of data are displayed: thelte@ebtained by Stutz [4] concerning most probabl
velocities, and ones issued from the present exgerts presented in terms of mean velocity (Vmean)
and most probable velocity (Vmp).

At station N°1 (figure N°16a), considering recent data, a vejopibfile close to a turbulent
boundary layer type is obtained near the wall.tRerintermediate region (0.2<Y<0.8mm), the
velocity is quasi constant. It can be shown thatepted in the external part of the sheet (for high
values of Y) the mean velocity (Vmean) are clostheomost probable one (Vmp). This means that
the turbulent field is Gaussian or near-Gaussidhiaiplace which is close to what can be founthen
core of a shear layer (a boundary layer in thegmiesase). Obviously the external boundary
corresponds to a highly intermittent zone wheremaeal most probable velocity diverge.

Stutz [4] results are in disagreement with the gméstudy. Firstly, he observed in a region close
to the wall (0<Y<0.4mm) a velocity in the rangeloto 2 m/s quite close to a re-entrant jet sigreatur
After, in the upper part of the sheet, they obsgvguasi boundary layer type profile.

At station N°2 (figureN°16b), we can observe a great disagreelneimteen analysed data. The
Vmp profile reaches the external velocity ( ~12)natsthe superior boundary of the sheet. We can
also observe a constant Vai®m/s zone for (1<Y<2.5mm) and, for lower valué¥ pa boundary
layer profile is obtained, which may correspond&hminitial boundary layer observed in station N°1
According to these results, a sheared zone seeotxtw in the external part of the sheet in thosvfl
region. This shear does not appear on Vmp profigéadion N°1. The Vmean profile is qualitatively
comparable to the Vmp one in the external parhefsheet (1.5<Y<3.5mm). At the opposite, in the
turbulent zone closer to the wall the differencerMeen Vmean and Vmp increases : the strong
structural difference observed between Vmean ang Wrofiles in this region seems indicate that the
turbulent field is far from Gaussian form and ttied re-entrant jet has an effect on the flow strect
even if it is not really visible at station N°2.dfn Stutz [4] results, a re-entrant jet may be ob=tat
station N°2, expanding until Y~1.5mm.

In the rear part of the shestdtions N°3, 4 and %n figures N°16 c to e) a re-entrant jet is chgarl
visible from Vmp profile. At station 3, we can obge a good qualitative agreement between the Vmp
profiles and Stutz’s [4] ones: for both studieg tla-entrant jet thickness is found equal to about
2.5mm. As observed before, at station N°2 (figufée¥), the core of a free shear layer is located at
Y=2.5mm, near the sheet external boundary. It sdbat this layer is the starting point of the

detachment process of the internal sheet flow. freesshear layer is observed at station N°3 in the
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range of (2<Y<3mm) and corresponds to the bounbatyeen the main flow (external) and the re-
entrant jet.

The Vmean experimental profile is different botlrsirape and values than the Vmp one. Indeed, in
the re-entrant jet zone the flow is strongly tugmilwith a lot of large scale fluctuations
(unsteadiness). The turbulent field is very complgtk reversed flow, intermittent boundaries and is
far away from a Gaussian one. In fact, the re-ehjed is not well described by the Vmean profile
because, in the free shear layer zore2(8mm), the flow is greatly intermittent and théoagty PDF
in this zone showed a kind of two-state systemslaiog between a positive and a negative value o
the velocity (typically Vmp switches between Vmp2m/s and Vm=8m/s). Due to this situation, in
this region Vmean only represents the mean of ttvesevalues with a variable “ponderation”
depending on the respective probability of occureenf Vmp and Vmp at each Y positions. The
boundary of the re-entrant jet may then be deflmethe place where the occurrences of these two
values on the velocity PDF are equal. In this dasean can be simply computed as the mean of
Vmp and Vmg, that is Vmean=3m/s which corresponds roughly @ ¥mm (see figure N°16c).

When comparing the present Vmp profiles with Sarie at stations N°4 and 5, we observe that
both re-entrant jet thickness and velocity are tbuery different. These high discrepancies may be
attributed to the huge difference on the obserudiime between the present work and Stutz’s one,
mainly in the re-entrant jet zone where the int¢éiency of the flow makes difficult the statistics
convergence. Moreover, it is also possible to erplaese differences by the quite drastic changes o
the velocity computation algorithm performed in gresent study. It is worth noting that the new
velocity field structure obtained from the presexperiments leads to a new flow rate repartition in
the cavitation sheet as compared to the one olt&in&tutz [4].

Station N1 (A) Station N2 (B)

—e—Vmp
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—a&— Stutz (2003)

—e—Vmp
0.8 —#—Vmean
—a&— Stutz (2003)
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0.4 1 /f//a

T T T T T T T T
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Figure N°16: Experimental velocity profiles
Station N°1 (A); Station N°2 (B); Station N°3 (S}ation N°4 (D); Station N°5 (E)

3.c Flow structure

Simultaneous analyses of void ratio and veloc#ids allow to improve the study of the
considered cavitating flow.

Figure N°17 represents the void ratio longitudieabdlution for five values of the parameter Y*
(Y*=0.1, 0.3, 0.5, 0.7 and 0.9). The values X (kontal axis) shown on figure 17 express the
downstream distance from the venturi throat wheclocated at X=0. The position of the five probed
stations is represented by the dots on the isouy¥es. The two isolines for Y*=0.7 and 0.9
corresponds to the external part of the sheet wiheréow is running in the main flow direction
everywhere in the cavitation sheet. For the otladwas of the parameter Y*, the flow runs in themai
direction for stations N°1 and 2, and in the opfeogiay (reversed flow corresponding to re-entrant
jet) for stations N°3t0 5

Especially for Y*=0.7, it can be noted that a sgaaporisation occurs in stations N°1 and 2,
followed by a less violent condensation processnadrgering in the recompression zone of the flow.

For the flowlines corresponding to Y* = 0.1 to Qvhich are related to the re-entrant jet at
stations N°3 to 5), the upstream zone (0<x<20mrh)éts also a strong and fast vaporisation

process, mainly between the venturi throat andgthgon N°1. The downstream zone (38<x<74mm)
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corresponds to the re-entrant jet vaporisation Ztreflow is running in the rear direction here),
which seems to be quite slower than the initiatpss occurring at the leading edge of the sheet. We
can notice that for all the studied isolines th@watio seems to converge to values in the raf@e o

to 12% at station N°5, which determines the initiahdition of the re-entrant jet.
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4. NUMERICAL CODE

4.a Multiphase Equation System

In collaboration with Numeca International, thededtory LEGI has implemented cavitation modelshim t
Fine/Turbd" code. The numerical toll is a three-dimensionaicitired mesh code that solves the time dependant

Reynolds-averaged Navier-Stokes equations. A @etaiéscription of the initial code is given in (Hak[27]).
The governing equations are written for a homogesdloid. This fluid is characterized by a

density that varies in the computational domairoediag to a barotropic state law and that is relate

a= P~ P .
A~ P

The void ratio characterizes the volume of vapaugach cellu=1 means that the cell is

to the void ratio defined by

completely occupied by vapour; inversely, a conglefuid cell is represented ly0. Liquid and
vapour phases are characterized by their thermadignzharacteristics. On each cell, the unknowns
are calculated by averaging them by the volume giecu

In this homogeneous model, the fluxes betweenvibgohases are implicitly treated The two
phases are considered to be locally (in eachicetlynamic equilibrium (no drift velocity).

The compressible Reynolds-Averaged Navier-Stokesataans are expressed as:
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Lo+ 0foyu,)=0

el (30,1, Oy ) = =0P) + ) +

where;m. is the shear stress tense, the body forces angl, the mixture density, defined as

pm =a pv +(1_a)pL

Each pure phase is considered incompressible.

The space discretization is based on a cell-ceshfarite-volume approach. The numerical fluxes @mputed with
the central scheme stabilized by the Jameson digsip(Jameson et al., [28]).

Time accurate resolutions use the dual time stepgaproach. Pseudo-time derivative terms are atidta
equations. They march the solution towards convergat each physical time step. The explicit féags Runge-Kutta
time stepping procedure is used to advance théiGolo steady state.

A complete description of the numerical schemeaés@nted byCoutier-Delgosha et al, [21]).

4.b. Preconditioned Navier-Stokes Equations

In the case of low-compressible or incompressiloierd, the time-marching algorithm converges veoynsy and the
used of a low Mach number preconditioner in theibla8tokes equations is required (Turkel [29], Hili27]). It is
based on the modification of the pseudo-time déxigderms in the governing equations. Such madifoms have no
influence on the converged results, since thesestare of no physical meaning, and converge to. Zér® resulting
preconditioned system is controlled by pseudo-d@magyenvalues much closer to the advective speellicing the
eigenvalue stiffness and enhancing the convergence.

Using this preconditioner in the case of steadgudations the set of equations becomes:
=-19P
[[[r S=dv+[[Fndz = [[[sdv
v or b1 Vv

The flux vector can be decomposed in an inviscid and a viscous par
F:F|'F\/
with

" (p(u Dpllj)+ pl:] tnT @

The vecto!S represents the source term. In turbomachineogritains contribution of Coriolis and centrifugatdes and
is given by:

S:((_p)[mxuf(mx(mxr))]j

with o the angular velocity of the relative frame of refece

=-1
introducing the preconditioning matrix and associated variables vedgor
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Py is the gauge (relative) pressutejs the velocity vectorg andf are the preconditioning parameters. In the present
applicationsp= -1 andp depends of the reference velocity, and is defhr;edﬂ2 = ,80 U rzef with Bo=3 in our case.
The eigenvalues of the preconditioned system become

M, 2=uln andk3,4=%[u m(l—a)i\/(u m’l(l—a'))2+4n2ﬁ2}

wheren is the normal vector to the elementary surface dS.

For more details concerning the used preconditigraee (Coutier-Delgosha et al., [22]).

4.c. Turbulence Models

In the present work, the Yang-Shih k-epsilon mdifahg & Shih [30]) with extended wall functionsgkimi et al.
[31])has been applied.

4.d. Barotropic Model

To model cavitation phenomenon and to enclosurgolrerning equations system, a barotropic staten&neduced
by (Delannoy and Kueny [23]) has been implememefine/Turbd" code (Pouffary [5,6,19], Coutier-Delgosha et al.
[21,22]). The fluid density (and so the void fraci) is controlled by a law(p) that links explicitly the mixture fluid
density to the local static pressure as represdntédgure 18.

This law is mainly controlled by its maximum slopehich is related to the minimum speed of sourglio the

mixture. The parameter Amin controls this slope:apmn2 = Lo~ 2
2

'min
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barotropic law.

Table 2 presents Amin values used for cold watéutations presented in this paper Thermodynanfieces have
been neglected and the energy equation was nom take account. Works are in progress in orderniplément new
cavitation models including thermal effects (Rotlaet al. [32]).

T Pv P Amin Cmin

(K) kg/n? kg/n? m/s.(kg/m)®° m/s

70 3.13

Water 293 0,0173 998 50 2.24
20 0.89

Table 2: Physical parameters and tested Amin values

5. EXPERIMENTS-SIMULATION CONFRONTATION IN COLD WAT ER

5.a. Calculation Conditions

The studied case, presented in Section 1, is dyss¥eeet with a length of about 80 mm, ai.l#10.8 m/s. The
reference density is the liquid density equal t8 Rg/nT. Steady calculations are led with the turbulence model, with
extended wall functions. The 2D mesh, illustrateéigure 15, contains 9861 nodes, 173 in the floection and 57 in
the normal direction.The y+ values vary from 1&@ The boundary conditions are mass flow for intatdition and

static pressure imposed at outlet.
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Figure N°19: View of mesh for ke computational

5.b. Global Analyses

Initially, we have analysed the cavity global bebav, mainly the sheet length as a function of¢heitation number.

In order to carry out comparisons with experimedth, three calculations with different Amin vaw@e considered in
this paper. They have been conducted by trial arodt 8o obtain almost the same sheet length. A smeariation of the
inlet cavitation number is observed (see Table N°3)

The influence of Amin on the sheet vapour volumense weak, except for high values of Amin, wherevibleme
becomes larger. It may be explained by the fadtftirdarge Amin, the upper part of the sheet ifatee is more diffuse, as

shown in Figure 20. Local analysis, presented énrtiixt section, has confirmed these tendencies.

Amin 70 | 50 | 20 | exp
0.68]0.64|0.60|0.54
3 2 0 7
Lsheet (MmM) |79.8|80.2(81.5| 80

y&ﬁ?nuer 4.00|3.74|3.69
5 1| 9

(*10-4 m3)

Table N°3: Comparison of experimental and simulatia values of the sheet length (L) versus the caviiah
parameter @

Sigma (inlet)

Density (kg/m3)
1000

2001

2007

700

Figure N°20: Density field inside the cavity for Anin=50

26



The defined sheet length used for representingdh@putational results has been determined by tigtheof the iso-
line corresponding to a void ratie-0.3. This criterion isirgued by the fact that it corresponds to the af@asaximal value
of the density gradient (see Figure 21). As a mattéact, because of the strong density gradietiieenclosure of the
sheet, the sheet length varies weakly as a funofitime interface criterion. A test showed that,dovoid ratio between

10% and 30%, the sheet length variation was atfaut 2

Figure N° 21: Magnitude of density gradient (0 to 0° kg/m*) and iso-linea=0.3
L sheet~80 mm, Amin = 50

5.c. Local Analyses
Complementary analyses concern local void ratioeshoicity profiles comparisons inside the

cavity. The void ratio and velocity profiles aretaibed for the five stations defined in the Sectioof
the paper. New experimental results will be conedrio the numerical simulation data obtained in

the present work as described in part 2 and 3igfodwper.

5.c.1 Void ratio distribution
Figures N°22 (a to e) show the void ratio evolutionthe five probed stations. Present experimental

results are compared to computations data obtawuitedhree different values of the Amin (Amin=20,
50 and 70) parameter in the barotropic law usedddel the phase change during vaporization and

condensation process.
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FigureN°22: Void ratio profiles: Comparison betweenpresent experiments and simulation
results

At stations N°1 and 2 (figures N°22 a and b) aséatiory agreement is obtained between
experimental void ratio values and those issueth fromputations with Amin=20. It can be also
shown that an increase on the Amin value leads tanderestimation of the void ratio near the wall
and also predicts an overestimation of the shéekrthss as compared to the experimental
observations. For example at station N°1, we measarsheet thicknegs1.5mm,while
computations using Amin = 50 and 70 respectively gialue of 3 to 4mm fad. It seems that almost
in the initial part of the sheet (stations N°1 &)dhe barotropic law with Amin=20 (leading to a
minimum sound velocity Cmin=0.89m/s) is able to mlaguite accurately the flow behaviour in the
leading part of the sheet where the flow is stalblh no counter-current component and with a
relatively high void ratio due to the strong vapation process occurring here. At the oppositenfro
stations N°3 to 5 the situation is different. Whileing downstream, the disagreement between
experiments and computations increases culminatisgation N°5 where the discrepancies on the
maximum value of the void ratio may reach 800%hmmworse case (here, Amin = 20). Computations

both overestimate void ratio and sheet thicknessisflow zone.
5.c.2. Flow velocity fields

We can explain the precedent remarks by analysjugefs N°23 (a to e), where velocity

profiles are presented for the five probed stati@rsthese figures, the velocities issued from the
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present experiment (Vmean and Vmp) are comparétbse obtained by computations with
Amin=20, 50 and 70. The analysis is split in twotpathe first one concerns stations N°1 and 2 and

the second one, the stations N°3 to 5.
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Figure N°23: Velocity profiles: Comparison betweerexperimental and simulation results
Station N°1 (A); Station N°2 (B); Station N°3 (S}ation N°4 (D); Station N°5 (E)

Simulations results exhibits a strong sensibiliytioe value of the Amin parameter. However,
the velocity profiles are qualitatively comparabled are close to turbulent boundary layer type

profile. It is found that the Amin=20 profile seemasbest fit the experimental data at station N°1.

At station N°2, the comparison between experimeartdl numerical velocity profiles lead us
to the conclusion that the simulation performecvAimin=20 is the one that fits better the
experimental results (at least concerning the Vngfilp). However, the computed profiles are of
turbulent boundary layer type . It differs from #gperimental, both on the velocity values obtained
and on the shape of the profiles. It can also beesbthat in the station N°2, the maximum valuszs f
void ratio are attained, showing that the vapoiasaphase ends near station N°2 and that the Vmp
profile seems to be a precursor of the ones whititberobtained downstream due to the effect of the
adverse pressure gradient imposed by the flow gegn{&his fact is firstly illustrated in figure
N°23c where the experimental and computationalorglgrofiles are represented).

Numerical simulation at station N°3 (figure N°2&dt)yvays show boundary layer type profiles.
The Amin=20 case is the less bad, but none sinomasi able to predict the re-entrant jet structure.
Concerning stations N°4 and 5 (figures N°23 d gnithe situation is similar to the one described for

station N°3. We can then confirm that the purefitishary aspect of the simulation used here is not
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able to accurately describe the rear part of th@atéon sheet because it does not take into addben

strong unsteady aspects of this flow, mainly duthére-entrant jet phenomenon.

5.c.3. Wall pressures

In the context of the present experimental study,nhean wall pressures were also measured
for nine probed stations including the five stasiagmside the cavitation sheet (where void ratio and
velocity measurements were performed) and alsodther stations placed downstream in the wake of
the sheet in order to describe the pressure reg@vecess after the cavitating zone. The sensor was
an absolute one. We use a piezoelectric sensor BRualel N°PMP4070 with a maximum range of

70000Pa. Its relative precisioni.027% giving then an absolute precisiorb®Pa.

P—B
Py

,where p is the local wall pressure agdspthe vapor pressure, is plotted versus xwhere x-xis the

Figure N°24 represents the mean wall pressuretiodigal evolution. The rati

distance between the measuring station and thg s&ttion (§. This experimental result is
confronted on figure N°24 with the simulation résabitained with Amin=20.
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Figure N°24: Longitudinal mean wall pressure evolubn: Comparison between experimental
and simulation results
It can be shown that in the initial part of the eth@ntil station N°2) the numerical prediction
fit quite well with measurements giving a wall gese very close to the vapor pressure. This is not
surprising because in all the present paper ibkeas observed that this zone is well describedhéy t

present simulation in terms of void ratio and vélpprofiles. At the opposite, in the rear partioé
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sheet (station N°3 to 9) results are diverging. ptesence of the re-entrant jet which is not takem
account in the computation leads to a more ragidmgression process than the one predicted by
numerical simulation. The stationary approach usdle present numerical simulations not only
ignore the re-entrant jet dynamics but also imppbgdhe mean of the barotropic law, a direct
relation between the void ratio and the pressutikowt take into account vaporisation and
condensation delays. That's why this model prediws all the cavitating zone with high void ratio
will be at a pressure very close to the vapor pmesy until the sheet closure region (between stations
N°5 and 6), where a brutal recompression is predibly the numerical simulations in contradiction
with experimental results.

The pressure gradient in the recompression zoneeketstations N°5 and 7 is quite well
predicted by simulations. Further downstream fatieshs N°7 to 9, in the wake area, experimental
data exhibits a constant pressure zone linkedet@tinvective wake of rotational structures ejeetted
the trailing edge of the cavitation sheet due ®reientrant jet dynamics. In this region, nurneric
simulations indicate a turbulent boundary layeog#y profile related to the adverse pressure
gradient. As a matter of fact, the calculated wadissure illustrates the pressure gradient impbged
the venturi geometry and does not take into accthentinsteady aspects of the flow at the trailing

edge of the cavitation sheet.

CONCLUSION

From double probe measurements and numerical adiloog, we have analysed the global and the lcafadiour of
a cavitating flow through a Venturi geometry. Fajumsi-steady cavitation sheet with a length oL&l86 mm, we have
evaluated void ratio and velocity fields for coldter cavitation.

Experimental measurements and data treatment lesreitmproved for cold water tests. The new
method proposed for data analysis leads to a ®teduation of local behaviour of steady and

unsteady cavitation.

The applied barotropic model, if associated withifi slope (corresponding tg.,g ~ 1m/s for cold water), seems to
well predict local behaviour in the steady areasavftation. Although the global behaviour of thest seems steady,
experimental data show a re-entrant jet which emeainall cloud shedding. In the zones influencethbye-entrant jet,
unsteady calculations are required to better sirwavitation behaviour. Numerical works are ingress to carry out

unsteady calculations and to analyse the influefigdysical models on cavitating flow behaviour glated.
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