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#### Abstract

In this paper, we present a new formalism for nonlinear and non-separable multi-scale representations. We first show that most of the one-dimensional nonlinear multi-scale representations described in the literature are based on prediction operators which are the sum of a linear prediction operator and a perturbation defined using finite differences. We then extend this point of view to the multi-dimensional case where the scaling factor is replaced by a non-diagonal dilation matrix $M$. The new formalism we propose brings about similarities between existing nonlinear multi-scale representations and also enables us to alleviate the classical hypotheses made to prove the convergence of the multi-scale representations.
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## 1. Introduction

Multi-scale algorithms such as wavelet-type pyramid transforms for hierarchical data representation [1] and subdivision methods in computer-aided
geometric design [11] have completely changed the domain of data and geometry processing. Linear multi-scale representations of functions is a well understood subject in terms of approximation performance and limitations have also been brought about [6]. While in the univariate case the wavelettype pyramid transforms provide optimal algorithms, in the multivariate case almost all algorithms fail in the treatment of nonlinear constraints that are inherent to the analyzed objects (e.g. singularities/edges in digital images). For complex objects such as digital images, where nonlinearities arise naturally, one clearly needs to develop data-adaptive algorithms.

Roughly speaking, the development of this emerging nonlinear theory is based on the design of four kinds of data-dependent multi-scale representations: the first one are quasi-linear multi-scale representations for piecewise smooth functions [20], the second one are median-interpolating schemes [23], the third one are normal multi-resolutions of curves and surfaces [10] and the fourth one are PPH or power-P representations [5].

The quasi-linear multi-scale representations were early introduced in (14, motivated by a better treatment of jumps which served as a simplified model for edges in image analysis. The theoretical analysis of these representations is available in [7]. The PPH and power-P schemes introduced in [5] to design multi-scale representations were also motivated by a better treatment of edges in image compression applications but do not lead to quasi-linear multi-scale representations. The median-interpolating scheme was motivated by applications to non-Gaussian noise removal ( see [23]), while the normal multi-resolution was defined in [10] for optimal geometry compression of curves and surfaces. These last two multi-scale representations are examples of geometric nonlinear multi-scale transforms.

In general, the analysis of nonlinear representations naturally extends existing results for linear representations and is deeply related to the study of the difference operators associated to the underlying nonlinear prediction operators. The key point for such an analysis is the study of the joint spectral radius of these difference operators.

In what follows, we propose a new formalism for nonlinear prediction operator that enables to embed classical ENO (Essentially Non Oscillatory) prediction operators [20], the PPH and power-P schemes [7]. In a nutshell, the main idea is to write the classical nonlinear prediction operators as the sum of a linear one plus a perturbation term, which is a Lipschitz function of the differences. The order of the perturbation will be related to the polynomial reproduction order of the linear prediction operator. We call

Lipschitz-Linear these nonlinear prediction operators. With this formalism, the existence of the difference operators follows from the hypothesis made on the perturbation term.

After having introduced some generalities and notations for our model on Lipschitz-Linear prediction operators (section 2 and section (4), we show that ENO prediction operator and PPH scheme fit into this model in (section 5).

Nonlinear multi-scale representations are naturally defined using nonlinear prediction operators. These one-dimensional multi-scale representations are based on dyadic scales and therefore naturally extend to the multidimensional case by tensor product [20]. However, for applications it may be of interest to define multi-scale representations that are not based on a dyadic grid. Several examples exist in image processing where the use of representations built using non-dyadic grids significantly improves the compression performance [8], [19] and [18]. For that reason, we study the extension of the proposed formalism for nonlinear prediction operators to the case where the scales are defined using non-diagonal dilation matrices (section (6). We see that it is again possible to define Lipschitz-Linear prediction operators in that context, and we give several examples of such operators, namely the recently introduced PPH and power-P scheme. Sections 7 and 8 are devoted to the convergence and stability properties of the nonlinear multi-scale representations based on Lipschitz-Linear prediction operators both in $L^{p}$ and Besov spaces. These results are very similar to that developed in [21], but some new important aspects for applications are brought about, especially the exact reproduction of polynomials is no longer necessary. A new aspect is introduced in section 9 , namely the notion of prediction operators compatible with a set of differences. The results on the convergence and the stability of the corresponding multi-scale representations are identical to those obtained for representations based on Lipschitz-Linear prediction operators. For applications, the interesting aspect of this notion of compatibility is that it enables to reduce the complexity of the study of the joint spectral radius. In section 10, we conclude the paper showing the convergence of some nonlinear multi-scale representations associated with Lipschitz-Linear prediction operators, namely the PPH scheme.

## 2. Notations

Before we start, we need to introduce some standard multi-index notations. For example, for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right) \in \mathbb{N}_{0}^{d}$ we write $|\alpha|=\sum_{i=1}^{d} \alpha_{i}$ and for
$x \in \mathbb{R}^{d}$ we write $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}$, monomial with degree $|\alpha|$. By $\left(e_{1}, \cdots, e_{d}\right)$ we denote the canonical basis on $\mathbb{Z}^{d}$. There are $r_{N}^{d}=\binom{N+d-1}{N}$ monomials $x^{\alpha}$ with degree $N$. We then introduce $\prod_{N}$ the space of polynomials of degree $N$ generated by

$$
\left\{x^{\alpha}=\prod_{i=1}^{d} x_{i}^{\alpha_{i}},|\alpha| \leq N\right\}
$$

In what follows, we will write $\operatorname{deg}(p)$ for the degree of any polynomial $p$. With that in mind, we denote, for any multi-index $\alpha$ and any sequence $\left(v_{k}\right)_{k \in \mathbb{Z}^{d}}$ :

$$
\Delta^{\alpha} v_{k}=\Delta_{e_{1}}^{\alpha_{1}} \cdots \Delta_{e_{d}}^{\alpha_{d}} v_{k}
$$

where $\Delta_{e_{d}}^{\alpha_{d}} v_{k}$ is defined recursively by:

$$
\Delta_{e_{d}}^{\alpha_{d}} v_{k}=\Delta_{e_{d}}^{\alpha_{d}-1} v_{k+e_{d}}-\Delta_{e_{d}}^{\alpha_{d}-1} v_{k}
$$

For a given multi-index $\alpha$, we will say that $\Delta^{\alpha}$ is a difference of order $|\alpha|$. For any $N \in \mathbb{N}$, we will denote

$$
\begin{equation*}
\Delta^{N} v_{k}=\left\{\Delta^{\alpha} v_{k},|\alpha|=N\right\} \tag{1}
\end{equation*}
$$

## 3. Multi-scale Representations

We assume that we are given the data $v^{j}$, associated to some grids $\Gamma^{j}$, $j \geq 0$. We also consider that there exist two interscale operators: (i) $D$-the downsampling operator and (ii) $S$-the prediction operator. The operator $D$ gives a coarse version $v^{j-1}$ of $v^{j}$. The operator $S$ computes $\hat{v}^{j}=S v^{j-1}$, an approximation of $v^{j}$. Then, we define the prediction error as $e^{j}=v^{j}-\hat{v}^{j}$. The information contained in $v^{j}$ is completely equivalent to $\left(v^{j-1}, e^{j}\right)$. By iterating this procedure from the initial data $v^{J}$, we obtain its nonlinear multi-scale representation

$$
\begin{equation*}
\mathcal{M} v^{J}=\left(v^{0}, e^{1}, \cdots, e^{J}\right) \tag{2}
\end{equation*}
$$

Conversely, assume that the sequence $\left(v^{0},\left(e^{j}\right)_{j \geq 0}\right)$ is given, we are interested in studying the convergence of the following nonlinear iteration:

$$
\begin{equation*}
v^{j}=S v^{j-1}+e^{j} \tag{3}
\end{equation*}
$$

to a limit function $v$, which is defined as the limit (when it exists) of:

$$
v_{j}(x)=\sum_{k \in \mathbb{Z}^{d}} v_{k}^{j} \varphi_{j, k}(x),
$$

where $\varphi_{j, k}(x)$ denotes $\varphi\left(M^{j} x-k\right)$ and $\varphi$ is some specific function satisfying the scaling equation:

$$
\begin{equation*}
\varphi(x)=\sum_{n \in \mathbb{Z}^{d}} g_{n} \varphi(M x-n) \text { with } \sum_{n} g_{n}=m:=|\operatorname{det} M|, \tag{4}
\end{equation*}
$$

where $M$ is a dilation matrix, (i.e. an invertible matrix in $\mathbb{Z}^{d} \times \mathbb{Z}^{d}$ satisfying $\lim _{n \rightarrow+\infty} M^{-n}=0$ ). When the sequence of functions $\left(v_{j}\right)_{j \geq 0}$ is convergent to some limit function in some functional space, by abusing a little bit terminology, we say that the multi-scale representations $\left(v^{0},\left(e^{j}\right)_{j \geq 0}\right)$ is convergent in that space.

## 4. Lipschitz-Linear Prediction Operators

In the following a prediction operator is a map $v \in \ell^{\infty}\left(\mathbb{Z}^{d}\right) \mapsto S v \in$ $\ell^{\infty}\left(\mathbb{Z}^{d}\right)$. We need to recall the definition of a local and linear prediction operator $S_{l}$ which is as follows:

$$
\begin{equation*}
\left(S_{l} v\right)_{k}=\sum_{l \in \mathbb{Z}^{d}} g_{k-M l} v_{l} \tag{5}
\end{equation*}
$$

where $\exists K>0$ such that $g_{k-M l}=0$ if $\|k-M l\|_{\infty}>K$ and we put $F(k)=$ $\left\{l \in \mathbb{Z}^{d},\|k-M l\|<K\right\}$. In the following, we assume that the linear prediction operator $S_{l}$ is such that $\left(g_{n}\right)_{n \in \mathbb{Z}^{d}}$ defines a scaling function $\varphi$ satisfying the scaling equation (4). In this paper, we study a particular type of nonlinear prediction operator which is the sum of a linear prediction operators and a perturbation term. The linear prediction operator shall satisfy polynomial reproduction property which we now recall:

Definition 4.1. We say that a prediction operator $S$ reproduces polynomials of degree $N$ if for $u_{k}=p(k)$ for any $p \in \prod_{N}$, we have

$$
S u_{k}=p\left(M^{-1} k\right)+q(k)
$$

where $q$ is a polynomial such that $\operatorname{deg}(q)<\operatorname{deg}(p)$. When $q=0$, we say that the prediction operator exactly reproduces polynomials.

With this in mind, we introduce the definition of Lipschitz-Linear prediction operator:

Definition 4.2. A prediction operator $S$ is Lipschitz-Linear of order $N+1$, if there exists a local and linear prediction operator $S_{l}$ reproducing polynomials of degree $N$, and Lipschitz functions $\Phi_{i} i=0, \cdots, m-1$ such that:

$$
(S v)_{M k+i}=\left(S_{l} v\right)_{M k+i}+\Phi_{i}\left(\Delta^{N+1} v_{k+p_{1}}, \cdots, \Delta^{N+1} v_{k+p_{q}}\right) \quad \forall i \in \operatorname{coset}(M)
$$

where $\left\{p_{1}, \cdots, p_{q}\right\}$ is a fixed set and where a $M$ is a dilation matrix.
Remark 4.1. From the above definition, we remark that when $S_{l}$ reproduces polynomials of degree $N$ so does $S$.

## 5. One-Dimensional Lipschitz-Linear Prediction Operators

### 5.1. Preliminaries

We start by considering the one-dimensional case with $M=2$. Given a set of embedded grids $\Gamma^{j}=\left\{2^{-j} k, k \in \mathbb{Z}\right\}$ we consider discrete values $v_{k}^{j}$ defined on each vertex of these grids. These quantities shall represent a certain function $v$ at level $j$. Typical examples of such discretizations are: point-values, where $v_{k}^{j}=v\left(2^{-j} k\right)$ for some function $v$ and cell-averages, where $v_{k}^{j}$ is the average of $v$ over a neighborhood of $2^{-j} k$. We call them point-values (resp. cell-average) multi-scale representation. Assuming a certain type of multi-scale representation, we define a nonlinear prediction operator that in turn leads to a nonlinear multi-scale representation.

Let us now recall some properties of Lagrange interpolation useful to show that some classical nonlinear prediction operators are Lipschitz-Linear. Consider the interpolation polynomial $p_{N}$ of degree $N$ of $v$ at $x_{0}, \cdots, x_{N}$ and $p_{N, r}$ (where $r$ stands for right) the interpolation polynomial of $v$ at the same set as $p_{N}$ but shifted to the right (i.e. $x_{1}, \cdots, x_{N+1}$ ). Using standard arguments, we write the difference between the two polynomials as:

$$
\begin{equation*}
p_{N, r}(x)-p_{N}(x)=\Delta^{N+1} v_{0} \frac{1}{N!h^{N}} \prod_{i=1}^{N}\left(x-x_{i}\right), \tag{6}
\end{equation*}
$$

where $h=x_{i+1}-x_{i}$. The same kind of result can be obtained considering $p_{N, l}$, the interpolation polynomial at $x_{-1}, \cdots, x_{N-1}$.

### 5.2. Quasi-Linear Prediction Operators Using Polynomial Interpolation

Here, we use identity (6) to analyze nonlinear prediction operators in the context of point-values multi-scale representations. These operators compute the approximation $\hat{v}_{k}^{j}$ of $v_{k}^{j}=v\left(2^{-j} k\right)$ using only $v_{k}^{j-1}=v\left(2^{-j+1} k\right) \in \mathbb{Z}$. In this framework, since $v_{2 k}^{j}=v_{k}^{j-1}$ (also called consistency property), only $\hat{v}_{2 k+1}^{j}$ need be computed. To do so, we consider the Lagrange polynomial $p_{2 N+1}$ of degree $2 N+1$ defined on the $2 N+2$ closest neighbors of $2^{-j}(2 k+1)$ on $\Gamma^{j-1}$, i.e.

$$
p_{2 N+1}\left(2^{-j+1}(k+n)\right)=v_{k+n}^{j-1}=v\left(2^{-j+1}(k+n)\right), \quad n=-N, \cdots, N+1 .
$$

This polynomial is used to compute $\hat{v}_{2 k+1}^{j}$ through the so-called centered prediction as follows:

$$
\begin{equation*}
\hat{v}_{2 k+1}^{j}=p_{2 N+1}\left(2^{-j}(2 k+1)\right) . \tag{7}
\end{equation*}
$$

When $N=1$, we obtain the four points scheme:

$$
\hat{v}_{2 k+1}^{j}=\frac{9}{16}\left(v_{k}^{j-1}+v_{k+1}^{j-1}\right)-\frac{1}{16}\left(v_{k-1}^{j-1}+v_{k+2}^{j-1}\right)
$$

which is exact for cubic polynomials. The four point scheme was widely studied in litterature (see [12]). Now, consider the polynomial $p_{2 N+1,1}$ whose interpolation set is that of $p_{2 N+1}$ shifted by $2^{-j+1}$ to the right. This leads, for instance, when $N=1$, to the prediction:

$$
\begin{equation*}
\hat{v}_{2 k+1,1}^{j}:=p_{3,1}\left(2^{-j}(2 k+1)\right)=\frac{5}{16} v_{k}^{j-1}+\frac{15}{16} v_{k+1}^{j-1}-\frac{5}{16} v_{k+2}^{j-1}+\frac{1}{16} v_{k+3}^{j-1} . \tag{8}
\end{equation*}
$$

Now, if we compute the difference between the above predictions we obtain:

$$
\begin{equation*}
\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j}=\frac{1}{16} \Delta^{4} v_{k-1}^{j-1}, \tag{9}
\end{equation*}
$$

which corresponds to (6), with $x_{i}=2^{-j+1}(k+i-1), i=0, \cdots, 2$ and $x=2^{-j}(2 k+1)$.

The same conclusion is also valid for the polynomial $p_{2 N+1,-1}$, for $N=1$, whose interpolation set is that of $p_{2 N+1}$ but shifted to the left by $2^{-j+1}$. We now show how to generalize the above formula to any $N$ :

Proposition 5.1. For any $N$, assume that $\hat{v}_{k}^{j}$ (resp. $\hat{v}_{k, 1}^{j}$ ) is obtained using the polynomial $p_{2 N+1}$ (resp. $p_{2 N+1,1}$ ), then:

$$
\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j}=(-1)^{N-1} \Delta^{2 N+2} v_{k-N}^{j-1} \frac{1}{2^{4 N}}\binom{2 N-1}{N}
$$

Proof. Let us put $y_{0}=v_{k-N}^{j-1}, \cdots, y_{2 N+1}=v_{k+N+1}^{j-1}$, and $x_{0}=2^{-j+1}(k-$ $N), \cdots, x_{2 N+1}=2^{-j+1}(k+N+1)$. Then, using (6) the difference between $p_{2 N+1}$ and $p_{2 N+1,1}$ evaluated at $2^{-j}(2 k+1)$, reads as follows:

$$
\begin{aligned}
\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j} & =-\Delta^{2 N+2} y_{0} \frac{1}{(2 N+1)!2^{2 N+1}} \prod_{i=-N+1}^{N+1}(2 i-1) \\
& =(-1)^{N-1} \Delta^{2 N+2} v_{k-N}^{j-1} \frac{1}{2^{4 N}} \frac{(2 N-1)!}{N!(N-1)!}
\end{aligned}
$$

Remark 5.1. Note that we can define other polynomials $p_{2 N+1, q}$ for $-N \leq$ $q \leq N$, that are obtained by shifting the centered interpolation set by $q 2^{-j+1}$, and then predict using one of these polynomials. In any case, the difference between this prediction and the centered one will be a linear function of the differences of order $2 N+2$, since we can write (assuming $q>0$, but still true for any q) that:

$$
\hat{v}_{2 k+1, q}^{j}-\hat{v}_{2 k+1}^{j}=\sum_{l=1}^{q-1} \hat{v}_{2 k+1, l+1}^{j}-\hat{v}_{2 k+1, l}^{j}+\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j},
$$

and then apply Proposition 5.1.
The different prediction operators defined above satisfy the exact polynomial reproduction of degree $2 N+1$. To define a so-called quasi-linear prediction operator, at each location $k$ we choose between the $2 N+1$ predictions according to some criterion. The nonlinearity is thus contained in the choice of the stencil used to predict. An example of such prediction operator is the essentially non-oscillatory (ENO) prediction operator introduced by Harten in [15]. Given the prediction operator defined using $p_{2 N+1, q}$ and by considering as its linear part the centered prediction, Proposition 5.1 says that it is a Lipschitz-linear prediction operator.

Assume that $p_{2 N+1, \tilde{q}}$ is the chosen polynomial by ENO criterion for prediction at $2^{-j}(2 k+1)$ and note that the support of interpolation polynomial contains $2^{-j}(2 k+1)$. By using shifted stencils, we improve the precision in the vicinity of the singularity and avoid Gibbs oscillations. Nevertheless, the prediction is still unsatisfactory within the interval containing a potential singularity. This is the origin of the subcell resolution strategy, which improves the prediction within the interval by using extrapolation techniques. Since the polynomials used in the extrapolation are built using a shifted stencil as previously, it leads again to a Lipschitz-linear prediction operator (cf. Remark 5.1).

### 5.3. Quasi-Linear Prediction Operators Using Cell-Average Interpolation

We now show how relation (6) still enables to prove that quasi-linear prediction operators designed on cell-average multi-scale representations are Lipschitz-Linear. In the cell-average setting the data $v_{k}^{j}$ is the average of some function $v$ over the interval $I_{j, k}=\left[2^{-j} k, 2^{-j}(k+1)\right]$ as follows:

$$
\begin{equation*}
v_{k}^{j}=2^{j} \int_{I_{j, k}} v(t) d t \tag{10}
\end{equation*}
$$

In that framework, we have the so-called consistency property :

$$
\begin{equation*}
v_{k}^{j-1}=\frac{1}{2}\left(v_{2 k}^{j}+v_{2 k+1}^{j}\right) . \tag{11}
\end{equation*}
$$

Now, we design a nonlinear prediction operator on this multi-scale representation considering the interpolation polynomial $p_{2 N}$ of degree $2 N$ defined as follows:

$$
2^{j-1} \int_{I_{j-1, k+n}} p_{2 N}(t) d t=v_{k+n}^{j-1} \quad n=-N, \cdots, N .
$$

We then define the centered prediction by:

$$
\hat{v}_{2 k}^{j}=2^{j} \int_{I_{j, 2 k}} p_{2 N, k}(t) d t \text { and } \hat{v}_{2 k+1}^{j}=2^{j} \int_{I_{j, 2 k+1}} p_{2 N, k}(t) d t .
$$

For instance, when $N=1$, this leads to:

$$
\hat{v}_{2 k}^{j}=v_{k}^{j-1}+\frac{1}{8}\left(v_{k-1}^{j-1}-v_{k+1}^{j-1}\right) \text { and } \hat{v}_{2 k+1}^{j}=v_{k}^{j-1}-\frac{1}{8}\left(v_{k-1}^{j-1}-v_{k+1}^{j-1}\right)
$$

Still for $N=1$, the prediction operator built using the polynomial $p_{2 N, 1}$ that interpolates the average on intervals $I_{j-1, k}, I_{j-1, k+1}, I_{j-1, k+2}$ leads to the following predictions:

$$
\hat{v}_{2 k, 1}^{j}=\frac{11}{8} v_{k}^{j-1}-\frac{1}{2} v_{k+1}^{j-1}+\frac{1}{8} v_{k+2}^{j-1} \text { and } \hat{v}_{2 k+1,1}^{j}=\frac{15}{8} v_{k}^{j-1}+\frac{1}{2} v_{k+1}^{j-1}-\frac{1}{8} v_{k+2}^{j-1} .
$$

Now, if we compute the difference between this shifted prediction and the centered one, we get:

$$
\begin{equation*}
\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j}=-\frac{1}{8} \Delta^{3} v_{k-1}^{j-1} \text { and } \hat{v}_{2 k, 1}^{j}-\hat{v}_{2 k}^{j}=\frac{1}{8} \Delta^{3} v_{k-1}^{j-1} . \tag{12}
\end{equation*}
$$

Similarly, we can define a prediction using the set of intervals shifted to the left and obtain the same kind of result. The equality (12) can then be generalized to any $N$ :
Proposition 5.2. Consider the prediction $\hat{v}_{k}^{j}$ (resp. $\hat{v}_{k, 1}^{j}$ ) obtained using $p_{2 N}$ (resp. $p_{2 N, 1}$ ), then we may write:

$$
\begin{aligned}
\hat{v}_{2 k, 1}^{j}-\hat{v}_{2 k}^{j} & =(-1)^{N-1} \Delta^{2 N+1} v_{k-N}^{j-1} \frac{1}{2^{4 N-1}}\binom{2 N-1}{N} \\
\hat{v}_{2 k+1,1}^{j}-\hat{v}_{2 k+1}^{j} & =-\left(\hat{v}_{2 k, 1}^{j}-\hat{v}_{2 k}^{j}\right)
\end{aligned}
$$

Proof. To consider the interpolation of the average on $I_{j-1, k+n}, n=-N, \cdots, N$ using the polynomial $p_{2 N}$ is equivalent to consider the primitive $P_{2 N}$ of $p_{2 N}$ such that $\bar{P}_{2 N}=2^{j-1} P_{2 N}$ interpolates $y_{0}=0, y_{1}=v_{k-N}^{j-1}, y_{2}=y_{1}+$ $v_{k-N+1}^{j-1}, \cdots, y_{2 N+1}=y_{2 N}+v_{k+N}^{j-1}$ respectively at $x_{0}=2^{-j+1}(k-N), x_{1}=$ $2^{-j+1}(k-N+1), x_{2}=2^{-j+1}(k-N+2), \cdots, x_{2 N+1}=2^{-j+1}(k+N+$ 1). Similarly, the interpolation of the average computed on the intervals $I_{j-1, k+n}, n=-N+1, \cdots, N+1$ using polynomial $p_{2 N, 1}$ is equivalent to consider its primitive $P_{2 N, 1}$ such that $\bar{P}_{2 N, 1}=2^{j-1} P_{2 N, 1}$ interpolates $\tilde{y}_{1}=$ $0, \tilde{y}_{2}=v_{k-N+1}^{j-1}, \tilde{y}_{3}=\tilde{y}_{2}+v_{k-N+2}^{j-1}, \cdots, \tilde{y}_{2 N+2}=\tilde{y}_{2 N+1}+v_{k+N+1}^{j-1}$ respectively at $x_{1}, x_{2}, \cdots, x_{2 N+2}=2^{-j+1}(k+N+2)$. Using the Newton form for each polynomial $\bar{P}_{2 N}$ and $\bar{P}_{2 N, 1}$ and remarking that the divided differences are such that: $\left[\tilde{y}_{1}, \tilde{y}_{2}, \cdots, \tilde{y}_{k}\right]=\left[y_{1}, y_{2}, \cdots, y_{k}\right]$ for all $k \leq 2 N+2$, we write:

$$
\begin{aligned}
\bar{P}_{2 N, 1}(x)-\bar{P}_{2 N}(x) & =-v_{k-N}^{j-1}+\left[y_{0}, \cdots, y_{2 N+2}\right]\left(x_{2 N+2}-x_{0}\right) \prod_{i=1}^{2 N+1}\left(x-x_{i}\right) \\
& =-v_{k-N}^{j-1}+\Delta^{2 N+1} v_{k-N}^{j-1} \frac{1}{(2 N+1)!\left(2^{-j+1}\right)^{2 N+1}} \prod_{i=1}^{2 N+1}\left(x-x_{i}\right) .
\end{aligned}
$$

In that framework, we also have:
$v_{k}^{j-1}=\bar{P}_{2 N}\left(2^{-j+1}(k+1)\right)-\bar{P}_{2 N}\left(2^{-j+1} k\right)=\bar{P}_{2 N, 1}\left(2^{-j+1}(k+1)\right)-\bar{P}_{2 N, 1}\left(2^{-j+1} k\right)$.
The centered prediction following (10) is:

$$
\begin{aligned}
\hat{v}_{2 k}^{j} & =2\left(\bar{P}_{2 N}\left(2^{-j+1}(k+1 / 2)\right)-\bar{P}_{2 N}\left(2^{-j+1} k\right)\right) \\
\hat{v}_{2 k+1}^{j} & =2\left(\bar{P}_{2 N}\left(2^{-j+1}(k+1)\right)-\bar{P}_{2 N}\left(2^{-j+1}(k+1 / 2)\right) .\right.
\end{aligned}
$$

Considering the leading coefficient of the polynomial $P_{2 N}$, one can check that the corresponding prediction operator reproduces polynomials of degree $2 N+1$. The definition of $\hat{v}_{2 k, 1}^{j}$ and $\hat{v}_{2 k+1,1}^{j}$ are identical to that of $\hat{v}_{2 k}^{j}$ and $\hat{v}_{2 k+1}^{j}$ replacing $P_{2 N}$ by $P_{2 N, 1}$. Then, computing the difference between $P_{2 N, 1}$ and $P_{2 N}$ and applying it at putting $x=2^{-j} k$, we get:

$$
\hat{v}_{2 k, 1}^{j}-\hat{v}_{2 k}^{j}=\Delta^{2 N+1} v_{k-N}^{j-1}(-1)^{N-1} \frac{1}{2^{4 N-1}}\binom{2 N-1}{N}
$$

As in the point-values setting, we can define $p_{2 N, q}$, for any $q$, by shifting the computation intervals and then predict using this polynomial. Following the same argument as previously, it leads to a Lipschitz-Linear prediction operator.

### 5.4. PPH scheme as Lipschitz-Linear Prediction Operator

In this section, we show that PPH and power-P schemes are examples of Lipschitz-Linear prediction operators (困). The PPH scheme is defined by:

$$
\left\{\begin{array}{c}
\hat{v}_{2 k+1}^{j}=\frac{v_{k+1}^{j-1}+v_{k}^{j-1}}{2}-\frac{1}{8} H\left(\Delta^{2} v_{k-1}^{j-1}, \Delta^{2} v_{k}^{j-1}\right)  \tag{13}\\
\hat{v}_{2 k}^{j}=v_{k}^{j-1}
\end{array}\right.
$$

where $H(x, y):=\frac{x y}{x+y}(\operatorname{sign}(x y)+1)$. Since $H$ satisfies $\left|H(x, y)-H\left(x^{\prime}, y^{\prime}\right)\right| \leq$ 2 max $\left\{\left|x-x^{\prime}\right|,\left|y-y^{\prime}\right|\right\}$, it is Lipschitz with respect to $(x, y)$ and since the linear scheme $\frac{v_{k+1}^{j}+v_{k}^{j-1}}{2}$ reproduces polynomials of degree 1 , the PPH-scheme is a Lipschitz-Linear prediction operator of order 2. The power-P scheme [26], is a generalization of the PPH -scheme replacing $H$ by

$$
H_{p}(x, y)=\left\{\begin{array}{c}
\frac{x+y}{2}\left(1-\left|\frac{x-y}{x+y}\right|^{p}\right), \quad x y>0 \\
0, \quad x y \leq 0,
\end{array}\right.
$$

where $H_{p}$ is still Lipschitz (see [26] for details on power-P scheme), and it is also a Lipschitz-Linear prediction operator of order 2.

## 6. Multi-Dimensional Lipschitz-Linear Prediction Operators on NonDyadic Grids

To illustrate the notion of Lipschitz-Linear prediction operators in the multivariate case, we introduce the concept of nonlinear prediction on nondyadic grids. The motivation to consider this type of grids are, for instance, better image compression results (see [8] and [19]). Having defined the grid $\Gamma^{j}=\left\{M^{-j} k, \quad k \in \mathbb{Z}^{d}\right\}$ using a dilation matrix $M$, we consider discrete quantities $v_{k}^{j}$ defined on each of these grids. They shall represent a certain approximation of a function $v$ at level $j$. As in the one-dimensional case, we will first evoke two kinds of examples: the point-values setting, corresponding to $v\left(M^{-j} k\right)$ and the cell-average setting where $v_{k}^{j}$ corresponds to a local average of $v$ over a neighborhood of $M^{-j} k$.

### 6.1. Quasi-Linear Prediction Operators Using Point-Values Interpolation

In what follows, we consider point-values multi-scale representations based on scales defined by the quincunx matrix:

$$
M=\left(\begin{array}{cc}
1 & 1  \tag{14}\\
1 & -1
\end{array}\right)
$$

To build a nonlinear prediction operator, we first consider the polynomial $p_{2}$ of degree 2 which interpolates $v$ on $\Gamma^{j-1}$ on the stencil $V^{1}=M^{-j+1}\{k, k+$ $\left.e_{1}, k+e_{2}, k+e_{1}+e_{2}, k+2 e_{1}, k+2 e_{2}\right\}$. Note that such a polynomial exists but this may not be the case with another stencil. Since $m=2$, there are two cosets associated with $M$ (i.e. $\mathbb{Z}^{2}=\left\{M k, k \in \mathbb{Z}^{2}\right\} \bigcup\left\{M k+e_{1}, k \in \mathbb{Z}^{2}\right\}$ ) and since we consider point-values multi-scale representations, we have $\hat{v}_{M k}^{j}=$ $v_{k}^{j-1}$. We predict $v_{M k+e_{1}}^{j}$ for $k \in \mathbb{Z}^{2}$ using $p_{2}$ :

$$
\begin{equation*}
\hat{v}_{M k+e_{1}}^{j, 1}=\frac{1}{2}\left(v_{k+e_{1}}^{j-1}+v_{k+e_{2}}^{j-1}\right)-\frac{1}{8}\left(v_{k+2 e_{1}}^{j-1}+v_{k+2 e_{2}}^{j-1}\right)+\frac{1}{4} v_{k+e_{1}+e_{2}}^{j-1} . \tag{15}
\end{equation*}
$$

Now, if we move the stencil by $-e_{1}$ or by $-e_{2}$, we obtain the respective stencils:

$$
\begin{aligned}
V^{2} & =M^{-j+1}\left\{k-e_{1}, k, k+e_{1}, k-e_{1}+e_{2}, k+e_{2}, k-e_{1}+2 e_{2}\right\} \\
V^{3} & =M^{-j+1}\left\{k-e_{2}, k-e_{2}+e_{1}, k-e_{2}+2 e_{1}, k, k+e_{1}, k+e_{2}\right\},
\end{aligned}
$$

and the corresponding predictions:

$$
\begin{aligned}
\hat{v}_{M k+e_{1}}^{j, 2} & =\frac{3}{8} v_{k+e_{1}}^{j-1}+\frac{3}{4} v_{k+e_{2}}^{j-1}-\frac{1}{8} v_{k-e_{1}+2 e_{2}}^{j-1} \\
\hat{v}_{M k+e_{1}}^{j, 3} & =\frac{3}{8} v_{k+e_{2}}^{j-1}+\frac{3}{4} v_{k+e_{1}}^{j-1}-\frac{1}{8} v_{k+2 e_{1}-e_{2}}
\end{aligned}
$$

After some simple computations, we obtain:

$$
\begin{align*}
& \hat{v}_{M k+e_{1}}^{j, 1}-\hat{v}_{M k+e_{1}}^{j, 2}=-\frac{1}{8} \Delta_{e_{1}} \Delta_{e_{2}}^{2} v_{k}^{j-1}+\frac{1}{8} \Delta_{e_{1}}^{2} \Delta_{e_{2}} v_{k+e_{1}-e_{2}}^{j-1}+\frac{1}{8} \Delta_{e_{1}}^{2} \Delta_{e_{2}} v_{k-e_{1}}-\frac{1}{8} \Delta_{e_{1}}^{3} v_{k-e_{1}}^{j-1} \\
& \hat{v}_{M k+e_{1}}^{j, 1}-\hat{v}_{M k+e_{1}}^{j, 3}=-\frac{1}{8} \Delta_{e_{2}} \Delta_{e_{1}}^{2} v_{k}^{j-1}+\frac{1}{8} \Delta_{e_{2}}^{2} \Delta_{e_{1}} v_{k+e_{1}-e_{2}}^{j-1}+\frac{1}{8} \Delta_{e_{2}}^{2} \Delta_{e_{1}} v_{k-e_{2}}^{j-1}-\frac{1}{8} \Delta_{e_{1}}^{3} v_{k-e_{2}}^{j-1} \cdot\left(\frac{1}{2}\right. \tag{16}
\end{align*}
$$

Note that the prediction operators just introduced, exactly reproduce polynomials of degree 2 and that the difference between $\hat{v}^{j, 1}$ and $\hat{v}^{j, 2}$ (resp. $\hat{v}^{j, 3}$ ) is a linear function of the differences of order 3 . Therefore these prediction operators are Lipschitz-Linear.

We generalize (16) through the following Proposition:
Property 6.1. Let $S_{l}$ and $\tilde{S}_{l}$ be two local and linear prediction operators satisfying exact polynomial reproduction of degree $N$ and defined by using $g$ and $\tilde{g}$ respectively. Then the difference between predictions $S_{l}$ and $\tilde{S}_{l}$ can be expressed as a linear combination of differences of order $N+1$
Proof. If $v_{l}^{j-1}=p(l)$ for some $p \in \prod_{N}$ we have:

$$
\sum_{l \in \mathbb{Z}^{d}}\left(g_{k-M l}-\tilde{g}_{k-M l}\right) v_{l}^{j-1}=0 \quad \forall k \in \mathbb{Z}^{d} .
$$

From this, we deduce that $\left(g_{k-M l}-\tilde{g}_{k-M l}\right)_{l \in \mathbb{Z}^{d}}$ is orthogonal to $\prod_{N}$. According to [17, Theorem 4.3, a potential basis is $\left\{\Delta^{\mu} \delta_{--l},|\mu|=N+1, l \in \mathbb{Z}^{d}\right\}$, so that we may write:

$$
g_{k-M l}-\tilde{g}_{k-M l}=\sum_{|\mu|=N+1} \sum_{l \in \mathbb{Z}^{d}} c_{l}^{\mu} \Delta^{\mu} \delta_{k-l}
$$

and then by composition we obtain, for any $v^{j-1}$ :

$$
\sum_{l \in F(k)}\left(g_{k-M l}-\tilde{g}_{k-M l}\right) v_{l}^{j-1}=\sum_{l \in F(k)} \sum_{|\mu|=N+1} c_{k}^{\mu} \Delta^{\mu} v_{l}^{j-1}
$$

### 6.2. Quasi-Linear Prediction Operators Using Cell-Average Interpolation

We now introduce a special version of multi-dimensional cell-average interpolation that leads to a Lipschitz-Linear prediction operator. Indeed, let us consider the following discretization:

$$
v_{k}^{j}=m^{j} \int v(x) \tilde{\varphi}\left(M^{j} x-k\right) d x
$$

where $M$ is the quincunx matrix and $\tilde{\varphi}$ is the characteristic function of $\left\{\lambda e_{1}+\right.$ $\left.\beta M e_{1}, 0 \leq \lambda \leq 1,0 \leq \beta \leq 1\right\}$. We define the polynomial $p_{2}$ of degree 2 such that:

$$
\begin{equation*}
v_{k+n}^{j-1}=m^{j-1} \int p_{2}(x) \tilde{\varphi}\left(M^{j-1} x-k-n\right) d x \quad n=-e_{1}-e_{2}, 0, e_{1}+e_{2} \tag{17}
\end{equation*}
$$

and then, we choose three other values for $n$ in the set $\left\{-e_{1},-2 e_{1}-e_{2}, e_{2}, e_{1}, 2 e_{1}+\right.$ $\left.e_{2},-e_{2}\right\}$ to define the polynomial $p_{2}$ completely (following the same interpolation condition as (17)). The prediction is then computed by:

$$
\hat{v}_{k}^{j}=m^{j} \int p_{2}(x) \tilde{\varphi}\left(M^{j} x-k\right) d x .
$$

In this particular case, regardless of the last three points chosen to define $p_{2}$, we obtain the so-called centered prediction:

$$
\begin{equation*}
\hat{v}_{M k}^{j}=v_{k}^{j-1}+\frac{1}{8}\left(v_{k-e_{1}-e_{2}}^{j-1}-v_{k+e_{1}+e_{2}}^{j-1}\right) \tag{18}
\end{equation*}
$$

and then by consistency:

$$
\begin{equation*}
\hat{v}_{M k+e_{1}}^{j}=v_{k}^{j-1}-\frac{1}{8}\left(v_{k-e_{1}-e_{2}}^{j-1}-v_{k+e_{1}+e_{2}}^{j-1}\right) . \tag{19}
\end{equation*}
$$

Now, let us consider the following stencils for prediction:

$$
\begin{aligned}
V^{1} & =\left\{-2 e_{1}-e_{2},-e_{1}, e_{2}, 0, e_{1}+e_{2}, q\right\} \text { for any } q \in\left\{-e_{2}, e_{1}, 2 e_{1}+e_{2}\right\} \\
V^{2} & =\left\{-2 e_{1}-e_{2},-e_{1}, e_{2},-e_{1}-e_{2}, 0, q\right\} \text { for any } q \in\left\{-e_{2}, e_{1}, 2 e_{1}+e_{2}\right\} \\
V^{3} & =\left\{q,-e_{1}-e_{2}, 0,-e_{2}, e_{1}, 2 e_{1}+e_{2}\right\} \text { for any } q \in\left\{-2 e_{1}-e_{2},-e_{1}, e_{2}\right\} \\
V^{4} & =\left\{q, 0, e_{1}+e_{2},-e_{2}, e_{1}, 2 e_{1}+e_{2}\right\} \text { for any } q \in\left\{-2 e_{1}-e_{2},-e_{1}, e_{2}\right\} .
\end{aligned}
$$

This leads to the predictions:

$$
\begin{aligned}
v_{M k, 1}^{j} & =\frac{1}{8}\left(v_{k-2 e_{1}-e_{2}}^{j-1}+v_{k+e_{2}}^{j-1}\right)-\frac{1}{4}\left(v_{k-e_{1}}^{j-1}+v_{k+e_{1}+e_{2}}^{j-1}\right)+\frac{5}{4} v_{k}^{j-1} \\
v_{M k, 2}^{j} & =-\frac{1}{8}\left(v_{k-2 e_{1}-e_{2}}^{j-1}+v_{k+e_{2}}^{j-1}\right)+\frac{1}{4}\left(v_{k-e_{1}}^{j-1}+v_{k-e_{1}-e_{2}}^{j-1}\right)+\frac{3}{4} v_{k}^{j-1} \\
v_{M k, 3}^{j} & =-\frac{1}{8}\left(v_{k-e_{2}}^{j-1}+v_{k+2 e_{1}+e_{2}}^{j-1}\right)+\frac{1}{4}\left(v_{k+e_{1}}^{j-1}+v_{k-e_{1}-e_{2}}^{j-1}\right)+\frac{3}{4} v_{k}^{j-1} \\
v_{M k, 4}^{j} & =\frac{1}{8}\left(v_{k+2 e_{1}+e_{2}}^{j-1}+v_{k-e_{2}}^{j-1}\right)-\frac{1}{4}\left(v_{k+e_{1}+e_{2}}^{j-1}+v_{k+e_{1}}^{j-1}\right)+\frac{5}{4} v_{k}^{j-1} .
\end{aligned}
$$

Then, if we compute the difference between these predictions and the centered one, we get:

$$
\begin{align*}
v_{M k}^{j}-v_{M k, 1}^{j} & =\frac{1}{8} \Delta_{e_{1}} \Delta_{M e_{1}}^{2} v_{k-2 e_{1}-e_{2}}^{j-1} \\
v_{M k}^{j}-v_{M k, 2}^{j} & =-\frac{1}{8} \Delta_{e_{1}} \Delta_{M e_{1}}^{2} v_{k-2 e_{1}-e_{2}}^{j-1} \\
v_{M k}^{j}-v_{M k, 3}^{j} & =\frac{1}{8} \Delta_{e_{1}} \Delta_{M e_{1}}^{2} v_{k-e_{1}-e_{2}}^{j-1} \\
v_{M k}^{j}-v_{M k, 4}^{j} & =-\frac{1}{8} \Delta_{e_{1}} \Delta_{M e_{1}}^{2} v_{k-e_{1}-e_{2}}^{j-1} . \tag{20}
\end{align*}
$$

The differences at $M k+e_{1}$ are derived using the consistency property. Note that these prediction operators reproduce polynomials of degree 2 , and considering the centered one as their linear part we deduce that any of these prediction operators are Lipschitz-Linear.

### 6.3. Multi-Dimensional PPH Scheme as Lipschitz-Linear Prediction Operators

In this section, we consider the bi-dimensional PPH-scheme which is:

$$
\hat{v}_{M k+e_{1}}^{j}=\left\{\begin{array}{c}
\frac{v_{k}^{j-1}+v_{k+M e_{1}}^{j-1}}{2}-\frac{1}{8} H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right) \\
\hat{v}_{M k}^{j}=v_{k}^{j-1}
\end{array}\right.
$$

Note that the linear part of the prediction operator is obtained by considering an affine interpolation polynomial at $v_{k}^{j-1}, v_{k+e_{1}}^{j-1}$ and $v_{k+e_{1}+e_{2}}^{j-1}$ and thus reproduces polynomials of degree 1. Since the perturbation is a Lipschitz function of the differences of order 2 , this multi-dimensional prediction operator is Lipschitz-Linear of order 2. In [2], another generalization of the PPH-scheme to the bidimensional case is proposed:

$$
\begin{align*}
& \hat{v}_{M k+e_{1}}^{j, 1}=\frac{v_{k}^{j-1}+v_{k+M e_{1}}^{j-1}-\frac{1}{8} H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right)}{2} \\
& \hat{v}_{M k+e_{1}}^{j, 2}=\frac{v_{k+e_{1}}^{j-1}+v_{k+e_{2}}^{j-1}}{2}-\frac{1}{8} H\left(\Delta_{M e_{2}}^{2} v_{k+e_{2}}^{j-1}, \Delta_{M e_{2}}^{2} v_{k+e_{2}-M e_{2}}^{j-1}\right), \tag{21}
\end{align*}
$$

and $v_{M k}^{j}=v_{k}^{j-1}$. The choice between the first and the second prediction is a function of the finite differences of order 3 in the direction $M e_{1}$ or $M e_{2}$. Note that

$$
\frac{v_{k}^{j-1}+v_{k+M e_{1}}^{j-1}}{2}=\frac{v_{k+e_{1}}^{j-1}+v_{k+e_{2}}^{j-1}}{2}+\frac{1}{2} \Delta_{e_{2}} \Delta_{e_{1}} v_{k}^{j-1}
$$

which again means that the prediction (2) corresponds to a Lipschitz-Linear prediction operator assuming its linear part corresponds to prediction (1).

## 7. Convergence Theorems

In what follows, for two positive quantities $A$ and $B$ depending on a set of parameters, the relation $A \lesssim B$ implies the existence of a positive constant $C$, independent of the parameters, such that $A \leq C B$. Also $A \sim B$ means $A \lesssim B$ and $B \lesssim A$.

The convergence theorems are obtained by studying the difference operators associated to Lipschitz-Linear prediction operators. The existence of such difference operators is ensured by the following theorem:

Theorem 7.1. Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$ then there exists a multi-dimensional local operator $S^{(N+1)}$ such that:

$$
\Delta^{N+1} S v=S^{(N+1)} \Delta^{N+1} v
$$

Proof. Since $S$ reproduces polynomials of degree $N$, the existence of $S^{(N+1)}$ was already proved in [21]. What is particular here is the form for the differences of order $N+1$ :

$$
\begin{aligned}
\Delta^{N+1}\left(S v_{M k+i}\right) & =\Delta^{N+1}\left(S_{l} v_{M k+i}\right)+\Delta^{N+1} \Phi_{i}\left(\Delta^{N+1} v_{k+p_{1}}, \cdots, \Delta^{N+1} v_{k+p_{q}}\right) \\
& =\left(S_{l}^{(N+1)}\right)_{i} \Delta^{N+1} v_{k}+\Delta^{N+1} \Phi_{i}\left(\Delta^{N+1} v_{k+p_{1}}, \cdots, \Delta^{N+1} v_{k+p_{q}}\right)
\end{aligned}
$$

From which, we deduce:

$$
S_{i}^{(N+1)} w_{k}=\left(S_{l}^{(N+1)}\right)_{i} w_{k}+\Delta^{N+1} \Phi_{i}\left(w_{k+p_{1}}, \cdots, w_{k+p_{q}}\right)
$$

Note that the previous theorem shows the existence of the operator for the differences of order $k$ for all $k \leq N+1$. To study the convergence of the iteration (3), we introduce the definition of the joint spectral radius for difference operators:

Definition 7.1. Let us consider a Lipschitz-Linear prediction operator $S$ of order $N+1$. The joint spectral radius in $\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}$ of $S^{k}$, for $k \leq N+1$ is
given by

$$
\begin{align*}
\rho_{p}\left(S^{k}\right) & :=\inf _{j \geq 0}\left\|\left(S^{k}\right)^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r} r_{k}^{d}\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}^{1 / j} \\
& =\inf \left\{\rho,\left\|\Delta^{k} S^{j} v\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}\right. \\
& \left.\lesssim \rho^{j}\left\|\Delta^{k} v\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}, \forall v \in \ell^{p}\left(\mathbb{Z}^{d}\right)\right\} . \tag{22}
\end{align*}
$$

In all the theorems that follows $v_{j}(x)=\sum_{k \in \mathbb{Z}^{d}} v_{k}^{j} \varphi_{j, k}(x)$, where $\varphi$ satisfies (4) with $g$ associated to the linear prediction operator $S_{l}$ (see (5)). We first need to establish some extensions to the non-separable case of results obtained in [20]:

Lemma 7.1. Let $S$ be a Lipschitz-linear prediction operator of order $N+1$. Then, for any $k \leq N+1$

$$
\begin{equation*}
\left\|v_{j+1}-v_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim m^{-j / p}\left(\left\|\Delta^{k} v^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}+\left\|e^{j+1}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) . \tag{23}
\end{equation*}
$$

Moreover, if $\rho>\rho_{p}\left(S^{(k)}\right)$,

$$
\begin{equation*}
\left\|\Delta^{k} v^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}} \lesssim \rho^{j}\left(\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j} \rho^{-l}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) . \tag{24}
\end{equation*}
$$

Proof. Using the definition of functions $v_{j}(x)$ and the scaling equation (4), we get that $v_{j+1}(x)-v_{j}(x)$ is given by:

$$
\begin{aligned}
& =\sum_{k} v_{k}^{j+1} \varphi_{j+1, k}(x)-\sum_{k} v_{k}^{j} \varphi_{j, k}(x) \\
& =\sum_{i \in \operatorname{coset}(M)} \sum_{k}\left(\left(S v^{j}\right)_{M k+i}+e_{M k+i}^{j+1}\right) \varphi_{j+1, M k-i}(x)-\sum_{k} v_{k}^{j} \sum_{l} g_{l-M k} \varphi_{j+1, l}(x) \\
& =\sum_{i \in \operatorname{coset}(M)} \sum_{k}\left(\left(S v^{j}\right)_{M k+i}-\sum_{l} g_{M(k-l)+i} v_{l}^{j}\right) \varphi_{j+1, M k-i}(x)+\sum_{k} e_{k}^{j+1} \varphi_{j+1, k}(x) .
\end{aligned}
$$

Since $S$ is a Lipschitz-Linear prediction operator of order $N+1$, we get:

$$
\begin{aligned}
\| \sum_{k}\left(\left(S v^{j}\right)_{M k+i}\right. & \left.-\sum_{l} g_{M(k-l)+i} v_{l}^{j}\right) \varphi_{j+1, M k-i}(x) \|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \lesssim m^{-j / p}\left\|\Phi_{i}\left(\Delta^{N+1} v_{+p_{1}}^{j}, \cdots, \Delta^{N+1} v_{+p_{q}}^{j}\right)\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \\
& \lesssim m^{-j / p}\left\|\bar{\Phi}_{i}\left(\Delta^{k} v_{\cdot+\bar{p}_{1}}^{j}, \cdots, \Delta^{k} v_{++\bar{p}_{\bar{q}}}^{j}\right)\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \lesssim m^{-j / p}\left\|\Delta^{k} v^{j}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} .
\end{aligned}
$$

The proof of (23) is thus complete. Note that we have used

$$
\begin{equation*}
\left\|\Phi_{i}\left(\Delta^{N+1} v_{\cdot+p_{1}}^{j}, \cdots, \Delta^{N+1} v_{\cdot+p_{q}}^{j}\right)\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}=\left\|\bar{\Phi}_{i}\left(\Delta^{k} v_{\cdot+\bar{p}_{1}}^{j}, \cdots, \Delta^{k} v_{\cdot+\bar{p}_{\bar{q}}}^{j}\right)\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}, \tag{25}
\end{equation*}
$$

where $\bar{\Phi}_{i}$ is Lipschitz with respect to its argument. This is due to the fact that higher order finite differences can be expressed as linear combinations of lower order differences. To prove (24), we note that:

$$
\begin{aligned}
\left\|\Delta^{k} v^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}} & \lesssim\left\|S^{(k)} \Delta^{k} v^{j-1}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}+\left\|\Delta^{k} e^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}} \\
& \lesssim \rho\left\|\Delta^{k} v^{j-1}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r d} k}+\left\|\Delta^{k} e^{j}\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r} k}^{k} \\
& \lesssim \rho^{j}\left(\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j} \rho^{-l}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) .
\end{aligned}
$$

Now, using the above lemma, we are able to prove:
Theorem 7.2. Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$. Assume that $\rho_{p}\left(S^{(k)}\right)<m^{1 / p}$, for some $k \leq N+1$ and that

$$
\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{j>0} m^{-j / p}\left\|e^{j}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}<\infty .
$$

Then, the limit function $v$ belongs to $L^{p}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\|v\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{j>0} m^{-j / p}\left\|e^{j}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \tag{26}
\end{equation*}
$$

Proof. From estimates (23) and (24) one has, in particular

$$
\begin{equation*}
\left\|v_{j+1}-v_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim m^{-j / p} \rho^{j}\left(\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j+1} \rho^{-l}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) \tag{27}
\end{equation*}
$$

for $\rho>\rho_{p}\left(S^{(k)}\right)$. Considering $k$ such that $\rho_{p}\left(S^{(k)}\right)<m^{1 / p}$ and then by
choosing $\rho$ such that $\rho_{p}\left(S^{(k)}\right)<\rho<m^{1 / p}$ we get successively:

$$
\begin{aligned}
\|v\|_{L^{p}\left(\mathbb{R}^{d}\right)} & \leq\left\|v_{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\sum_{j \geq 0}\left\|v_{j+1}-v_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \lesssim \mathbb{Z 7}\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{j \geq 0} m^{-j / p} \rho^{j}\left(\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j+1} \rho^{-l}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) \\
& \lesssim\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\left(\sum_{j \geq 0}\left(m^{-1 / p} \rho\right)^{j}+1\right)+\sum_{l>0}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \rho^{-l} \sum_{j>l}\left(m^{-1 / p} \rho\right)^{j} \\
& \lesssim\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l>0}\left\|e^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} m^{-l / p} .
\end{aligned}
$$

Remark 7.1. Usually the convergence in $L^{p}$ is associated to the condition $\rho\left(S^{(1)}\right)<m^{1 / p}$. With a Lipschitz - Linear prediction operator of order $N+1$, the convergence in $L^{p}\left(\mathbb{R}^{d}\right)$ is ensured provided $\rho\left(S^{(k)}\right)<m^{1 / p}$, for some $k \leq$ $N+1$. This remark is of interest since there is no link between upper bounds of $\rho\left(S^{(k)}\right)$ and of $\rho\left(S^{(k+1)}\right)$.

The above remark, leads to a new inverse theorem in Besov spaces.
Theorem 7.3. Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$. Assume that $\rho_{p}\left(S^{(k)}\right)<m^{1 / p-s / d}$ for some $s \geq N$ and some $k \leq N+1$, and also that $\left(v^{0}, e^{1}, e^{2}, \ldots\right)$ satisfies

$$
\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\left\|\left(m^{(s / d-1 / p) j}\left\|\left(e_{k}^{j}\right)_{k \in \mathbb{Z}^{d}}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right)_{j>0}\right\|_{\ell^{q}\left(\mathbb{Z}^{d}\right)}<\infty .
$$

Then, the limit function $v$ belongs to $B_{p, q}^{s}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\|v\|_{B_{p, q}^{s}\left(\mathbb{R}^{d}\right)} \lesssim\left\|v^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\left\|\left(m^{(s / d-1 / p) j}\left\|\left(e_{k}^{j}\right)_{k \in \mathbb{Z}^{d}}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right)_{j>0}\right\|_{\ell q\left(\mathbb{Z}^{d}\right)} . \tag{28}
\end{equation*}
$$

The proof of (28) is similar to that of Theorem 3 [21] replacing $\Delta^{N+1}$ by $\Delta^{k}$, so we will not expand on this here. The novelty of the approach is, on the one hand, that the property on the spectral radius has to be verified only for some $k \leq N+1$ but not necessarily for $k=N+1$ and, on the other hand, that the prediction operator does not necessarily reproduce exactly polynomials (this is directly due to Lemma 7.1).

## 8. Stability in $L^{p}$ and Besov spaces

In applications, the multi-scale data may be corrupted by some process. Since our model is nonlinear the inverse theorems does not ensure the stability. We develop here the stability results for our new nonlinear formalism. To this end, we consider two data sets $\left(v^{0}, e^{1}, e^{2}, \cdots\right)$ and ( $\tilde{v}^{0}, \tilde{e}^{1}, \tilde{e}^{2}, \cdots$ ) corresponding to two reconstruction processes:

$$
v^{j}=S v^{j-1}+e^{j} \text { and } \tilde{v}^{j}=S \tilde{v}^{j-1}+\tilde{e}^{j} .
$$

In that context, we recall the definition of $v$ as the limit of $v_{j}(x)=\sum_{k \in \mathbb{Z}^{d}} v_{k}^{j} \varphi_{j, k}(x)$, with $\varphi_{j, k}(x)=\varphi\left(M^{j} x-k\right)($ and similarly for $\tilde{v})$.

### 8.1. Stability in $L^{p}$ spaces

First, we study the stability of the multi-scale representation in $L^{p}\left(\mathbb{R}^{d}\right)$, which is stated by the following theorem:

Theorem 8.1. Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$, and suppose that $\rho_{p}\left(S^{(k)}\right)<m^{1 / p}$ for some $k \leq N+1$. Assume that $v_{j}$ and $\tilde{v}_{j}$ converge to $v$ and $\tilde{v}$ in $L^{p}\left(\mathbb{R}^{d}\right)$ respectively and also that:

$$
\begin{equation*}
\left\|\Delta^{k}\left(v^{j}-\tilde{v}^{j}\right)\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)^{r_{k}^{d}}} \lesssim \rho^{j}\left(\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=0}^{j-1} \rho^{-l}\left\|e^{l}-\tilde{e}^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) \tag{29}
\end{equation*}
$$

holds for some $\rho_{p}\left(S^{(k)}\right)<\rho<m^{1 / p}$. Then, we have:

$$
\begin{equation*}
\|v-\tilde{v}\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim\left\|v^{0}-\tilde{v}^{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\sum_{l=1}^{j} \rho^{-l}\left\|e^{l}-\tilde{e}^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \tag{30}
\end{equation*}
$$

Proof. Note that the difference $v_{j}-\tilde{v}_{j}$ is given by:
$\sum_{i \in \operatorname{coset}(M), p \in \mathbb{Z}^{d}}\left(S_{l}\left(v^{j-1}-\tilde{v}^{j-1}\right)_{M p+i}+\bar{\Phi}_{i}\left(\Delta^{k} v_{p+\bar{p}_{1}}^{j-1}, \cdots, \Delta^{k} v_{p+\bar{p}_{\bar{q}}}^{j-1}\right)+\left(e_{M p+i}^{j}-\tilde{e}_{M p+i}^{j}\right)\right) \varphi_{j, M p-i}(x)$,
where we have used the identity (25). It follows that $v_{j}-\tilde{v}_{j}$ is

$$
\begin{aligned}
& =\sum_{i \in \mathbb{Z}^{d}, p \in \mathbb{Z}^{d}} g_{k-M i}\left(v_{i}^{j-1}-\tilde{v}_{i}^{j-1}\right) \varphi_{j, p}(x) \\
& +\sum_{i \in \operatorname{coset}(M), p \in \mathbb{Z}^{d}}\left(\tilde{\Phi}_{i}\left(\Delta^{k} v_{p+p_{1}}^{j-1}, \cdots, \Delta^{k} v_{p+p_{q}}^{j-1}\right)+\left(e_{M p+i}^{j}-\tilde{e}_{M p+i}^{j}\right)\right) \varphi_{j, M p-i}(x) \\
& =\sum_{p \in \mathbb{Z}^{d}}\left(v_{p}^{j-1}-\tilde{v}_{p}^{j-1}\right) \varphi_{j-1, p}(x) \\
& +\sum_{i \in \operatorname{coset}(M), p \in \mathbb{Z}^{d}}\left(\tilde{\Phi}_{i}\left(\Delta^{k} v_{p+p_{1}}^{j-1}, \cdots, \Delta^{k} v_{p+p_{q}}^{j-1}\right)+\left(e_{M p+i}^{j}-\tilde{e}_{M p+i}^{j}\right)\right) \varphi_{j, M p-i}(x) .
\end{aligned}
$$

From this we deduce that:

$$
\left\|v_{j}-\tilde{v}_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq\left\|v_{j-1}-\tilde{v}_{j-1}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+m^{-j / p}\left(\left\|\Delta^{k}\left(v^{j-1}-\tilde{v}^{j-1}\right)\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}}+\left\|e^{j}-\tilde{e}^{j}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right)
$$

using the fact that $\bar{\Phi}_{i}$ is lipschitz and the inequality

$$
m^{(-j+1) / p}\left\|v^{j-1}-\tilde{v}^{j-1}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)} \leq\left\|v_{j-1}-\tilde{v}_{j-1}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} .
$$

Then using hypothesis (29), we get:

$$
\left\|v_{j}-\tilde{v}_{j}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq\left\|v_{j-1}-\tilde{v}_{j-1}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+m^{-j / p} \rho^{j}\left(\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j} \rho^{-l}\left\|e^{l}-\tilde{e}^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right)
$$

Since $\rho m^{-1 / p}<1$ :

$$
\|v-\tilde{v}\|_{L^{p}\left(\mathbb{R}^{d}\right)} \quad \lesssim\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l>0} \rho^{-l}\left\|e^{l}-\tilde{e}^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}
$$

Remark 8.1. Similarly to the convergence theorem, to use a Lipschitz Linear operator of order $N+1$ implies that the stability in $L^{p}\left(\mathbb{R}^{d}\right)$ is ensured as soon as $\rho\left(S^{(k)}\right)<m^{1 / p}$ for some $k \leq N+1$. Let us stress that we have the same condition $\rho\left(S^{(k)}\right)<m^{1 / p}$ for inverse and stability theorems (see Remark 7.1). Furthermore, we still not require the exact polynomial reproduction of degree $N$ contrary to the results in [21].

### 8.2. Stability in Besov spaces

In view of the inverse inequality (28), to show the stability, it seems natural to seek an inequality of type:

$$
\begin{equation*}
\|v-\tilde{v}\|_{B_{p, q}^{s}\left(\mathbb{R}^{d}\right)} \lesssim\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\left\|\left(m^{(s / d-1 / p) j}\left\|e^{j}-\tilde{e}^{j} .\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right)_{j>0}\right\|_{\ell^{q}\left(\mathbb{Z}^{d}\right)} . \tag{31}
\end{equation*}
$$

We now state without proof a stability theorem in Besov space $B_{p, q}^{s}\left(\mathbb{R}^{d}\right)$ :
Theorem 8.2. Let us assume that $S$ is a Lipschitz-Linear prediction operator of order $N+1$ such that $\rho_{p}\left(S^{(k)}\right)<m^{1 / p-s / d}$ for some $s>N$ and some $k \leq N+1$ and assume that

$$
\begin{equation*}
\left\|\Delta^{k}\left(v^{j}-\tilde{v}^{j}\right)\right\|_{\left(\ell^{p}\left(\mathbb{Z}^{d}\right)\right)^{r_{k}^{d}}} \lesssim \rho^{j}\left(\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\sum_{l=1}^{j} \rho^{-l}\left\|e^{l}-\tilde{e}^{l}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}\right) \tag{32}
\end{equation*}
$$

for some $\rho_{p}\left(S^{(k)}\right)<\rho<m^{1 / p-s / d}$. Then, the function $v-\tilde{v}$ belongs to $B_{p, q}^{s}\left(\mathbb{R}^{d}\right)$. Moreover, we obtain for that $\rho$ :

$$
\begin{equation*}
\left.\|v-\tilde{v}\|_{B_{p, q}^{s}\left(\mathbb{R}^{d}\right)} \lesssim\left\|v^{0}-\tilde{v}^{0}\right\|_{\ell^{p}\left(\mathbb{Z}^{d}\right)}+\|\left(\rho^{-j}\left\|\left(e_{k}^{j}-\tilde{e}_{k}^{j}\right)_{k \in \mathbb{Z}^{d}}\right\|_{\ell p} \mathbb{Z}^{d}\right)\right)_{j>0} \|_{\ell^{q}\left(\mathbb{Z}^{d}\right)} . \tag{33}
\end{equation*}
$$

The proof is the same as that of Theorem 3 of [21] except that we do not require the exact polynomial reproduction.

## 9. $(\mathcal{A}, I)$-Compatible Nonlinear Prediction Operators

Given families of multi-indices $I$ and of vectors $\mathcal{A}$, we define:

$$
\Delta^{\mathcal{A}_{I}}=\left\{\Delta_{a_{1}}^{i_{1}} \cdots \Delta_{a_{p}}^{\iota_{p}}, a_{k} \in \mathcal{A}, i_{k} \in I\right\} .
$$

In other words, $\Delta^{\mathcal{A}_{I}}$ is a difference operator computed with respect to the family of vectors $\mathcal{A}$ and orders given by $I$. Then, we have the definition of $(\mathcal{A}, I)$-compatible nonlinear prediction operator:

Definition 9.1. A nonlinear prediction operator $S$ is called $(\mathcal{A}, I)$-compatible if there exists a local linear prediction operator $S_{l}$ and if it satisfies

$$
(S v)_{M k+i}=\left(S_{l} v\right)_{M k+i}+\Phi_{i}\left(\Delta^{\mathcal{A}_{I}} v_{k+p_{1}}, \cdots, \Delta^{\mathcal{A}_{I}} v_{k+p_{q}}\right) \quad \forall i \in \operatorname{coset}(M)
$$

where $\left\{p_{1}, \cdots, p_{q}\right\}$ is a fix set, $\Phi_{i}$ are Lipschitz functions and if there exists an operator $S_{l}^{\mathcal{A}_{I}}$ satisfying:

$$
\Delta^{\mathcal{A}_{I}} S_{l} v=S_{l}^{\mathcal{A}_{I}} \Delta^{\mathcal{A}_{I}} v
$$

From its definition, the operator $S$ admits an operator $S^{\mathcal{A}_{I}}$. We also remark that Lipschitz - Linear operators of order $N+1$ are $(\mathcal{A}, I)$-compatible with $I=\{i ;|i|=N+1\}$ and $\mathcal{A}=\left\{e_{1}, \ldots, e_{d}\right\}$.

Note that we can extend all the notions described in the previous sections for Lipschitz-Linear prediction operators to ( $\mathcal{A}, I$ )-compatible prediction operators (i.e. multi-scale representation, joint spectral radius of $S^{\mathcal{A}_{I}}$, convergence and stability theorems). For instance, in Theorem 7.3, if the prediction operator is $(\mathcal{A}, I)$-compatible, then the result is true provided that $\rho_{p}\left(S^{\mathcal{A}_{I}}\right)<m^{1 / p-s / d}$.

The interest of using the notion of $(\mathcal{A}, I)$-compatibility is to provide proofs of convergence where the classical approach fails, as shown in the next section. The $(\mathcal{A}, I)$-compatibility also enables to significantly reduce the number of computed differences in the study of joint spectral radius for convergence theorems. Note also that the compatibility notion is not related to polynomial reproduction for prediction operator, which makes it a new tool for analysis. From practical point of view, given a prediction operator we first identify its type (i.e. Lipschitz-Linear or $(\mathcal{A}, I)$-compatible) and then proceed to the analysis of the corresponding multi-scale representation.

## 10. Applications

### 10.1. Convergence of One-Dimensional Scheme

In one dimension, the notion of $(\mathcal{A}, I)$-compatibility does not make sense. Our point is to give an illustration of the new convergence Theorem 7.1 on the multi-scale representation based on PPH Lipschitz-Linear prediction operator. Since the PPH prediction operator is Lipschitz-Linear of order 2, the convergence in $L^{\infty}$ occurs when $\rho_{\infty}\left(S^{(k)}\right)<1$ for $k=1$ or $k=2$. It is shown in [4] Proposition 2, that the PPH-scheme is uniformly convergent because $\rho_{\infty}\left(S^{(1)}\right) \leq \frac{1}{2}$. However, the proof involves complex computations whereas the expression of $S^{(2)}$ is particularly simple:

$$
\begin{aligned}
\left(S^{(2)} w\right)_{2 i} & =\frac{1}{4} H\left(w_{i-1}, w_{i}\right) \\
\left(S^{(2)} w\right)_{2 i+1} & =\frac{w_{i}}{2}-\frac{1}{8}\left(H\left(w_{i-1}, w_{i}\right)+H\left(w_{i}, w_{i+1}\right)\right)
\end{aligned}
$$

As in [5], since $|H(x, y)| \leq|\max (x, y)|$, we immediately get: $\rho_{\infty}\left(S^{(2)}\right)<\frac{3}{4}$, which is a much simpler proof for $L^{\infty}$ convergence.

Based on this simple expression of $S^{(2)}$ we propose a new proof of $L^{p}$ convergence. Indeed, we may write assuming that $p \geq 1$ :

$$
\begin{aligned}
\left|\left(S^{(2)} w\right)_{2 i}\right|^{p} & \leq \frac{1}{4^{p}} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|\right)^{p} \\
\left|\left(S^{(2)} w\right)_{2 i+1}\right|^{p} & \leq\left(\frac{1}{2}\left|w_{i}\right|+\frac{1}{8} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|\right)+\frac{1}{8} \max \left(\left|w_{i}\right|,\left|w_{i+1}\right|\right)^{p}\right. \\
& \leq\left(\frac{1}{2}\left|w_{i}\right|+\frac{1}{4}\left(\frac{1}{2} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|+\frac{1}{2} \max \left(\left|w_{i}\right|,\left|w_{i+1}\right|\right)\right)^{p}\right.\right. \\
& \leq \frac{1}{2}\left|w_{i}\right|^{p}+\frac{1}{4} \frac{1}{2^{p}} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|\right)^{p}+\frac{1}{4} \frac{1}{2^{p}} \max \left(\left|w_{i}\right|,\left|w_{i+1}\right|\right)^{p}
\end{aligned}
$$

The last inequality being obtained because we have a convex combination. Now, to obtain an upper bound, we note:

$$
\sum_{i \in \mathbb{Z}} \frac{1}{4^{p}} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|\right)^{p}+\frac{1}{2}\left|w_{i}\right|^{p}+\frac{1}{4} \frac{1}{2^{p}} \max \left(\left|w_{i-1}\right|,\left|w_{i}\right|\right)^{p}+\frac{1}{4} \frac{1}{2^{p}} \max \left(\left|w_{i}\right|,\left|w_{i+1}\right|\right)^{p}
$$

The larger coefficient in the sum is obtained when $\left|w_{i}\right|$ is larger than $\left|w_{i-1}\right|$ and $\left|w_{i+1}\right|$, leading to the coefficient $\frac{1}{4^{p}}+\frac{1}{2}+\frac{1}{2} \frac{1}{2^{p}}$. The multi-scale is $L^{p}$ convergent for $p \geq 1$, if $p$ satisfies $\frac{1}{2}+\frac{1}{2} \frac{1}{2^{p}}+\frac{1}{4^{p}}<2$, which is true for any $p \geq 1$.

### 10.2. Convergence of Bidimensional PPH Multi-scale Representations

We study the convergence of bidimensional PPH multi-scale representations with prediction operator given by (34). We already noticed that the prediction operator is Lipschitz-Linear, we now notice that it is $(\mathcal{A}, I)$ compatible with $\mathcal{A}=\left\{e_{1}, M e_{1}\right\}$ and $I=\{(0,2),(2,0)\}$, where $M$ is the quincunx matrix. Therefore, to prove the convergence we only study the joint spectral radius of $S^{\mathcal{A}_{I}}$. To this end, we compute the differences of order 2 in the directions $\left\{e_{1}, M e_{1}\right\}$, which are given by:

$$
\begin{aligned}
\Delta_{e_{1}}^{2} v_{M k}^{j} & =\frac{1}{4} H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right) \\
\Delta_{e_{1}}^{2} v_{M k+e_{1}}^{j} & =\frac{1}{2} \Delta_{M e_{1}}^{2} v_{k}^{j-1}-\frac{1}{8}\left(H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right)+H\left(\Delta_{M e_{1}}^{2} v_{k+M e_{1}}^{j-1}, \Delta_{M e_{1}}^{2} v_{k}^{j-1}\right)\right) \\
\Delta_{M e_{1}}^{2} v_{M k}^{j} & =\Delta_{e_{1}}^{2} v_{k}^{j-1} \\
\Delta_{M e_{1}}^{2} v_{M k+e_{1}}^{j} & =\frac{1}{2}\left(\Delta_{1}^{2} v_{k}^{j-1}+\Delta_{1}^{2} v_{k+M e_{1}}^{j-1}\right)+\frac{1}{4} H\left(\Delta_{M e_{1}}^{2} v_{k+e_{1}}^{j-1}, \Delta_{M e_{1}}^{2} v_{k+e_{1}-M e_{1}}^{j-1}\right) \\
& -\frac{1}{8}\left(H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right)+H\left(\Delta_{M e_{1}}^{2} v_{k+2 e_{1}}^{j-1}, \Delta_{M e_{1}}^{2} v_{k+2 e_{1}-M e_{1}}^{j-1}\right)\right) .
\end{aligned}
$$

We then compute $\rho_{\infty}\left(S^{\mathcal{A}_{I}}\right)$. Remarking as previously that $|H(x, y)| \leq \max (|x|,|y|)$ and also that this upper bound is attained for $x=y$, we get $\rho_{\infty}\left(S^{\mathcal{A}_{I}}\right)=$ $\sqrt{\left(\frac{1}{2}+\frac{1}{4}\right)\left(1+\frac{1}{2}\right)}=\sqrt{\frac{9}{8}}>1$. The first term of the product corresponds to the difference in the direction $e_{1}$, while the second to the direction $M e_{1}$. It is essential to note that the direction $e_{1}$ at level $j$ becomes the direction $M e_{1}$ at level $j+1$ which makes, in this case, the computations particularly simple.

Going further, we modify the PPH scheme defined in (34) as follows

$$
\hat{v}_{M k+e_{1}}^{j}=\left\{\begin{array}{c}
\frac{v_{k}^{j-1}+v_{k+M e_{1}}^{j-1}}{2}-\omega H\left(\Delta_{M e_{1}}^{2} v_{k}^{j-1}, \Delta_{M e_{1}}^{2} v_{k-M e_{1}}^{j-1}\right)  \tag{34}\\
\hat{v}_{M k}^{j}=v_{k}^{j-1}
\end{array}\right.
$$

where $0<\omega<\frac{\sqrt{2}-1}{4}$. With this choice for $\omega$, the convergence in $L^{\infty}$ of the multi-scale representation immediately follows. Note that it does not involve the mixed differences $\Delta_{e_{1}} \Delta_{M e_{1}}$.

For the $L^{p}$ convergence, we study:

$$
\begin{equation*}
\left.a:=\sum_{k \in \mathbb{Z}^{2}}\left(\Delta_{M e_{1}}^{2} v_{M k+e_{1}}^{j}\right)^{p}+\left(\Delta_{M e_{1}}^{2} v_{M k}^{j}\right)^{p}+\left(\Delta_{e_{1}}^{2} v_{M k}^{j}\right)^{p}+\Delta_{M e_{1}}^{2} v_{M k+e_{1}}^{j}\right)^{p} . \tag{35}
\end{equation*}
$$

As in the one-dimensional study, straightforward computations give the following upper bound for $a$ :

$$
\left(\frac{1}{2}+2 \frac{1}{2^{p}}\right) \sum_{k \in \mathbb{Z}^{2}}\left(\Delta_{1}^{2} v_{k}^{j}\right)^{p}+\left(6 \frac{1}{8^{p}}+4 \frac{1}{4^{p}}+\frac{1}{2^{p}}+\left(\frac{3}{4}\right)^{p}\right) \sum_{k \in \mathbb{Z}^{2}}\left(\Delta_{M e_{1}}^{2} v_{k}^{j}\right)^{p}
$$

Recalling that $m=2$, we get a $L^{p}$ convergent representation when $\rho_{p}\left(S^{\mathcal{A}_{I}}\right)<$ $2^{\frac{1}{p}}$, for which a sufficient condition is:

$$
\max \left(\frac{1}{2}+2 \frac{1}{2^{p}}, 6 \frac{1}{8^{p}}+4 \frac{1}{4^{p}}+\frac{1}{2^{p}}+\left(\frac{3}{4}\right)^{p}\right)<2 .
$$

This is always true when $p \geq 1.37$. To get the convergence property for any $p$, it suffices to make the same reasoning as for $L^{\infty}$ convergence, and replace the factor $\frac{1}{8}$ in the definition of the PPH scheme by an appropiate $\omega$.

## 11. Conclusion

In this paper, we have introduced a new formalism for nonlinear and nonseparable multi-scale representations. The introduced formalism includes
classical nonlinear multi-scale representations such as ENO and those based on PPH or power-P schemes. In our context, the nonlinear prediction operators are perturbations of some linear prediction operator. These perturbations are modeled by Lipschitz functions depending on finite differences whose order depends on the degree of the polynomials reproduced by the linear prediction operator plus one. In the paper, we called these particular kind of prediction operators Lipschitz-Linear. We gave several illustrations in one and multi-dimensional cases of such prediction operators and also enounced the convergence and stability theorems associated to these representations. We put forward new conditions on the joint spectral radii of difference operators for both convergence and stability. We also introduced the notion of ( $\mathcal{A}, I$ )-compatible prediction operators which behaves like Lipschitz-Linear ones in terms of convergence and stability. We saw in applications that the $(\mathcal{A}, I)$-compatibility of prediction operators sometimes makes the proofs of convergence easier. In spite the convergence and stability theorems apply to non-interpolatory prediction operators, future works should involve the search for convergent examples of non-interpolatory multi-scale representations based on either Lipschitz-Linear or $(\mathcal{A}, I)$-compatible prediction operators.
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