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Abstract

We propose in this article a continuous approach to model
functional-structural plant growth based on the discrete
GreenLab model. The continuous dynamics is driven by a
system of differential equations with respect to calendar
time, with a continuous mechanism of senescence intro-
ducing delay terms. A numerical scheme for solving the
system is studied, and applied to sugar beet to compare
different approximation methods including the classical dis-
crete model. With a higher precision, the simulation based
on the continuous approach reveal significant differences
with the discrete model. Moreover, an approximation of the
continuous model is derived with a daily time step, which
makes it suitable for agronomy applications.

1. Introduction

Functional-structural plant models (FSPM) combine plant
architecture description with ecophysiological processes
([1]). In models of this type, organogenesis is traditionally
computed as a discrete process, based on parallel rewriting
formal grammars ([2], [3] for seminal works or [4] more
recently). In particular, the previous versions of the Green-
Lab growth model have chosen the growth cycle (that is to
say the thermal time between the appearance of successive
growth units) as the time unit to formulate the growth
dynamics in a discrete recurrent system ([5], [6]).

This approach of discretization may involve some prob-
lems, which we endeavour to overcome by proposing a con-
tinuous model of plant growth derived from the GreenLab
model.

First, physiological processes, that govern plant mor-
phology, are driven by environmental factors (temperature,
photosynthetically active radiation, etc) which continuously
vary with calendar time. Typically, the environmental data
are collected daily, and we would also expect to have daily
outputs of the growth model ([7], [8]). Growth cycle does not
correspond to a constant time step with respect to calendar
time and may vary from several days to a year for different
plants. Thus, discrete models based on the architectural
growth cycle may prove to be inconvenient and inaccurate in

landscape and crop applications for which interactions with
a changing environment have to be taken into account ([9]).

Inaccuracies are also introduced by modeling the interac-
tions between plant morphology and physiological processes
in a discrete way. For example, in previous versions of
GreenLab, the biomass produced by photosynthesis during
a cycle is calculated according to the foliar surface area at
the end of the previous cycle, and blades stop functioning
brutally at the end of their functioning time.

In Section 2, we describe a continuous adaptation of
the GreenLab model. We formulate biomass variation with
respect to calendar time in the form of integral and differ-
ential equations, first for the total foliar mass of the plant,
then for each organ. Blade senescence is also modeled in
a continuous way, which introduces a delay term in the
differential equations.

Then we propose a numerical scheme to solve the equa-
tions for accumulated foliar mass, by dividing the time
axis into intervals, to specify the presence of the two
major factors (photosynthesis and blade senescence), and
also to adapt the numerical resolution for delay differential
equations.

At last, we present simulation results on different test
cases for sugar beet, in order to compare various approx-
imation schemes for the continuous model and the discrete
model.

2. A continuous model of plant growth

2.1. Calendar time versus thermal time

The choice of time unit is crucial to describe the interac-
tion of plant growth with the environment. The variations of
the environment are best described as functions of calendar
time, while plant development and organ expansion are
closely related to thermal time ([10]), defined as:

τ(t) :=
∫ t

0

max(0, T (s)− Tb)ds

with Tb the base temperature.
Growth cycles are defined by the appearance of new

architectural growth units ([11]). A growth unit is composed



of a determined number of different types of organs that
we suppose given by an organogenesis model not described
here (see for example [6]). Let No(k) denote the number of
organs of type o (o = b, i, p, r for blade, internode, petiole,
and root respectively) generated at the k−th cycle. Generally
for crops, the thermal time elapsing between successive
appearances of phytomers can be considered as constant and
is called phyllochron. It is denoted by γ and is regarded as
the growth cycle in GreenLab. In the following, we consider
that organogenesis increments occur at integer multiples of
γ. The thermal expansion time of each type of organ is
assumed to be constant, denoted by τo.

2.2. Production

We consider that τ(0) = 0 at plant initiation, and thus
at plant emergence, τ(t) = γ. After emergence (the initial
period before emergence is treated in section 2.5), we
assume that the cumulated dry matter Q(t) produced by
photosynthesis till time t (t ∈ [τ−1(γ),∞[) is given by the
differential equation:

dQ(t)
dt

=
dE(t)
dt

α(1− exp(−βS(t))) (1)

with E(t) a function of the environment. Here we take
E(t) = PAR(t) where PAR(t) denotes the incident
photosynthetically active radiation accumulated since plant
emergence till t, and is assumed to equal 0.48 times the
global incident radiation ([12]). S(t) is the total leaf surface
area of the plant at time t, and α, β are empirical coefficients,
as detailed in Section 4. This equation derives from the
discrete model ([13]).

Blades are also assumed to have a constant specific blade
mass e, i.e. S(t) = Qb(t)

e , Qb denoting the accumulated
active foliar mass.

2.3. Allocation

At time t, dQ(t)
dt is distributed to each organ proportionally

to its sink strength ([14]). We define sink strength functions
as continuous versions of those defined in [14]. The sink
strength of an organ of type o, is a function of its thermal
age u, given by:

Po(u) = pofao,bo
(u)

for 0 ≤ u ≤ τo, and Po(u) = 0 otherwise. po is organ
base sink strength, and fao,bo

is the normalized beta function
defined as:

fao,bo
(u) =

1
Mo

(
u

τo

)ao−1(
1− u

τo

)bo−1

with Mo := supu∈[0,τo](
u
τo

)ao−1(1− u
τo

)bo−1.

Therefore, when plant has thermal age u (u = 0 at plant’s
initiation), the demand of all the organs of type o is the sum
of all their sink strengths:

Po(u) =
∑
k∈N

No(k)Po(u− kγ) (2)

Finally, we denote:

D(u) :=
∑

o=b,i,p,r

Po(u)

the total demand of the plant at thermal time u.
If qo,k denotes the accumulated biomass allocated to an

organ of type o appeared at cycle k (either from seed
biomass or from photosynthesis), then we have for time
t ∈ [τ−1(γ),∞[:

dqo,k(t)
dt

=
Po(τ(t)− kγ)

D(τ(t))
dQ(t)
dt

(3)

2.4. A new formulation of plant senescence adapted
to the continuous model

Contrary to the discrete GreenLab model that considers
that organs die instanteneously at the end of their lifespan,
we introduce a new model of progressive senescence, de-
scribing more precisely the gradual death of tissues. Such
idea is actually considered in other so-called discrete models
([15], [16]). Here we assume that all organ tissues have the
same longevity τseno , corresponding to the period between
its initiation and beginning of senescence ([17]).

We consider in the following that internodes and root do
not get senescent (τseni = τsenr =∞). Therefore senescence
only concerns leaves, and we take the same senescence time
for both blades and petioles (τsenb = τsenp = τsen). This case
corresponds to Sugar Beet growth ([13]), that is considered
in our numerical tests.

If Qo,k is the accumulated mass of the organ o initiated at
cycle k, according to the senescence mechanism described
we get for o = b, p and t ∈ [τ−1(τsen),+∞[:

dQo,k(t)
dt

=
dqo,k
dt

(t)− dqo,k
dt

(η(t)) (4)

with η(t) := τ−1(τ(t)− τsen).
And when o = b, p and t ∈ [0, τ−1(τsen)[, or when o =

i, r and t ∈ [0,+∞[:

dQo,k(t)
dt

=
dqo,k
dt

(t) (5)

From (1)-(5), we can see that, after plant’s emergence, the
dynamics of Qb drives that of the whole system. Thus in
what follows, we concentrate on the variations of Qb.



2.5. The initial phase

During cycle 0, that is to say from plant’s initiation till
its emergence (visual appearance of the first phytomer),
we assume that the seed distributes its mass uniformly in
thermal time to organs of the first growth unit, therefore for
t ∈ [0, τ−1(γ)[:

Qb(t) =
∫ τ(t)

0

Qseed

γ

Pb(u)
D(u)

du (6)

Qseed denoting the seed mass.

2.6. A delay system

By summarizing the above, we get the complete evolution
of accumulated foliar mass. Namely, after the initial phase
formulated by (6), foliar mass has a pure growth phase till
blades start to fade: for t ∈ [τ−1(γ), τ−1(τsen)[,

dQb(t)
dt

= F (t, Qb(t)) (7)

where:

F (t, Qb(t)) :=
P̄b
D̄

(t)
dPAR(t)

dt
α

(
1− exp

(
−β
e
Qb(t)

))
t ∈ [τ−1(γ),∞[. With P̄o(t) := Po(τ(t)), o = b, i, p, r, and
D̄(t) := D(τ(t)).

Then senescence should be taken into account. Its mech-
anism has been presented in section 2.3. As a delay effect
of cycle 0, we have for t ∈ [τ−1(τsen), τ−1(τsen + γ)[:

dQb(t)
dt

= F (t, Qb(t))−
Qseed

γ

P̄b
D̄

(η(t)) (8)

And at last for t ∈ [τ−1(τsen + γ),+∞[:

dQb(t)
dt

= F (t, Qb(t))− F (η(t), Qb(η(t))) (9)

We remark in particular that (8) and (9) are delay differ-
ential equations, with (6) and (7) as initial functions (see
[18]).

3. Numerical approximation

3.1. General scheme

Now we show briefly how to solve these equations nu-
merically, in particular by adapting the delay term .

The time axis is first divided into intervals on which are
defined equation (6)-(9). Then, as explained below, the last
phase [τ−1(τsen + γ),+∞[ is divided again into intervals
corresponding to the the thermal time of senescence τsen,
to adapt the numerical solution of (9).

All the numerical schemes are one-step methods. We
choose a constant time step h for all these equations, except

for the last step of each interval. After a maximal number
of steps of length h, we take the remaining time as the last
step of the interval, to cover it completely without overlap
with the next interval.

The integral (6) can be easily approximated, for example
by the trapezium rule, and we can apply Runge-Kutta
methods to solve the relevant ordinary differential equations
(7).

As for the phase after emergence, we propose to solve
the delay differential equations with the method of steps
(see [18]). For this purpose, we divide the time axis into
intervals [tk, tk+1[:

tk := τ−1(kτ sen), k = 0, 1, . . .

By interpolating the solutions of (6) and (7), we get the
approximated value of Qb on the whole interval [t0, t1[,
then (8) and (9) can be written in the following form on
on [t1, t2[: the form of:

dQb(t)
dt

= F (t, Qb(t))−G(t) (10)

It involves a function G which has already been approxi-
mated. Then we apply Runge-Kutta to (10) on [t1, t2[, we
interpolate and we move to [t2, t3[, etc.

As for the calculation at organ level, it is similar with that
of Qb for t ∈ [0, τ−1(γ)[. For t ∈ [τ−1(γ),+∞[, it is in the
form of:

dQo,k(t)
dt

= H(t, Qb(t))

by using equations (1)-(5), so that Qo,k can be fully approx-
imated once Qb is solved.

3.2. The daily model

As usually the available environmental data for temper-
ature and PAR are given daily, we specifically derive the
numerical approximation of our continuous model for a daily
time step, i.e. h = 1 when solving (6)-(9). This particular
scheme shall prove useful for agronomic applications. And
we detail in this example case how environmental functions
are approximated.

If T̄ (i) :=
∫ i+1

i
T (t)dt is the average temperature of day

i, then we approximate τ(t) as:

τ(t) ≈
E(t)∑
i=0

T̄ (i) + (t−E(t))T̄ (E(t))

E(t) denoting the integer part of t.
As for PAR, we will take for all i ∈ N:

dPAR(t)
dt

≈ PAR(i), t ∈ [i, i+ 1[

with PAR(i) := PAR(i+ 1)− PAR(i).
We remark that methods requiring intermediate value

within a step like Simpson for integral approximation or



fourth-order Runge-Kutta for differential equation solution
are not necessary, since temperature and dPAR are approx-
imated constantly within a step.

4. A test case on sugar beet

Simulations are carried out based on the GreenLab model
of sugar beet growth [13], in order to compare the impact
of different methods when calculating biomass production
and accumulated organ masses. For different environmental
conditions, we simulate biomass production, foliar mass
and root mass with three methods: first the discrete model
adapted to take into account the gradual senescence mech-
anism mentioned in Section 2.4, and then the continuous
model by solving numerically the dynamic equations on one
hand with Euler’s method and and on the other hand with
Second-order Runge-Kutta method (Heun’s method).

For organogenesis, each growth unit of Sugar Beet con-
tains a blade and a petiole, thus we have in (2) Nb(k) =
Np(k) = 1 for all k and Nr(0) = 1, Nr(k) = 0 for k > 0.
And Tb = 0◦C.

We simulate for 83 growth cycles in all simulations.
Table 1 lists values of all constant parameters. With µ the
empirical coefficient related to the radiation use efficiency, k
the Beer-Lambert extinction coefficient and Sp the empirical
coefficient corresponding to a characteristic surface, that
specify the parameters in equation (1) as:

α := µSp, β :=
k

Sp

4.1. Numerical studies

In this section, we highlight the comparison among the
three approximation methods. We consider a constant tem-
perature T̄ ≡ 17◦C and γ = 34◦C.days, therefore h = 2
corresponds to a growth cycle. We denote the constant
PAR received at each growth cycle by PARGC for the
discrete model. If PARday = 1

2PARGC , the discrete model
and the numerical discretization of the continuous model
have the same time step and environmental conditions.
Three simulations are shown in Figure 1.-3., by varying the
PARGC .

For the convenience of description, we refer to the early
phase of plant growth as the increasing phase when mass
production increases and we refer to the late growth phase
as the decreasing phase. Finally, the saturated phase cor-
responds to the intermediate phase when plant production
saturates. The analysis of Figure 1.-3. reveals some interest-
ing points which are discussed below.

1) For the cumulated biomass production Q(t) (cor-
responding to the integral of the production curve
in Figures 1.-3.) there is an important gap between
RK2 and Euler in the increasing phase for all three

Table 1. Parameters for discrete and continuous
simulations of sugarbeet growth ([13])

Parameter Value Unit

µ 16.8 g/MJ

k 0.7 -

Sp 0.023 m2

e 0.0083 g/cm2

Qseed 0.003 g

γ 34 ◦C.days

pb 1 -

pp 0.842 -

pr 400 -

ab 5.4 -

bb 5 -

ap 3.96 -

bp 5 -

ar 6 -

br 3.7 -

τb 680 ◦C.days

τp 680 ◦C.days

τr 4080 ◦C.days

τsen 1020 ◦C.days

simulations. Recalling that when solving (1) in the
form of:

dQ(t)
dt

= f(t, Q(t)) (11)

RK2 yields:

QRKtn+1
= QRKtn +

k1 + k2

2
h

with k1 := f(tn, Qtn), k2 := f(tn + h,Qtn + k1h).
While Euler yields:

QEtn+1
= QEtn + k1h

Note that qtn+1 := Qtn+1 −Qtn for the mass produc-
tion during time step n+ 1 in our tests, it is given by
the production curve in Figures 1.-3. If qRKtn = qEtn ,
then:

qRKtn+1
− qEtn+1

=
h

2
[f(tn + h, yn + k1h)− f(tn, yn)]

As f increases in t during the increasing phase,
production by RK2 rises more quickly than that by
Euler. Moreover, if the saturated phase is reached (see
Figure 3. ), then in the decreasing phase RK2 declines
more quickly than Euler, since f decreases in t during
the decreasing phase.



Figure 1. Biomass production, green leaf mass and
root mass according to the growth cycle (= time step)
for PARGC ≡ 7.5MJ/m2.

2) Allocation favours blades at the early stages of plant
growth, thus the gap between RK2 and Euler in the
increasing phase has repercussions on foliar mass.

3) For root mass, the gap between RK2 and Euler is
smaller for bigger PAR. The reason is that in the
late stages, the leaf surface area is important enough to
yield an almost constant biomass production rate dQ(t)

dt
(given in the differential equation (11)), thus there
is little difference between RK2 and Euler methods.
Allocation to root is bigger in the late stages, therefore
the root mass increases almost linearly during the
saturated phase (see Figure 3.).

4) There is little difference between Euler and discrete
method, while the differences are bigger with RK2.
Actually, it comes out to be the same discretized
formula of biomass production for both Euler’s and
discrete methods in these test cases. However, alloca-
tion is instantaneous in Euler’s method, while for the
discrete model, biomass partitioning is computed in
the middle of each cycle.

Figure 2. Biomass production, green leaf mass and
root mass according to the growth cycle (= time step)
for PARGC ≡ 10MJ/m2.

4.2. Simulation with real environmental data

We used typical data observed in the north of France for
T̄ and PARday for a standard period of sugar beet growth
(beginning of April to beginning of October). Simulation
results are shown in Figure 4 for 83 growth cycles corre-
sponding here to 170 days. We remark that in this realistic
case, PARday is big enough for a saturated phase to appear.

5. Discussion

We proposed a continuous version of the GreenLab
functional model to improve the model’s precision and the
description of the interactions with the environment. We
also compared Euler’s and RK2 schemes with the classical
discrete GreenLab. The differences may be quite significant
which leads to consider that the RK2 scheme shall be
preferred.

The environmental data are usually available daily. For
this reason, the daily approximation of the continuous model
(detailed in Section 3.2) with RK2 should prove useful



Figure 3. Biomass production, green leaf mass and
root mass according to the growth cycle (= time step)
for PARGC ≡ 20MJ/m2.

for most applications. For specific studies, for example in
greenhouses when environmental data are collected at very
fine scales and ecophysiological processes modelled with far
more details, choosing a time step smaller than a day would
be possible and more appropriate.

A key point in the development of predictive models is
parameter stability. If the process studied is continuous, and
the corresponding model is given by an inaccurate approx-
imation, the parametric estimation from experimental data
will also be inaccurate, leading to problems in parameter
stability, for example parameter values that depend on the
chosen time step. In this prospect, the proposed version of
the GreenLab model should bring some key improvements
over the discrete model.

Other more realistic senescence models may also be
considered. Depending on the chosen model for senescence,
some adaptations should be done to the delay system,
without major difficulties.

Finally, we have only studied so far the continuous
formulation of the functional part of GreenLab. In Section
2.1, we have explicitly considered that organogenesis occurs

Figure 4. Biomass production, green leaf mass and root
mass calculated daily for real T̄ and PARday.

at integer multiples of the phyllochron (or more generally
of a constant thermal time increment). It clearly implies that
the underlying organogenesis model is discrete. It would
be interesting to integrate continuous organogenesis in this
model with a continuous stochastic process of phytomer
initiation.
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[4] C. Loi and P.-H. Cournède, “Generating functions of stochas-
tic L-systems and application to models of plant devel-
opment,” Discrete Mathematics and Theoretical Computer
Science Proceedings, vol. AI, pp. 325–338, 2008.

[5] P. de Reffye, M. Goursat, J. Quadrat, and B. Hu, “The
Dynamic Equations of the Tree Morphogenesis Greenlab
Model,” INRIA, Tech. Rep. 4877, 2003.
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