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ISOMETRIC IMMERSIONS INTO LORENTZIAN PRODUCTS

JULIEN ROTH

Abstract. We give a necessary and sufficient condition for an n-dimensional Riemannian man-
ifold to be isometrically immersed into one of the Lorentzian products Sn

×R1 or Hn
×R1. This

condition is expressed in terms of its first and second fundamental forms, the tangent and nor-
mal projections of the vectical vector field. As applications, we give an equivalent condition in
a spinorial way and we deduce the existence of a one-parameter family of isometric maximal
deformation of a given maximal surface obtained by rotating the shape operator.

1. Introduction

A fundamental question in the theory of submanifolds is to know when a (pseudo)-Riemannian
manifold can be isometrically immersed in a given ambient space. In the case where the ambient
space is a Riemannian space form, it is a well-known fact that the Gauss, Codazzi and Ricci
equations are necessary and sufficient (see [4, 15]). In particular for immersions of codimension 1,
the Ricci equation is trivial and the Gauss and Codazzi equations are equivalent to the existence
of a local isometric immersion into the desired space form. This fact is also true for psuedo-

Riemannian manifolds (see [12]). Namely, let (M
n+1

, g) be an orientable psuedo-Riemannian
manifold and (M, g) a hypersurface of M . We denote by ∇ and ∇ the Levi-Civita connections of

(M
n+1

, g) and (M, g) respectively and by R and R the associated curvature tensors. The shape
operator of M associated with the normal unit vector field ν is the symmetric (1, 1)-tensor S
defined by SX = −∇ν. Then, it is well-known that the following equations holds for any vector
fields X,Y, Z tangent to M :

(1) R(X,Y )Z = R(X,Y )Z + δ
(
g(SX,Z)SY − g(SY,Z)SX

)
,

(2) ∇XSY −∇Y SX − S[X,Y ] = R(X,Y )ν,

where δ = 1 is ν is space-like and δ = −1 if ν is time-like. These two equations are respectively
the Gauss and Codazzi equations. In the case where the ambient manifold is a space form of
curvature κ, they become

(3) R(X,Y )Z = κ
(
g(X,Z)Y − g(Y, Z)X

)
+ δ

(
g(SX,Z)SY − g(SY,Z)SX

)
,

(4) ∇XSY −∇Y SX − S[X,Y ] = 0.

Thus, the Gauss and Codazzi equations are defined intrinsically on M since they involve only the
first and second fundamental forms. Moreover, it is well-known that these two equations are also
sufficient conditions for (M, g) to be immersed locally and isometrically into the space form of
curvature κ and compatible signature with given fundamental forms g and S.
In the general case, the Gauss and Codazzi equations are not intrinsic because of the curvature
tensor of the ambient manifold. Nevertheless, in some special cases, for instance when the ambient
space is a Riemannian product of a space form with a real line M

n×R or a 3-dimensional homoge-
nous space, the Gauss and Codazzi equations can be expressed in an extrinsic way. Precisely, for
a hypersurface of M

n × R, the Gauss and Codazzi equations depend only on the first and second
fundamental form, the projection T of the vertical vector ∂t onto TM and its normal component
f = 〈∂t, ν〉. In [5], Daniel proved that these two equations together with two more equations give
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2 J. ROTH

a necessary and sufficient condition for a manifold M to be immersed locally and isometrically
into M

n × R. Namely, he showed the following

Theorem (Daniel [5]). Let (M, g) be an oriented, simply connected surface and ∇ its Riemannian
connection. Let S be field of symmetric endomorphisms Sy : TyM −→ TyM , T a vector field on
M and f a smooth function on M , such that ||T ||2 + f2 = 1. If (M, g, S, T, f) satisfies the Gauss
and Codazzi equations for M

n(κ) × R and fro all X ∈ X(M),

∇XT = FSX and df(X) = −〈SX, T 〉,

then, there exists an isometric immersion

F : M −→ M
2(κ) × R

so that the Weingarten operator of the immersion related to the normal ν is

dF ◦ S ◦ dF−1

and such that

∂t = dF (T ) + fν.

Moreover, this immersion is unique up to a global isometry of M
n(κ) × R which preserves the

orientation of R.

Remark 1. Note that contrary to the case of space forms, the Gauss and Codazzi equations are
not sufficient here. Indeed, the compatiblity equations require two additional equtions coming form
the fact that ∂t is parallel.

The first aim of this paper is to give such a fundamental theorem of hypersyrfaces for the case
of the Lorentzian products M

n(κ) × R1. We prove the following

Theorem 1. Let (M, g) be an oriented, simply connected Riemannian surface and ∇ its Rie-
mannian connection . Let S be field of symmetric endomorphisms Sy : TyM −→ TyM , T a vector
field on M and f a smooth function on M , such that ||T ||2 − f2 = −1. If (M, g, S, T, f) satisfies
the Gauss and Codazzi equations for M

n(κ) × R1 and the following equations

∇XT = fSX, df(X) = 〈SX, T 〉 ,

then, there exists an isometric immersion

F : M −→ M
n(κ) × R1

so that the Weingarten operator of the immersion related to the time-like normal ν is

dF ◦ S ◦ dF−1

and such that

∂t = dF (T ) + fν.

Moreover, this immersion is unique up to a global isometry of M
n(κ) × R1 which preserves the

orientation of R in the product.

For this, we use the fairly standard method based on differential forms first used by Cartan and
after by Tenenblat [15] or Daniel [5] for instance. Then, from Theorem 1, we prove the existence
of a one-parameter family of isometric maximal deformations of a given maximal surface into one
of the above Lorentzian product.
Finally, we give a spinorial version of this theorem as in the Riemannian case [6, 11, 14] and
generalzing the results of [8, 9] to 3-dimensional Lorentzian products.

2. Preliminaries

First of all, we fix our conventions for index and summation. Latin letters, i, j, k are integers
between 1 and n whereas Greek letters denote integer between 0 and n + 1. Therefore, for
summations, we have

∑
α uα = u0 + · · ·un+1 and

∑
j uj = u1 + · · ·un.
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2.1. The compatiblity equations. Let (Mn, g) be an oriented Riemannian hypersurface of
M

n(κ) × R1 with normal unit vector field ν. We denote by ∂t the vertical vector of M
n(κ) × R1,

that is, the unit vector field giving the orientation of R1 in M
n(κ) × R1. The projection of ∂t on

TM is denoted by T and its normal part is f . Therefore, we have ∂t = T + fν, with f = −〈∂t, ν〉
since 〈ν, ν〉 = −1. We can compute the curvature tensor of M

n(κ) × R1 for vector fields tangent
to M . We have the following:

Proposition 2.1. For any vector fields X,Y, Z,W ∈ Γ(TM), we have
〈
R(X,Y )Z,W

〉
= κ

(
〈X,Z〉 〈Y,W 〉 − 〈Y,Z〉 〈X,W 〉

+ 〈Y, T 〉 〈W,T 〉 〈X,Z〉 − ε 〈X,T 〉 〈Z, T 〉 〈Y,W 〉

− 〈X,T 〉 〈W,T 〉 〈Y,Z〉 + ε 〈Y, T 〉 〈Z, T 〉 〈X,W 〉
)

and
〈
R(X,Y )ν, Z

〉
= −fκ

(
〈Y,W 〉 〈X,T 〉 − 〈X,W 〉 〈Y, T 〉

)

Proof : Let X,Y, Z,W ∈ Γ(TM). We can write these vector fields as follows:

X = X̃ + x∂t, Y = Ỹ + y∂t, Z = Z̃ + z∂t, W = W̃ + w∂t,

with X̃, Ỹ , Z̃ and W̃ tangent to M
n(κ) and x, y, z and w some real-valued functions.

Since, ∂t is parallel, we have
〈
R(X,Y )Z,W

〉
=

〈
RMn(X̃, Ỹ )Z̃, W̃

〉

= κ
(
〈X̃, Z̃〉〈Ỹ , W̃ 〉 − 〈Ỹ , Z̃〉〈X̃, W̃ 〉

)

= κ
(
〈X − x∂t, Z − z∂t〉〈Y − y∂t,W − w∂t〉

−〈Y − y∂t, Z − z∂t〉〈X − x∂t,W − w∂t〉
)

Moreover, since the vector fields X,Y, Z and W are tangent to M and 〈∂t, ∂t〉 = −1, we have
x = −〈X,T 〉, y = −〈Y, T 〉, z = −〈Z, T 〉 and w = −〈W,T 〉. So, a straightforward computation
yields the first identity.
For the second identity, we denote, ν = ν̃ + n∂t with ν̃ tangent to M

n(κ). Clearly, we see that
n = −〈ν, ∂t〉 = f . So, we have

〈
R(X,Y )ν,W

〉
=

〈
RMn(X̃, Ỹ )ν̃, W̃

〉

= κ
(
〈X̃, ν̃〉〈Ỹ , W̃ 〉 − 〈Ỹ , ν̃〉〈X̃, W̃ 〉

)

= κ
(
〈X − x∂t, ν − f∂t〉〈Y − y∂t,W − w∂t〉

−〈Y − y∂t, ν − f∂t〉〈X − x∂t,W − w∂t〉
)

which gives easily the wanted identity. �

Now, using again the fact that the vector field ∂t is parallel, we get the following identities.

Proposition 2.2. For any X ∈ X(M), we have

(1) ∇XT = fSX,
(2) df(X) = 〈SX, T 〉.

Proof : Since ∂t = T + fν is parallel, we have

0 = ∇X∂t = ∇XT + df(X)ν + f∇Xν

= ∇XT −
〈
∇XT, ν

〉
ν + df(X)ν + f∇Xν

But, by definition, ∇Xν = −SX, so by identification of normal and tangential parts, we have
∇XT = fSX and df(X) =

〈
∇XT, ν

〉
= −

〈
∇Xν, T

〉
= 〈T, SX〉. This concludes the proof. �
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2.2. Moving frames. The main ingeredient to prove Theorem 1 is the technic of moving frames.
This tool is fairly standard and one can refer for instance to [16, 15, 13, 5].
Let (Mn, g) be a Riemannian manifold, ∇ its Levi-Civita connection and R its curvature tensor.
We consider a field of symmetric operators S on M . Let {e1, . . . , en} be a local orthonormal frame
on M and {ω1, · · · , ωn} its dual basis, i.,e., ωi(ek) = δi

k. We also define ωn+1 = 0 and the forms

ωi
j , ω

n+1
j , ωi

n+1 and ωn+1
n+1 by

ωi
j(ek) = 〈∇ek

ej , ei〉 , ωn+1
j (ek) = 〈S(ek), ej〉 , ω

j
n+1 = −ωn+1

j and ωn+1
n+1 = 0.

Obviously, we have

∇ek
ej =

∑

i

ωi
j(ek)ei and Sek =

∑

j

ωn+1
j (ek)ej .

Finally, we denote Ri
klj = 〈R(ek, el)ej , ei〉. Then, we have the following well-known structure

forumlas.

Proposition 2.3. We have

(5) dωi +
∑

a

ωi
a ∧ ωa = 0,

(6)
∑

a

ωn+1
a ∧ ωa = 0,

(7) dωi
j +

∑

a

ωi
a ∧ ωa

j = −
1

2

∑

k

∑

l

Ri
kljω

k ∧ ωl.

(8) dωn+1
j +

∑

a

ωn+1
a ∧ ωa

j = −
1

2

∑

k

∑

l

〈∇ek
Sel −∇el

Sek − S[ek, el], ej〉ω
k ∧ ωl.

These formulas are well-known. One can see [5] for a complete proof of these proposition.

2.3. Other facts about M
n(κ) × R1 and their hypersurfaces. In all this section, we will

consider (Mn, g) a hypersurface of M
n(κ) × R1. I We denote by R

p
1 the p-dimensional Lorentz

space, that is, R
p endowed with the metric

(dx0)
2 + · · · + (dxp−2)

2 − (dxp−1)2.

and R
p
2 the p-dimensional pseudo-Euclidean space of signature (p−2, 2), that is, R

p endowed with
the metric

−(dx0)
2 + (dx1)

2 + · · · + (dxp−2)2 − (dxp−1)2.

We have the following inclusions

S
n × R1 ⊂ R

n+1 × R1 = R
n+2
1 and H

n × R1 ⊂ R
n+1
1 × R1 = R

n+2
2 ,

where S
n and H

n are the respectively the sphere and the hyperbolic space of dimension n defined
by

S
n = {(x0, · · · , xn) ∈ R

n+1 | (x0)2 + · · · + (xn)2 = 1}, and

H
n = {(x0, · · · , xn) ∈ R

n+1
1 | − (x0)2 + · · · + (xn)2 = −1; x0 > 0}.

Thus, we set E
n+2 = R

n+2
1 if κ = 1 and E

n+2 = R
n+2
2 if κ = −1. With these notation, we have

M
n(κ) × R1 ∈ E

n+2.
Now, let (Mn, g) a Riemannian hypersurface of M

n(κ)×R1. We denote respectively by ∇, ∇ and

∇ the Levi-Civita connections of M , M
n(κ) × R1 and E

n+2. We consider ν the unit normal to
M

n(κ) × R1 into E
n+2, that is,

ν(x) = (x0, x1, · · · , xn, 0),

and ν the unit normal to M into M
n(κ) × R1. We denote by S and S the associated shape

operators, that is, S is defined by

∇XY = ∇XY+ < SX, Y > ν,
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i.e., SX = −κ∇Xν. Note that the sign κ comes for the fact that we have < ν, ν >= κ.
Let {e1, . . . , en} be a local orthonormal frame on M , en+1 = ν and e0 = ν. We consider the forms

ωi
j , ω

j
i , ω

i
n+1 and ωn+1

n+1 as above and in addition, we set

ω0
γ(ek) =< Sek, eγ >, and ω

γ
0 = −κω0

γ .

Since SX = −κ∇Xν = κ(−X − 〈X, ∂t〉 ∂t), we have

ω0
γ(ek) = −κ 〈ek, eγ〉 + κε 〈ek, ∂t〉 〈eγ , ∂t〉 .

Hence, by definition, we have ∇ek
eβ =

∑
α ω

α
β (ek)eα.

Now, let {E0, · · · , En+1} be a frame of E
n+2 so that 〈E0, E0〉 = κ, 〈Ej , Ej〉 = 1 for j ∈ {1, · · · , n}

and En+1 = ∂t (hence, 〈En+1, En+1〉 = −1). We denote by A ∈ Mn+2(R) the matrix whose
columns are the coordinates of the vectors eβ in the frame {E0, · · · , En+1}, i.e., eβ =

∑
αA

α
βEα.

Hence, we have

∇ek
eβ =

∑

α

dAα
βEα.

But, on the other hand, we have

∇ek
eβ =

∑

α,γ

ω
γ
β(ek)Aα

γEα,

which means that A−1dA = Ω, with Ω = (ωα
β ).

We set G = diag(κ, 1, · · · , 1,−1) ∈ Mn+2(R). We define the two following sets

S(En+2) =
{
Z ∈ Mn+2(R)| tZGZ = G, detZ = 1

}
,

and

s(En+2) =
{
H ∈ Mn+2(R)| tHG+GH = 0,

}
∼= so(En+2).

Moreover, we set S+(En+2) the connected component of the identity in S(En+2).
Thus, one can see easily that A ∈ S+(En+2) and Ω ∈ s(En+2).

3. The fundamental theorem of hypersurfaces

3.1. The compatibility equations. Let (Mn, g) be a simply connected Riemannian manifold
with a field of symmetric operators S, a vector field T and a smooth function f on M . From the
section of preliminaries, we introduce the following definition.

Definition 3.1. We say that (M, g, S, T, f) satisfies the compatibility equation fro M
n(κ)× R1 if

||T ||2 − f2 = −1 and for any X,Y, Z,W ∈ X(M),

R(X,Y )Z, = 〈SY,Z〉X − 〈SX,Z〉Y + κ
(
〈X,Z〉Y − 〈Y,Z〉X

)
(9)

+κ
(
〈Y, T 〉 〈X,Z〉T − 〈X,T 〉 〈Z, T 〉Y

+ 〈X,T 〉 〈Y, Z〉T + 〈Y, T 〉 〈Z, T 〉X
)

∇XSY −∇Y SX − S[X,Y ] = −fκ
(
〈X,T 〉Y − 〈Y, T 〉X

)
(10)

∇XT = fSX.(11)

df(X) = 〈SX, T 〉(12)

Remark 2. Note that by differentiating ||T ||2 − f2 = −1, we see that (11) implies (12) at any
point where f does not vanish.

Thus, Theorem 1 says that these compatibilty equations are a necessarey and sufficient condition
to the existence of a local isometric immersion into M

n(κ) × R1.
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3.2. Proof of Theorem 1. In order to simplify and without lost of generality, we can assume
that κ = 1 or κ = −1. We define ωi, ωn+1, ωi

j , ω
n+1
j , ωi

n+1 and ωn+1
n+1 as above and we set

E
n+2 =

{
R

n+2
1 ifκ > 0,

R
n+2
2 ifκ < 0.

Let {e0, · · · , en+1 = ∂t} be the canonical frame of E with |e0, |
2 = κ, |ei|

2 = 1 for i ∈ {1, · · · , n}
and |en+1|

2 = −1.
We also consider the following functions T k =< T, ek >, Tn+1 = −f and T 0 = 0, and the following
forms: ω0

j (ek) = κ(T jT k + δk
j ), ω0

n+1(ek) = −κfT k, ωi
0 = −κω0

i , ωn+1
0 = −κω0

n+1 and ω0
0 = 0.

Finally, we set σ(X) =< T,X >, that is, σ = T kωk and Ω = (ωα
β ) ∈ Mn+2(R).

Lemma 3.2. We have

dσ = 0.

Proof : Let X,Y ∈ Γ(TM), we have

dσ(X,Y ) = X(σ(Y )) − Y (σ(X)) − σ([X,Y ])

= < ∇XT, Y > − < ∇Y T,X >

= −f < SX, Y > +f < SY,X >

= 0,

because S is symmetric. �

Lemma 3.3. We have

dTα =
∑

β

T βωβ
α.

Proof : For α = 0, we have T 0 = 0 and then dT 0 = 0. Moreover, we have

∑

β

T βω
β
0 (ek) =

∑

j

T jω
j
0(ek) + Tn+1ωn+1

0 (ek)

=
∑

j

κ2(T jT k + δ
j
k)T j + κ2fTn+1T k

=
∑

j

(κ2T jT kT j) + κ2T k − κ2f2T k

= κ2T k
( ∑

j

(T j)2 + 1 − f2
)

= 0.

Indeed, we have,
∑

j(T
j)2 − f2 = |T |2 − f2 = −1.

For α = n+ 1, we have dTn+1(ek) = df(ek) = − < Sek, T >. On the other hand, we have

∑

β

T βω
β
n+1(ek) =

∑

j

T jω
j
n+1(ek) + T βωn+1

n+1(ek)

= −
∑

j

T jωn+1
j (ek)

= − < Sek, T >

= dTn+1(ek)
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Finally, for j ∈ {1, · · · , n},

dT j(ek) = ek < T, ej >

= < ∇ek
T, ej > + < T,∇ek

ej >

= −f < Sek, ej > +
∑

i

< T iei,∇ek
ej >

= −fωn+1
j (ek) +

∑

i

T iωi
j(ek)

= Tn+1ωn+1
j (ek) +

∑

i

T iωi
j(ek).

This achieves the proof. �

Lemma 3.4. We have

dΩ + Ω ∧ Ω = 0.

Proof : We set Φ = dΩ+Ω∧Ω. We recall that Ω = (ωα
β ). Then, from (7), we deduce immediately

Φj
i = ωi

n+1 ∧ ω
n+1
j + ωi

0 ∧ ω
0
j −

1

2

∑

k,l

Ri
kljω

k ∧ ωl.

But, the Gauss equation (9) is satisfied, that is,

Ri
klj = R

i

klj + ωn+1
j + ∧ωn+1

i (ek, el),

with

R
i

klj = κ(δk
j δ

l
i − δl

jδ
k
i + T lT iδk

j + T kT jδl
i − T kT iδl

j − T lT jδk
i ).

Moreover, a straightforward computation gives R
i

klj = ωi
0 ∧ ω

0
j (ek, el). Thus, from these last four

relations, we deduce that Φi
j = 0 for any i, j ∈ {1, · · · , n}.

Now, from (8), we have

Φn+1
j =

1

2

∑

k,l

〈∇ek
Sel −∇el

Sek − S[ek, el], ej〉ω
k ∧ ωl − ωn+1

0 ∧ ω0
n+1.

Since the Coddazzi equation is satisfied, we have

< ∇ek
Sel −∇el

Sek − S[ek, el], ej > = −fκ
(
T kδ

j
l − T lδ

j
k

)

= −κ
(
T lTn+1δ

j
k − T kTn+1δ

j
l

)

Moreover, a simple computation yields ωn+1
0 ∧ ω0

n+1(ek, el) = κ(T kTn+1δl
j − T lTn+1δk

j ). Thus,

we deduce Φn+1
j = 0.

Now, we will show that Φ0
n+1 = 0. First, we have by definition ω0

j = κ(T jσ+ωj). By Lemma 3.2,
we know that dσ = 0, so we deduce

dω0
j = κ(dT j ∧ σ + dωj) = κdT j ∧ σ − 1κ

∑

k

ω
j
k ∧ ωk,

where we have used (5). Thus, we get

Φ0
j (ep, eq) = dω0

j (ep, eq) +
∑

k

ω0
k ∧ ωk

j (ep, eq) + ω0
n+1 ∧ ω

n+1
j (ep, eq)

= κ
(
dT j(ep)σ(eq) − dT j(eq)σ(ep) − ωj

q(ep) + ωj
p(eq)

)

+κ
(
T p

∑

k

T kωk
j (eq) − T q

∑

k

T kωk
j (ep) + ω

p
j (eq) − ω

q
j (ep)

)

+κ
(
T pTn+1ωn+1

j (eq) − T qTn+1ωn+1
j (ep)

)
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Since σ(ep) = T p and σ(eq) = T q, we conclude by Lemma 3.3 with α = j that Φ0
j = 0.

Finally, we will prove that Φ0
n+1 = 0. For this, we recall that ω0

n+1 = κTn+1σ, so that, dω0
n+1 =

κdTn+1σ. Therefore, we get

Φ0
n+1(ep, eq) = dω0

n+1(ep, eq) +
∑

k

ω0
k ∧k

n+1 (ep, eq)

= κ
(
T qdTn+1(ep) − T pdTn+1(eq)

+κ
(
T p

∑

k

T kωk
n+1(eq) − T q

∑

k

T kωk
n+1(ep)

)

+κ
(
− ω

p
n+1(eq) + ω

q
n+1(ep)

)
.

Using the fact that S is symmetric and Lemma 3.3 with α = n+ 1, we conclude that Φ0
n+1 = 0.

To finish, it is obvious from the definition that Φ0
0 = Φn+1

n+1 = 0, and we achieve the proof by noting

that Φi
n+1 = −Φn+1

i . �

Let x ∈ M , we define Z(x) as the set of matrices Z ∈ S+(En+2) such that the coefficients of

the last line of Z are Zn+1
β = T β(x). Then, Z(x) is a manifold of dimension n(n+1)

2 . Indeed, this
comes from the fact that the map

F̃ : S+(En+2) −→ S(En+2)

Z 7−→ (Zn+1
β )β

with S(En+2) = {X ∈ E
n+2 | < X,X >= −1} is a submersion.

Now, we prove the following

Proposition 3.5. Assume that the compatibility equations for M
n(κ)×R1 are fulfiled. Let x0 ∈M

and A0 ∈ Z(x0). Then, there exists a neighbourhood U0 of x0 ∈M and a unique map A : U0 −→
S+(En+2) so that

A−1dA = Ω, A(x0) = A0 and ∀x ∈ U0, A(x) ∈ Z(x).

Proof : Let U a neighbourhood of x0 in M . We set

F =
{
(x, Z) ∈ U × S+(En+2) |Z ∈ Z(x)

}
.

Obviously, F is a manifold of dimension n+ n(n+1)
2 and the tangent space of F is given by

T(x,Z)F =
{

(u, ξ) ∈ TxU ⊕ TZS
+(En+2) | ξn+1

β = (dT β)x(u)
}
.

Without ambiguity, we denote by Z the projection U ×S+(En+2) −→ S+(En+2), and we consider
on F the matrix of 1-forms Θ = Z−1dZ − Ω. Thus, for (x, Z) ∈ F and (u, ξ) ∈ T(x,Z)F , we have

Θ(x,Z)(u, ξ) = Z−1ξ − Ωx(u). Finally, we set D(x, Z) = kerΘ(x,Z).

Claim: For any (x, Z) ∈ F , D(x, Z) has dimension n.
Indeed, first, we note that Θ belongs to s(En+2) as Ω and Z−1dZ. In addition, we have by Lemma
3.3

(ZΘ)n+1
β = dZn+1

β −
∑

γ

Zn+1
γ ω

γ
β = dT β −

∑

γ

Zn+1
γ ω

γ
β = 0.

Hence, Θ(x,Z) has values in the space H =
{
H ∈ s(En+2) | (ZH)n+1

β = 0
}

. But, H is of dimension

n(n+1)
2 since the map F defined above is a submersion and H ∈ H if and only if ZH ∈ ker (dF )Z .

Moreover, {(0, ZH) |H ∈ H} lies into T(x,Z)F and the restriction of Θ(x,Z) to this subspace is

just (0, ZH) 7−→ H. Hence, the map Θ(x,Z) is onto H, therefore, its rank is n(n+1)
2 and so the

dimension of its kernel is n, which proves the claim.
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Claim: The distribution D is integrable.
By Lemma 3.4, we have

dΘ = −Z−1dZ ∧ Z−1dZ − dΩ

= −(Θ + Ω) ∧ (Θ + Ω) − dΩ

= −Θ ∧ Θ − Θ ∧ Ω − Ω ∧ Θ.

From this, we deduce that if ξ1, ξ2 ∈ D, then dΘ(ξ1, ξ2) = 0. So, we deduce that

Θ([ξ1, ξ2]) = ξ1 · Θ(ξ2) − ξ2 · Θ(ξ1) − dΘ(ξ1, ξ2) = 0.

So this proves the claim since by Frobenius theorem, D is integrable.
Now, les A be the integral manifold through (x0, A0). If ξ ∈ T(x0,A0)S

+(En+2) is such that

(0, ξ) ∈ D(x0, A0) = TA0
A, thenA−1

0 = Θx0,A0)(0, ξ) = 0. So ξ = 0 and so

T(x0,A0)A ∩
(
{0} × TA0

S+(En+2)
)

= {(0, 0)}.

Therefore, A is locally the graph of a function A : U0 −→ S+(En+2), where U0 is a neighbourhood
of x0 in U . Moreover, by construction, this map is unique and satisfies the properties of Proposi-
tion 3.5. �

Now, we can prove Theorem 1 using this propostion.

Proof of Theorem 1:
Let x0 ∈ M , A ∈ Z(x0) and t0 ∈ R. Let {e1, . . . , en} be a local orthonromal frame of M in a
neighbourhood of x0. By Proposition 3.5, there exists a unique map AU0 −→ S+(En+2) satisfying

A−1dA = Ω, A(x0) = A0 and ∀x ∈ U0, A(x) ∈ Z(x).

For any x ∈ U0, we set F 0(x) = A0
0(x), F

i(x) = Ai
0(x) and we consider Fn+1 the unique function

so that dFn+1 = εσ and Fn+1(x0) = t0. Note that Fn+1 exists because dσ = 0 and U0 is simply
connected. Hence, this define a map F : U0 −→ E

n+2.

Claim: The map F satisfies all the properties of Theorem 1.
First, we show that the image of U0 lies into M

n(κ) × R1. Indeed, since An+1
0 = T 0 = 0 and

A ∈ SO+(En+1), we have,

κ(F 0)2 + (F 1)2 +

n∑

i=2

(F i)2 = κ.

Therefore, (F0, · · · , Fn) lies into M
n(κ) and the values of F lie into M

n(κ) × R1.
Now, since dA = AΩ, we have for α ∈ {0, · · · , n+ 1}, we have

dFα(ek) =
∑

j

Aα
j ω

j
0(ek) +Aα

n+1ω
n+1
0 (ek)

=
∑

j

Aα
j (−δk

j − T jT k) −Aα
n+1T

n+1T k

= −Aα
k − T k

∑

β

Aα
βA

n+1
β

= −Aα
k

and

dFn+1(ek) = −σ(ek) = −T k = −An+1
k .

Hence, dF (ek) is the opposite the k-th column of the matrix A. So, since A is invertible, dF has
rank n. Thus F is an immersion. Moreover, A ∈ S+(En+2), then < dF (ep),dF (eq) >= δp

q and F
is an isometry.
The columns of A(x) give a direct orthornormal frame of E

n+1, and columns 1 to n give a direct
orthonromal frame of TF (x)F (M). The column 0 is the projection of F (x) on M

n × {0}, i.e., the
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unit normal ν(F (x)) to M
n(κ) × R1 at the point F (x). Therefore, the (n + 1)-th column is the

unit normal ν(F (x)) to F (M) inM
n(κ) × R1 at thr point F (x).

Now, we set Xj = dF (ej) and we have

< dXj(Xk), ν > =
∑

α

dAα
j (ek)Aα

n+1

=
∑

α,β

Aα
βA

α
n+1ω

β
j (ek)

= ωn+1
j (ek) =< Sek, ej >,

that is, the shape operator of F (M) in M
n(κ) × R1 is dF ◦ S ◦ dF−1. Finally, the last line of

A gives the coordinates of the vertical vector ∂t in the orthornormal frame {ν,X1, · · · , Xn, ν}.
Hence, since A(x) ∈ Z(x) for x ∈ U1, we have

∂t =
∑

j

T jXj + Tn+1ν = dF (T ) − fν.

Now, we finish the proof by showing that the local immersion F is unique up to a global isometry of

M
n(κ)×R1. For this, let F̃ : U2 −→ M

n(κ)×R1 be another immersion satisfying all the properties

of the theorem, with U2 a simply connected neighbourhood of x0 included in U0 and (X̃β) the

associated frame, that is, X̃j = F̃ (ej), X̃n+1 is the unit normal of F̃ (M) into M
n(κ)×R1 and X̃0

is the unit normal to M
n(κ)×R1 into E

n+2. Let Ã be the matrix of the coordinates of the vectors

X̃β in the frame {Eα}. Obviously, up to a direct isometry of M
n(κ) × R1, we can assume that

F (x0) = F̃ (x0) and the frame (Xβ) and (X̃β) coincide at the point x0 and hence A0(x0) = Ã(x0).
Note that this isometry fixes ∂t since the Tα are the same. Moreover, these two matrices satisfy
all the properties of Proposition 3.5, so by uniqueness of the solution in Proposition 3.5, we have

A0(x) = Ã(x) for all x ∈ M . Hence, by construction of F and F̃ from A and Ã, we deduce that

F = F̃ on U2.
Now, we will prove that F can be extended in a unique way to M . For his, we consider x1 ∈ M

and a curve Γ : [0, 1] −→ M so that Γ(0) = x0 and Γ(1) = x1. Then, for each point Γ(t), there
exists a neighbourhood of Γ(t) such that there exists an isometric immersion of this neighbouhood
into M

n(κ)×R1 satisfying the properties of the theorem. From this family of neighbourhood, we
can extract a finite subsequence (V0, · · · , Vp) covering Γ with V0 = U0. Hence, by uniqueness, we
can extend F to Vp and define F (x1).We conclude by noting that since M is simply connected,
the value of F (x1) does not depend on the choice of the curve Γ.

4. Application to maximal surfaces: the associate family

We deduce a first application of Theorem 1, namely the existence of a one-parameter family of
maximal conformal immersion associated to a given maximal surface. This result is analogous to
the result of B. Daniel for minimal surfaces into Riemannian products M

n(κ) × R. First, we give
this elementary proposition.

Proposition 4.1. Assume that (M2, g, S, T, f) satisfies the compatibility equations for M
2(κ)×R1

and that S is trace-free. For θ ∈ R, we define

Sθ = eθJS = cos(θ)S + sin(θ)JS,

Sθ = eθJT = cos(θ)S + sin(θ)JT.

Then Sθ is symmetric, trace-free, ||Tθ||
2−f2 = −1, and (M2, g, Sθ, Tθ, f) satisfies the compatibility

equations for M
2(κ) × R1.

Remark 3. Note that Sθ and Tθ are obtained from S and T by a rotation of angle θ.

Proof : The fact that Sθ is symmetric is just coming from the definition and a simple computation
shows that Sθ is trace-free. Moreover since < T, JT >= 0, we deduce immediately that ||Tθ|| =
||T ||. Since eJS commutes with ∇X , the conditions (11) and (12) are fulfiled for Sθ and Tθ. Now,
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we will prove that the Gauss and Codazzi equations are satified. First, we remark that on surface,
the Gauss equation becomes

K = −det (S) + κ(−1 − ||T ||2) = −det (S) − κf2.

Since det (eθJ) = 1, we have det (Sθ) = det (S) and then the Gauss equation.
�

From this, we deduce the existence of the associated familiy.

Theorem 2. Let (M2, g) be a simply connected Riemannian surface and F : M −→ M
2(κ) × R1

a conformal maximal immersion with induced normal ν. Let S be the symmetric operator on M

induced by the shape operator of F . Let T be the vector field on M so that dF (T ) is the projection
of ∂t on T(F (M)), and f = − < ν, ∂t >.
Let x0 ∈ M . Then, there exists a unique family (Fθ)θ∈R of conformal maximal immersions of M
into M

n(κ) × R1 such that

(1) Fθ(x0) = F (x0) and (dFθ)x0
= (dF )x0

,
(2) the metrics induces on M by F and Fθ are the same,
(3) the symmetric operator on M induce by the shape operator of Fθ is eθJS,
(4) ∂t = dFθ(e

θJT ) + fνθ, where νθ is the unit normal to Fθ.

Moreover, F0 = F and the family (Fθ)θ∈R is continous with respect to θ.

Proof : Let g be the metric on M induced by F . Thus, (M, g, S, T, f) satisfies the compatibily
equations for M

2(κ)×R1. So, by Proposition 4.1, (M, g, Sθ, Tθ, f) also satisfy these compatibility
equations. Therefore, by Theorem 1, there exists a unique isometric immersion Fθ satisfying the
properties of the theorem. By uniqueness , it is clear that F0 = F . Moreover, From the proof of
Theorem 1, (M, g, Sθ, Tθ, f) defines for any θ a matrix of 1-forms Ωθ and a matrix of functions Aθ

with A−1
θ dAθ = Ωθ. From the definition of Ωθ, we get the coninuity of Ωθ and hence, of Aθ . By

the construction of Fθ using only Aθ, we deduce that Fθ is also continuous. �

5. Spinorial characterization of surfaces into M
2(κ) × R1

The second application of the main result is the spinorial characterization of surfaces into
M

2(κ) × R1. It is now well-known that a necessary and sufficient condition to get an isometric
immersion of a surface into Euclidean 3-space is existence of a special spinor field called restricted
Killing spinor field (see [6, 11]). These results are the geometrically invariant version of previ-
ous work on the spinorial Weierstrass representation by U. Abresch, D. Sullivan, R. Kusner, N.
Schmidt, and many others (see [7]). This representation was expressed by T. Friedrich ([6]) for
surfaces in R

3 and then extended to other 3-dimensional Riemannian manifolds ([11, 14]). In a re-
cent work, we have treated this question for surfaces of arbitrary signature in pseudo-Riemannian
3-dimensional space forms [9].

More generally, the restriction ϕ of a parallel spinor field on R
n+1 to an oriented Riemannian

hypersurface Mn is a solution of a restricted Killing equation

(13) ∇ΣM
X ϕ = −

1

2
γM (S(X))ϕ,

where γM and ∇ΣM are respectively the Clifford multiplication and the spin connection on Mn,
and S is the Weingarten tensor of the immersion. Conversely, Friedrich proves in [6] that, in the
two dimensional case, if there exists a restricted Killing spinor field satisfying equation (13), where
S is an arbitrary field of symmetric endomorphisms of TM , then S satisfies the Gauss and Codazzi
equations of hypersurface theory and is consequently the Weingarten tensor of a local isometric
immersion of M into R

3. Moreover, in this case, the solution ϕ of the restricted Killing equation
is equivalently a solution of the Dirac equation

(14) Dϕ = Hϕ,

where |ϕ| is constant and H is a real-valued function.
In the case of immersions of Riemannian surfaces into a Lorentzian space two spinor fields are
needed, as we will see in Theorem 3.
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5.1. Basic facts about spin geometry of hypersurfaces. Here, we recall the basics of spin
geometry. For more details, one can refer to [10, 2, 1] for instance.
Let (Mp,q, g), p+q = 2, be an oriented pseudo-Riemannian surface of arbitrary signature isometri-
cally immersed into a three-dimensional pseudo-Riemannian spin manifold (Nr,s, g). We introduce
the parameter δ as follows: δ = i if the immersion is timelike and δ = 1 if the immersion is space-
like. Let ν be a unit vector normal to M . The fact that M is oriented implies that M carries
a spin structure induced from the spin structure of N and we have the following identification of
the spinor bundles and Clifford multiplications:

{
ΣN|M ≡ ΣM.

X · ϕ|M =
(
δX • ν • ϕ)|M ,

where · and • are the Clifford multiplications, respectively on M and N . Moreover, we have the
following well-known spinorial Gauss formula

(15) ∇Xϕ = ∇Xϕ+
δ

2
SX · ϕ,

where S is the shape operator of the immersion. Finally, we recall the Ricci identity on M

(16) R(e1, e2)ϕ =
1

2
ε1ε2R1221e1 · e2 · ϕ,

where e1, e2 is a local orthonormal frame of M and εj = g(ej , ej).
The complex volume element on the surface depends on the signature and is defined by

ωC

p,q = iq+1e1 · e2.

Obviously
(
ωC

p,q

)2
= 1 independently of the signature and the action of ωC splits ΣM into two

eigenspaces Σ±M of real dimension 2. Therefore, a spinor field ϕ can be written as ϕ = ϕ+ +ϕ−

with ωC · ϕ± = ±ϕ±. Finally, we denote ϕ = ωC · ϕ = ϕ+ − ϕ−.

5.2. Special spinor fields.

5.2.1. Special spinor fields on M
2(κ)×R1. First, we construct particular spinor fields on M

2(κ)×R1

by lifting a Killing spinor of M
2(κ) to the product M

2(κ) × R1. For this, we will consider some
particular and interesting sections, precisely the sections which do not depend on t.
We have the spinorial Gauss formula,

∇Xϕ = ∇Xϕ+
i

2
γ(SX)γ(ν)ϕ,

where ∇ is the spinorial connection on M
2(κ) × R1, the spinorial connection on M

2(κ) is ∇, the
Clifford multiplication on M

2(κ) × R1 is γ and S the shape operator of the immersion of M
2(κ)

into M
2(κ) × R1. Since M

2(κ) is totally geodesic in the product M
2(κ) × R1, we get by taking

ϕt = ϕ0 a Killing spinor on M
2(κ), i.e. ∇Xϕ0 = ηγM

2

(X)ϕ0:

∇Xϕ = ηγM
2

(X)ϕ = iηγ(X)γ(∂t)ϕ

On the other hand, the complexe volume form ωC = −ie1 · e2 · ∂t acts as identity, so we have

γ(e1)γ (∂t)ϕ = iγ(e2)ϕ, and γ(e2)γ (∂t)ϕ = −iγ(e1)ϕ.

So we deduce that

(17)





∇e1
ϕ = iηγ(e2)ϕ,

∇e2
ϕ = −iηγ(e1)ϕ,

∇∂t
ϕ = 0.

These particular spinor fields are the analogue of Killing spinor field for space forms and will be
play a important role in the sequel.
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5.2.2. Restriction to a surface. Now, let (M, g) be a surface of M
2(κ) × R, oriented by ν. Since

M is oriented, it could be equiped with a spin structure induce from the spin structure of M
2 ×R.

Moreover, as we saw, we have the following identification between the spinor bundles

Σ (M2 × R)|N ∼= ΣM,

and the spinorial Gauss forumla (15) gives the relation between the spinorial connctions of M and
M

2 × R. For any X ∈ X(M) and any ψ ∈ Γ(Σ (M2 × R)), we have

(
∇Xψ

)∣∣M = ∇X

(
ψ∣∣M

)
+
i

2
γM (SX)ψ∣∣M .

If we use this forumla for the particular spinor field on M
2 × R given by (17), we get

∇Xϕ = ηγ(Xt)γ (∂t)ϕ−
i

2
γM (SX)ϕ,

where Xt is the part of X tangent to M
2, that is,

Xt = X − 〈X, ∂t〉 ∂t = X − 〈X,T 〉T − f 〈X,T 〉 ν.

So, we deduce that

∇Xϕ = iηγ(X)γ (∂t)ϕ− iη 〈X, ∂t〉 γ (∂t) γ (∂t)ϕ−
i

2
γM (SX)ϕ

= iηγ(X)γ (∂t)ϕ+ iη 〈X, ∂t〉ϕ−
i

2
γM (SX)ϕ

= iηγ(X)γ(T )ϕ+ iηfγ(X)γ(ν)ϕ+ η 〈X,T 〉ϕ−
i

2
γM (SX)ϕ.

On the other hand, if we denote by ω = e1 ·
M
e2 the real volume element on M , we have the

following well-known relations (see [9])
{
γ(X) = −γM (X)γN (ω),
γ(ν) = −iγM (ω).

By using these two identities, the fact that ω2 = −1 and that ω anti-commuts with vector fields
tangent to M , we get

∇Xϕ = iηγM (X)γM (ω)γM (T )γM (ω)ϕ+ iη 〈X,T 〉ϕ− ηfγM (X)γM (ω)γM (ω)ϕ−
i

2
γM (SX)ϕ

Now, we can rewrite this equation in an intrinsic way as follows

∇Xϕ = iηX · T · ϕ+ ηfX · ϕ+ iη 〈X,T 〉ϕ−
i

2
SX · ϕ.(18)

where “·” stands for the Clifford multiplication on M .

5.3. A spinorial version of the fundamental theorem.

Theorem 3. Let (M, g) be a connected, oriented and simply connectd Riemannian surface. Let
T be a vector field, f and H two real functions on M satisfying f2 − ||T ||2 = −1. The following
three data are equivalent:

i) There exist two non-trivial spinor fields ϕ1 and ϕ2, orthogonal and solution of the equation

∇Xϕ = −
i

2
SX · ϕ+ iηX · T · ϕ+ ηfX · ϕ+ iη 〈X,T 〉ϕ,

where S satisfies
∇XT = fSX, and df(X) = 〈SX, T 〉.

ii) There exists an isometric immersion F from M into M
2(κ)×R1 of mean curvature H, such

that the shape operator related to the time-like normal ν is given by

dF ◦ S ◦ dF−1

and such that
∂t = dF (T ) + fν.
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5.4. Restricted Killing fields and compatiblity equations. In a first time, we show that
the existence of a restricteded Killing spinor implies the Gauss and Codazzi equations. For this,
let (M, g) be an oriented surface with a non-trivial spinor field solution of the equation (18). We
will see that the integrability conditions for this equation are precisely the Gauss and Codazzi
equations.

Proposition 5.1. Let (M, g) be an oriented surface with ϕ solution of (18) and such that the
equations (11) and (12) are satisfied. Then, we have

(
R1212 + det (S) − κf2

)
ω · ϕ = i

(
d∇S(e1, e2) + κfJ(T )

)
· ϕ,

Proof: The proof of this proposition is based on the computation of the spinorial curvature applied
to the spinor field ϕ. We recall that the spinorial curvature is defined as follows

R(X,Y )ϕ = ∇X∇Y ϕ−∇Y ∇Xϕ−∇[X,Y ]ϕ,

for X,Y ∈ X(M). Here, we do the computations for ϕ. It is clear that the same computation
for ψ with only some changes of sign yields the result. Using the expression given by (18), the
equations (11) and (12), the fact that ω2 = −1 and that ω anticommuts with the vector fields
tangent to M , we get

∇X∇Y ϕ = −
η

2
fY ·AX · ϕ

︸ ︷︷ ︸
α1(X,Y )

− η2Y · T ·X · T · ϕ︸ ︷︷ ︸
α2(X,Y )

+ η2fY · T ·X · ϕ︸ ︷︷ ︸
−α3(X,Y )

+
η

2
Y · T ·AX · ϕ

︸ ︷︷ ︸
−α4(X,Y )

− η 〈AX,T 〉Y · ϕ︸ ︷︷ ︸
−α5(X,Y )

+ η2fY ·X · T · ϕ︸ ︷︷ ︸
−α6(X,Y )

− η2 〈X,T 〉Y · T · ϕ︸ ︷︷ ︸
α7(X,Y )

− η2f2Y ·X · ϕ︸ ︷︷ ︸
−α8(X,Y )

+ η2f 〈X,T 〉Y · ϕ︸ ︷︷ ︸
−α9(X,Y )

− iηfY ·AX · ϕ︸ ︷︷ ︸
−α10(X,Y )

+ iηf 〈Y,AX〉ϕ︸ ︷︷ ︸
α11(X,Y )

− η2 〈Y, T 〉X · T · ϕ︸ ︷︷ ︸
α12(X,Y )

+ η2f 〈Y, T 〉X · ϕ︸ ︷︷ ︸
−α13(X,Y )

− η2 〈X,T 〉 〈Y, T 〉ϕ︸ ︷︷ ︸
α14(X,Y )

+
η

2
〈Y, T 〉AX · ϕ

︸ ︷︷ ︸
−α15(X,Y )

−
i

2
∇X(AY ) · ϕ

︸ ︷︷ ︸
−α16(X,Y )

+
η

2
AY ·X · T · ϕ

︸ ︷︷ ︸
−α17(X,Y )

−
η

2
fAY ·X · ϕ

︸ ︷︷ ︸
−α18(X,Y )

+
η

2
〈X,T 〉AY · ϕ

︸ ︷︷ ︸
−α19(X,Y )

−
1

4
AY ·AX · ϕ

︸ ︷︷ ︸
−α20(X,Y )

+ iη∇XY · T · ϕ︸ ︷︷ ︸
α21(X,Y )

− iηf∇XY · ϕ︸ ︷︷ ︸
α22(X,Y )

+ iη 〈∇XY, T 〉ϕ︸ ︷︷ ︸
α23(X,Y )

That is,

∇X∇Y ϕ =

23∑

i=1

αi(X,Y ).

Obviously, by symmetry, we have

∇Y ∇Xϕ =

23∑

i=1

αi(Y,X).
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On the other hand, we have

∇[X,Y ]ϕ = iη[X,Y ] · T · ϕ︸ ︷︷ ︸
β1([X,Y ])

− iηf [X,Y ] · ϕ︸ ︷︷ ︸
−β2([X,Y ])

+ iη 〈[X,Y ], T 〉ϕ︸ ︷︷ ︸
β3([X,Y ])

−
i

2
A[X,Y ] · ϕ

︸ ︷︷ ︸
−β4([X,Y ])

.

Since the connection ∇ is torsion-free, we get ∇XY −∇Y X − [X,Y ] = 0, which implies that

α21(X,Y ) − α21(Y,X) − β1([X,Y ]) = 0,

α22(X,Y ) − α22(Y,X) − β2([X,Y ]) = 0,

α23(X,Y ) − α23(Y,X) − β3([X,Y ]) = 0.

Moreover, by symmetry, we have

α11(X,Y ) − α11(Y,X) = 0

and

α14(X,Y ) − α14(Y,X) = 0.

Other terms vanishes by symmetry. Namely,

α1(X,Y ) + α10(X,Y ) + α18(X,Y ) − α1(Y,X) − α10(Y,X) − α18(Y,X) = 0,

α3(X,Y ) + α6(X,Y ) − α3(Y,X) − α6(Y,X) = 0,

and

α4(X,Y ) + α5(X,Y ) + α15(X,Y ) + α17(X,Y ) + α19(X,Y )

−α4(Y,X) − α5(Y,X) − α15(Y,X) − α17(X,Y ) − α19(X,Y ) = 0.

The terms α2, α7, α8 et α12 can be combined. Indeed, if we set

α = α2 + α7 + α8 + α12,

then

α(X,Y ) − α(Y,X) = η2
[
f2 (Y ·X −X · Y ) + Y · T ·X · T −X · T · Y · T

]
· ϕ

= η2
[
f2 (Y ·X −X · Y ) + ||T ||2 (Y ·X −X · Y )

]
· ϕ

−2η2 (〈X,T 〉Y · T − 〈Y, T 〉X · T ) · ϕ,

by taking X and Y as an orthonormal frame {e1, e2}, we have

α(e1, e2) − α(e2, e1) = 2η2
[
− T1e2 (T1e1 + T2e2) + T2e2 (T1e1 + T2e2)

]
· ϕ

−2η2e1 · e2 · ϕ

= −2η2ω · ϕ+ 2η2
(
T 2

1 ω · +T1T2 − T1T2 + T 2
2 ω·

)
ϕ

= −2η2f2ω · ϕ.

Always for X = e1 and Y = e2,

α9(e1, e2) + α13(e1, e2) − α9(e2, e1) − α13(e2, e1) = 2T · ω · ϕ = −2J(T ) · ϕ,

where J is the rotation of positive angle π
2 on TM . Finally, we get

R(e1, e2)ϕ =
1

4
(Ae2 ·Ae1 −Ae1 ·Ae2) · ϕ− 2η2f2ω · ϕ

−
1

2
d∇A(e1, e2) · ϕ− 2J(T ) · ϕ.
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Using the Ricci identity

R(e1, e2)ϕ = −
1

2
R1212e1 · e2 · ϕ,

we have (
R1212 + det (A) − κf2

)
ω · ϕ = i

(
d∇A(e1, e2) + κ2fJ(T )

)
· ϕ.

�

5.5. Proof of Theorem 3. From the preliminaries, we have seen that ii) implies i). Indeed, M
2

has two orthogonal Killing spinors which give two spinors solutions of (18).

Now, we will prove that i) implies ii). So, we assume that there exists two orthogonal non-
trivial spinor fields ϕ1 and ϕ2 solutions of (18) and that Equation (11) and (12) are satisfied.
Thus, by Proposition 5.1, we have

(19) −G · ϕj = C · ϕj , for j = 1, 2,

where G = R1212 + det (A) − κf2 and C = d∇A(e1, e2) + κfJ(T ). Hence, we have

(20) C · ϕ±
j = ±Gϕ∓

j .

We deduce easliy from (20) that 〈C · ϕ1, ϕ2〉 = 0. Moreover, by assumption, 〈ϕ1, ϕ2〉 = 0, then
since ΣM is of complex rank 2, we have C · ϕ1 = hϕ1, with h a complex-valued function. By
taking the inner product by ϕ1, we deduce that 0 = 〈C · ϕ1, ϕ1〉 = h|ϕ1|

2. Since ϕ1 never vanishes
the real part of h vanishes identically. Now, from (19), we deduce that

±Gϕ∓
1 = hϕ∓

1 .

Since ϕ+
1 and ϕ−

1 do not vansish at the same point, we have that h is real-valued. hence h vanishes
identically and thus G too. Finally, from (19), we deduce that C = 0. But G = 0 and C = 0 are
respectively the Gauss and Codazzi equations. Since we assume that Equations (11) and (12) are
satisfied, we conclude by using Theorem 1.

5.6. A final remark about Dirac equation. If a spinor ϕ is solution of the equation of restricted
Killing spinor (18), then, it also satisfies the following Dirac equation:

(21) Dϕ = iHϕ− iηT · ϕ− 2ηfϕ

and the following property: for all X ∈ X(M),

(22) X〈ϕ,ϕ〉 = −2ℜe〈iηX · T · ϕ+ iη < X, T > ϕ,ϕ〉.

Note that the right hand side of (22) vanishes if η is real, that i for the case of S
2 × R1.

Using computations of [14] and [9], we can prove that (18) is equivalent to (21) and (22). Hence,
as in [14], Theorem 3 can be rewritten with two orthogonal spinors solutions of the Dirac equation
(21) and satisfying condition (22).
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