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Abstract

The skin is made of three main layers which are, from the top to the bottom: the epidermis, the dermis and the
hypodermis. We consider the dermis as made of a Stokes fluid interacting with a periodic network of elastic fibers,
assumed to obey the linearized elasticity law of behaviour. Above and below, the epidermis and the hypodermis
are elastic solids. As the dimension of the thickness is very small compared to the two others, we assume periodic
boundary conditions in those two planar directions. We study the 3d fluid-structure interaction system in a first
part, and in a second part, we make the characteric size of the periodic element of the network go to zero in order
to find an homogenized law for the whole skin. Starting from linear elastic materials, we find a viscoelastic law at
the limit.

Keywords: fluid-structure interaction, periodic unfolding, homogenization.



Introduction

Understanding the mechanical behaviour of the skin is of great interest in a lot of medical domains (for example
surgery, imagery, anatomy, oncology) but also in less expected fields like cosmetics, sport clothes designing, or car
crash study. As skin is the most functional organ of our body, it is made of a lot of components (such as blood vessels,
collagen fibers, nerves) organised in a very complex multilayered structure, whose three main layers are, from the top
to the bottom: the epidermis, the dermis and the hypodermis.

The epidermis is a thin layer (about 0.1 mm) made of cells called keratinocytes, which move from its bottom to its
top and change of nature during this migration, to end up dying at the surface. The dermis is the main layer (some
mm of thickness, 15-20 % of the total body weight) which contains the blood vessels, the lymph vessels, the nerve
endings, the hair follicles, the hair muscles, the sebaceous glands and the sweat glands. It is a connective tissue made
of fibrin proteins (collagen, elastin and reticulin) and of a surrounding matrix of ground substance, an amorphous gel
which does not leak out from the skin, even under high pressure. The hypodermis is a fibrofatty layer (about 10 % of
the total body weight) whose thickness varies a lot, depending on the location on the body (between 1 to tens mm).
See [I1] for more details.

A comprehensive experimental study of skin mechanics would require to analyse separately the in vivo behaviour of
each of those components, which is impossible, but also their interactions. Nevertheless, the macroscopic behaviour
has been widely studied by biomechanicians, which agree to describe the skin as a viscoelastic non-linear quasi-
incompressible material (see [11], [22]).

A very accurate description of the tissues has been made with use of the mixture theory, taking into account cells,
extracellular matrix, extracellular liquid, and possibly vascular or lymphatic network (see [4], [I]). This kind of
approach uses the volume ratio of each components, and recquires to be between the cellular and the tissue scale.
Here, we look for a macroscopic modeling of the mechanical behaviour of the tissue.

All the previous attempts to derive such a law at the macroscopic scale that would fit the experiments considered the
skin as a solid material. Here, we change the point of view and try a different approach from all the one listed by
Humphrey in [21], to consider the skin as a simple fluid-structure interaction system. Indeed, it is made of about 70 %
of water, mainly located in the ground substance (itself in the dermis). We want to study the behaviour of a sample of
skin, that we model as a tridimensionnal box. As it appears that the total thickness of the skin is neglectible compared
to its surfacic extension, we assume periodic boundary conditions on the lateral sides of this box (see schema que je
dois faire) to represent an infinite domain in the planar directions. Besides, this small thickness makes the in vivo
mechanical experiments on the skin difficult to realize: they require complex devices and small sollicitations, in order
to be sure that the underlying tissues are not involved in the measurements (if one pushes too heavily on a part of
the body, it is impossible to separate the contribution of the skin from the muscle’s one for example). Hence, we can
consider that our box of skin remain still during the study: the domain of interest does not move, and we choose the
framework of the small perturbations.

We make a simplifying assumption: both solid and fluid materials of the skin are isotrope and homogeneous. We
model the dermis as a periodic network of fibers assumed to obey the linearized law of elasticity (see [6] or [27] for
a general presentation of the linearized elasticity), interacting with a viscous incompressible Stokes fluid. Epidermis
and hypodermis are also modeled as linear elastic materials. The variables of interest are the structure displacement
field and the fluid velocity field. They are coupled by transmission conditions upon the velocity and the forces at
the fluid-structure interface. To make the study easier, we define a whole displacement as the solid displacement in
the solid, and the integral of the velocity in the fluid. In the class of the fluid-structure interaction problems, this
model is one of the simplest: everything is linear and the domain is not moving, but we could not require much more
complexity to go on with the homogenization step.

The paper is organized as follows: in the first section, we study this fluid-structure interaction system with help of
classical tools (see [25], [18]). We begin by deriving some a priori estimates for the fluid velocity and the structure
displacement, that we can express in terms of the total structure displacement field. Those estimates enable to
chose the right functional spaces in which we have to look for this displacement field. We give the weak formulation
of our fluid-structure interaction system. Then, we give the existence result. The main steps of its proof are the
following: build appropriate basis of the functional spaces. Those basis enable to define finite-dimensional spaces that
are Galerkin spaces for our problem, that reduce the system to ODEs in time, that have solutions. Then, one has to
proof the convergence of the finite-dimensional solutions to the global solution.

In the section 2, we consider the e-dependent system. We rewrite the previous weak formulation with help of the
periodic unfolding operator first presented in [9]. Then, we use the strategy presented in [2]: from bounds on the
original fields, we deduce bounds on the unfolded fields; those bounds enable to state convergences of the unfolded
fields in appropriated spaces. We then pass to the limit in the weak formulation with use of well chosen test functions,



in order to get the macroscopic and the microscopic behaviours. In the section 3, we make the study of the limit weak
formulation, in the Laplace domain to ease the manipulation of the time derivatives. We define correctors for our
microscopic problem, and fourth-order elasticity tensors with help of those correctors, in order to get a unified weak
formulation involving only macroscopic test functions. We finally come back in the time-domain, and find macroscopic
viscoelastic effects.

We use Einstein convention for summing, and the common Kronecker symbol 6;; = 1 if i = j, and 0 if ¢ # j. Besides,
given two tensors of order 2 A and B, and a fourth-order tensor M, we will denote as follows the double contraction
of tensors

A:B= aijbklei KejrepRe = aijbkl(Sjkéu = aijbji
A:M: B =ajjmirsbpgei €5 e Qe @ e Des ey ® eq = aijMitrsbpgdikditdspOrg = GijMyjigpbpg
Finally, given any vecto field v, we denote D(v) is symmetrized gradient. If there is any ambiguity concerning the

variable with respect to which it is taken, we will clear it by writing explicitely the macroscopic variable x or the
“microscopic” y

D(v) = %(Vv + (Vo)T) D,(v) = %(Vrv + (Veu)T) or Dy(v) = %(Vyv + (Vyv)T)

1 Preliminary study

In this section, the parameter e, characteristic length of the periodic element of the network, is kept fixed and we
study the model of fluid-structure interaction system of interest.

1.1 Notations

The domain The study is tridimensional. The coordinates of a point x are:
r = (21,22, 73) € R3.

A box of skin € is considered. It is divided into three layers: the epidermis QF, upper layer of thickness e, the
hypodermis, 27, lower layer of thickness h and the dermis €2;, middle layer of thickness L, as described by the
schematic view (Figure [1)).

Q=10,L[ x]-h,L+e¢,
Q+:]0aL[2X]L7L+6[a Qd:]OaL[37 QiZ]OvL[QX}_th['

The first step of the modeling is to reduce the number of components of the model. Hence, we consider the epidermis
and the hypodermis in their entire part (and do not consider their components), and divide the dermis into the fibers
and the ground substance. The epidermis and the hypodermis are assumed to be solid materials, obeying the linearized
law of elasticity. The dermis is modeled as solid fibers interacting with the ground substance assumed to behave as a
Stokes incompressible fluid. The figure gives an idea of this simplification.

The second step of the modeling is to assume that the network of fibers is periodically structured, and that the
characteristic size of this network (in every direction), denoted ¢, is very small. The figure describes this periodicity.
The part filled with fluid belongs to the dermis and is denoted ©%. The solid part €25 is made of the epidermis Qt,
the hypodermis 2~ and the fibers, denoted Qf to refer to the collagen. We denote

. ﬁ‘; N, = X¢ the fluid-structure interface,

I, (resp I'_) the top, (resp. the bottom), of the skin box,

I';, the lateral sides of this box,

e 000 =T, UT'; UT_ the lateral side, the top and the bottom.



The fields

e 1 is the fluid velocity,
e ¢ is the solid displacement,
e ¢ is the surfacic force upon the solid,

e fy and fs are the volumic forces imposed upon the fluid, resp. the solid.

Remark 1 We decide to omit the dependency of the fields on the parameter € in this first section, where € is kept
fized, to lighten the notations. This dependency is reminded with the domains (like Q5 or ij)

1.2 The problem

Our problem lies in the category of the fluid-structure interaction ones, but is of the simplest kind: everything is
linear and the domain is not moving along the time. Nevetheless, it is satisfying from the modeling point of view: the
experiments made on the skin require very small displacement fields (in order to be sure of sollicitating only the skin,
and not the underlying tissues), and it seems reasonable to assume that the ground substance is not very turbulent
(and to neglect the non-linear term of the Navier-Stokes equations).

The equations For the sake of clarity, we assume that the solid material and the fluid have the same density p = 1,
but the study also holds when considering different densities. We look for two vector fields u and ¢, and one scalar
field p such that
uy —divoy(u) = fr in Qf
divu =0 in Q%
e — divos(p) = fs in QF

with Q5 =]0,T[xQ5. We want those fields to be periodic over I';. The transmission conditions over the fluid-

structure interface are
u = in |0, T[xX° and os.ns =oy.ny in 0, T[xX°. (1)

The last condition expresses the continuity of the stress components. As we assumed that the solid is isotropic,
homogeneous and obeys the linearized law of elasticity, its constraints tensor writes:

s = Adiv (o) +2uD(p)

where A and p are the Lamé coefficients and I is the identity tensor (see [6] or [27] for more details). The fluid is
assumed to be newtonian, so its constraints tensor writes (see [I8] for more details):

of =—pl +vD(u)

in which v is the dynamic viscosity of the fluid. Rewriting this system with the boundary and the initial conditions,
one obtains:

u, —vdivD(u) + Vp = fr a.e. in Q,
divu =0 a.e. in Q%,
e — div (Adiv(p)I + 2uD(p)) = fs a.e. in QF,
p=0 ae in]0,T[xI_, @)
osn=g ae. in]0,T[xTy4,
u, ¢, p periodic  a.e. in |0, T[xT,
u(0,2) =0 a.e. in QF,
»(0,2) =0 a.e. in QF.

The external load g is supposed to be equal to zero at the initial and final times: g(z,0) = g(x,T) = 0. This aims
at modeling a whole experiment on the surface of the skin: at the initial time, we begin to apply a force on the top,
and the time at which we end it is 7. The forces will be taken as regular as necessary. Existence and uniqueness are



proved [24] and in [I4] in a slighty different context. We just have to adapt their result to our case, and namely prove
similar a priori estimates. The estimate of the pressure will be directly made from the weak formulation.

We adopt a classical formalism in fluid structure interaction study by considering a single velocity field and a single
displacement field for the whole structure. This is possible thanks to . Hence, we extend ¢ and u to the whole
domain € by setting:

t
u(t,z) = @e(t, x) a.e. in QF, o(t,x) = / u(s, z)ds a.e. in Q5. (3)
0

That enables us to think of the displacement field and the velocity field in the whole domain. We define, for any field
¥ € HY(QZ), the following notation:

gw) =A [ (W) +2u [ Dw): D(w),

doing so, the elastic energy of the solid domain writes

extetn =& ([ tu(s)ds> |

1.3 Weak formulation and main result

As usual, if the strong problem has a solution (note that we do not say that it has one, but place ourselves in
the case where there is one. Linear PDEs do not all admit strong solutions, but this assumption enables to find the
appropriate energy spaces and the weak formulation).To establish the weak formulation, one has to multiply the fluid
and the solid equations by a velocity field v € H'(Q), v being null on the bottom and periodic on the lateral sides,
and then integrate over the fluid and solid domain, using the Green formula, the conditions and

—/ divai-v:/ ai:D(v)—/ (o;-n) v fori=sor f.
Q; Qs oQs

Using the fact that o5 - n = o - n over £¢, the periodicity over I';, and the boundary conditions over I';. and I'_ we

get
ou .
—~v—|—/ I/D(u):D(v)—/ pdive +
o Ot Q

o5
/Qg)\div(/otu(s)ds>divv—&—/QZQMD(/Otu(S)dS):D<v):/FJrg_v_i_/Qf.v

Now, we can precise the spaces for this weak formulation. We begin by extending all given pressure field defined
on Q; on the whole domain 2 by taking it equal to zero in the solid domain. This enables to work with a domain that
does not depend on &, which will be useful in the homogenization part. We set

€
f

W = {v € H'(Q;R?) periodic on T'; and null on T'_}, (4)
Wiaivo = {v € W st. divo =0 a.e. in Qjc},
P={pec L*)and p=0in Q},
Wi ={veHY ?;R?’) periodic on T';},
W, = {v € H(Q%;R?) periodic on I'; and null on T'_}.

Restrictions of functions belonging to W to the fluid, respectively the solid domain, lie in Wy, resp. W,. We introduce
the following notations

a¢(u,v) =v [ D(u): D(v), as(u,v) =p | D(u): D(v)+ )\/ div udivv.
Qs Qs Qs



The weak formulation writes

find u € L*((0,T); Wy), ¢ € L*((0,T); Ws) and p € H*((0,T); P) such that Vv € W

d d
— / u-v| + — / o)) +af(u,v)+as(go,v)f/ pdivv:/f~v+/ g-v,
dt \ Jos dt \ Ja: o Q r.

pr=1u on X°, (5)
divu =0 a.e. in Iz
u(0,2) =0 a.e. in Iz
©(0,2) =0 a.e. in Q.

Using the velocity field u, and the formula , and taking divergence free test functions, we get that this auxiliary
weak formulation can be written without the pressure

find u € L>(0,T; L*(;R*)) N H(0,T; W*) such that Vv € Waiy o

Ci(/ﬂu-v) —|—af(u,v)+as</0 u(s)ds,v) = Qf-v—l—/mg-v,

u(0) =0 in W,

[, = [ @)

Under assumptions (22) (see below in Theorem 1), those formulations hold in H~1(0,T). We have the following result:

SZE)

s

s’

Theorem 1 Assume that
feL*0,T;L*(Q;R?)  and g€ HY0,T; L*(T;RY)).
Then, there ezists a unique u € L>(0,T; L*(Q;R3)) N H(0,T; W*) which satisfies, considering
ulas € L*(0,T; Wy), div ulgs =0, p e L=(0,T;W)
and @ Moreover, there exists a constant C which does not depend on & such that
[ wllzeeo,msz2re)) + | w20, 5k + || @ [lLe (0,701 (2r2))) HIPl H-1(0,7:22(024))
< C(I f llz2qomyxarsy + 1 9 1 o,me i ey) 5

| ullmrorwe < C (|| Fllzzomyxamrsy + 11 g ||H1(O,T;L2(F+;]R3)))

Proof. The proof of this theorem uses the classical tools presented, for example, in [24] or [25]. Let us sketch briefly
the main steps
e choose an orthonormalized basis of W, and define the finite-dimensional Galerkin spaces of approximation,

e in those spaces, reduce the weak auxiliary formulation to an ODE initial value problem, for which existence and
unicity hold,

use the energy estimates to get weak convergences of the sequence of Galerkin approximations,

prove that the limit satisfies the weak auxiliary formulation,

prove the uniqueness by studying the difference between two solutions in the weak formulation.

Afterwards, we will get
w € H10,T; Waino) N L0, T; L2(Q;R?)) 0 HY (0, T; W*),
D(u) € L*(0,T; L*(25; R?))
p e L=(0,T; HH QG R?)  D(p) € L=(0,T; L*(Q5;RY).



Moreover if we assume that

feHYO,T; L*(R?)  and g€ HYT(0,T; L*(I4;R?))
where k belongs to N*, then we will obtain

u e Wk, T; L>(;R?)) and ¢ € WE>(0,T; H(Q;R?)).

A problem appears when considering the weak convergences of the Galerkin sequences: some of them hold in e-
dependent spaces, and that could be annoying in the homogenization process. This is why we have to show that in
the a priori estimates of the problem , the constants do not depend on e. This is what we do now.

We come back to the formulation @ In this formulation we can not take v = u as test-field because u only belongs
to H=1(0,T; Wgiyo). This is the reason why we now consider two sequences (f”)neN and (gn)neN satisfying

fo € Hy(0,T; L*(R%)),  gn € HF(0,T; L*(T 45 R?)),
fn — [ strongly in L2((0,T) x ;R?), gn — g strongly in H'(0,T; L*(T"y; R?)). (7)

We denote u,,, @, and p,, the corresponding solutions of the weak problem (with f,, and g, in the right hand side).
Now we have

€ Whe(0,T; L2 (4 R*) N L2(0, T; Wyio) and @, € WH(0,T; H(Q;R?)).

So, now we can choose a field v € L?(0,T; Waivo) in (6) (with f, and g,, in the right hand side). We get

¢
Oun ‘v + / vD(uy,) : D(v) +/ Adiv / Uup(s)ds | divo
o Ot : c 0

t
+/ 2uD (/ un(s)ds) :D(v) = / Gn -V —l—/fn-v
e 0 . Q
Taking now v = u,, leads to the following equality:

dt(/ ) > /V|D( )|2+;W=/F+gn~un+/ﬂfn.un

f

We integrate in time this equation. The energy of the entire domain (both fluid and solid) at the initial time is null,
because nothing is moving, hence for almost every ¢ € (0, 7))

/m //E”‘D““ +5 Elen(t) //mgn Un + //fn up, (8)

The boundary integral can be transformed, thanks to the assumptions upon g, and

/ / dn Un*/ gn Sﬁn / / gnt (Pn

Now, we use three things to obtain the estimates: the Gronwall’s lemma and the two following inequalities:
2

T 1
ab < EGQ + ﬁb2 (9)

¢ ¢ ¢ 3 ¢ 3
[ [ s [ 1p el gl < (/)up|%qﬂﬁ) (/"nqnégm) (10)
0 Q; 0 0 0

and denoting by LHS the left-hand side of :
1 t 1 t
5 [ N e +5 [ 1 F s

[
ry

LHS <

In,t * Pn

n

ry



As |D(u,)|* > 0, we can temporarily ignore this term, and get for almost every ¢ € (0,T)

w0 1
[ 4 Sesentt) < o) on)| + 3 [ Nn ez +3 [ 10 P
Q F+ T
r? 2 1 2 !
< 5 len®) o o 900 Ve | [ [ gm0
I ) I )
3 [ Ve B +5 [ 10 ey ()

At this step, thanks to the above inequalities @ and , we have that

[ ([ metreuto) o <

The trace theorem applied to ¢, (t) that belongs to H(Q,;R?), gives

1 t
3 [ Vone By 45 [ 1000 e, . (12)

| en(t) ||2L2(1"+;]R3) < Co (|| Pn(t) ||2L2(Q+;]R3) + [| Ven(t) ||2L2(Q+;1R<9)>

where Cy depends only on Q7. We have to bound the norm of ¢,(t) and its gradient over the domain Q. We are
going to make use of the two following inequalities
t 2
[t

|| w()ﬂmms)f/ on() :/ ds</ /|un (5)[2 ds
Qy
/n on() 22009, ds</ds/ /|un |2dr</ds/ /|un mPdr < T /nun [

and for the gradient, we use the Korn’s inequality for fields in H*(2,;R?), which writes (for a.e. t € (0,7))

N

I Von (t) 117200y < Ck [” on(t) 172 tmsy + | D(@n)(t) ||2L2(Q+;]R9):|

Cic [Il on(t) 2z +E5(on(0))]

IN

where C'x only depends on Q7. Finally

t t t
/0 | o (5) 1B, sy ds < Co (/ | e sy + / | Von ||%2<Q+;R9))

t t
c / It |2 0ps 5, +C / £ (on(s))ds (13)

IN

where the constant C depends on Cy, Cx and T'. Considering , and we finally get

I un(t) 1By +E5(n(t)) <C (/s ouls / I s

+ (14 ) 1 9n Brorrzoqe o) + 1 i sy )

+12CoCkE (¢n(t))
1
where the constants C; and Cy depend on Cy, C'x and T. We fix r = ———— and get
2CyCik
1
5 [l ® [32(0z0) +€5(2n ()]

t t
<0 ([ extenNdst [ T Baqan) + 6 (I Brssa, o + 1o Boman)-



Then we use the Gronwall’s lemma under the following form:
t
0 <h(t) <a+ b/ h(s)ds = h(t) <aexp(bt).
0
We finally obtain

| un(t) ||2L2(Q;1R3) +E5 (pn(t)) < C( | gn ||?{1(0,T;L2(r+;u@3)) + 1| fa H%Q((O,T)XQ;R?’) )

where the constant does not depend on €. Then, coming back to , we get
t
o) Baamoy + [ [ 21D+ E(on®) < € [l Fn Wrquimpessn + 1 90 P oiraoce, )
7
Due to the strong convergences we finally get

t
0(0) P + || 2/D@P +E5o0) < OIS aomynsoy + 18 Bomasemy] (19
f

From the above estimate we have
ID(W)|lz2(0,7:22(02:m0)) + [1D(@)|[Le 072202 m0)) < C [l f 20,1y xsms) + 1| 9 | 0,miz2(0, w9y
and  |l@|lwr o2 @rs)) < C [ f lez2o,mxemrsy + || 9 1 o,m2 (g ms))]

‘We deduce that

D)l L0752 @r0)) < C [l £ ll20,myx0:r3) + 1| 9 |mr0,7522(0 %))

and thanks to the strong convergences , we can state that the limit field u satisfies the weak formulation @
The Korn’s inequality for fields in H'(Q;R3) gives the estimate of ¢ in L>(0,T; H(£;R3)). Now, we can consider
functions whose divergence is not null in the fluid part in order to prove the existence of the pressure field.

In the above estimates the constant C' does not depend on . Now, we can get the estimate of the pressure field
p € H71(0,T; L?(Q2)). For any field ¢ € H} (0,T; L?(2)), such that ¢ = 0 in Q (consistently with the convention given
before for the pressure fields), we define 2z by

Az=gq a.e. in §,
z periodic on 0f2.
From elliptic regularity, we get that
z € Hy(0,T; H,,. () and 120 20,7502, 2)) < Cllallmyo,r;r2(0)) (15)

where C' depends only on Q4. Let x be an auxiliary regular function in D([—h, L + €]) such that x(z3) = 1 in the
dermis, i.e. for z3 € (0,L). We take v = xVz € Hg(0,T; W) as a test function in ().

We denote (, ), 7) the duality product between Hy(0,T; L*(2)) and H~'(0,T; L*()) and obtain, performing a formal
time integration (recall that we have p = 0 in F and div(v) = ¢ in Q%)

(p, (0 T) = / / sz / /EVD D(xV=z)
+/0 /i)\div(xv,z)divgo—k/o /§2/LD(90):D(XVZ)—/OT Qdf~XVZ—/OT/F+9'XVZ

The function z depends linearly on the pressure test field ¢, hence the right-hand side is a linear (and continuous)
form of g, which directly gives the existence and uniqueness of p in H~1(0,T; L? (£2%)). The extension by zero in the
solid part ensures the existence in H~1(0,T; L?(2)). The function x being regular, we get from and from the
estimate ((14))

(p, ¢)0,r) < Cllallmg 0,102 [l wll20rm @) + | € lle2mm @) + | lezqomxe) + 1 9 lez2o,mxr+)] »



(p )0y < Cllallmgorizz@n I F lzzqomxe) + 1 9 L2 mxro)]
as this inequality is valid for any ¢ € H{(0,T; L?(Q4)), we can conclude that
Iplle-10,m52200)) < C [l £ l20,myx9) + | 9 20,7 x0+)]

The constant does not depend on e. The estimate of u; in L2((0,T) x W*) is an immediate consequence of the weak
formulation @ O

Remark 2 In fact, in Theorem 1 we proved that o € C([0,T]; L*(2;R3)).

With a stronger assumption upon the forces, one obtains a better regularity upon the fields.

Theorem 2 Assume that
feH)0,T; L (%R?), g€ Hy(0,T; L*(T' s RY)).

Then, there exists (u,@,p) which possesses the regularity
we Wh=(0,T; L*(R) N HY(0,T;Wy), o € WH™(0,T; H' (;R?) N W(0, T; L*((; R?)),
pe L*((0,T) x Q)

satisfies with the initial conditions. Moreover, we have the following estimates

I p ||L2((07T)XQ) <C [H f ||H1(O,T;L2(Q;R3)) +1g ||H2(O,T;L2(I‘+;R3))}
and
[ e lzoe 0,522 (0553 + | @ llwaeo,mp2@ire)) + 1 e lz20,mx,) + 1| @ llwse 0,150 (25m2)) (16)
< Cl fllnorzemsy + 1| 9 |azor;e2 w0, vey)

The constants do not depend on €.

Proof: Let us sketch the main steps of the proof. The estimate is obtained by differentiating the weak formulation
then taking the velocity field as test function and proceeding as in Theorem 1. For the bound upon the pressure, we
proceed exactly as in the previous proof, but instead of taking any scalar field ¢, we can consider directly the pressure
field. Hence, we define z by

Az=0p a.e. in 2,
z periodic on 0f2.

From elliptic regularity, we get that
2 € L*(0,T; Hy,, () and |1zl 20,mm2, () < Cllpllz20.m:L20)

per

Considering the same auxiliary regular function x € D([—h, L + ¢]) than above, we take as a test function v = xVz,
and use the same arguments than in the previous proof.

2 The asymptotic behaviour

In this part, the shape of the domain changes with &, which is not kept fixed anymore.

2.1 The global framework

From now on the solution of problem is denoted (uf, ¢, p®). We recall the bound, obtained in Theorem 2, upon
the displacement field ¢° and upon the pressure field p°

Il ||Wzv°°(0,T;L2(Q;R3)) + 1| ¢° ||W1~°°(O,T;H1(Q;]R3)) <C [” f HHl(O,T;Lz(Q;Ri‘)) +1g HHZ‘(O,T;L2(F+;R3))]
I p° HL?((O,T)XQ) <C [” f HHl(o,T;L2(Q;R3)) +1lg HH2(O,T;L2(F+;R3))]

From every bounded sequence we can extract a weakly converging sequence, still indexed by ¢.
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Result 1 There exist ©° € WH°(0,T; HY(Q;R3)) N W22°(0, T; L2(Q;R3) and p° € L?((0,T) x Q) such that

©° 20 weakly-* in W2>°(0,T; L*(Q; R?)) (17)
©° 5 0 weakly-x in W0, T; H*(Q;R?)) (18)
p°—p° weakly in L?((0,T) x Q) (19)

Notice that p°® = 0 in (0,T) x Q.

2.2 The unfolding operator

Notations Now, let S denotes the microscopic solid domain, and F the microscopic fluid domain. Their union forms
the unit cube Y = ]0,1[>. Refer to [9] for any detail about the split of the domain. The figure gives a view of
what could be such a cell. The intricate cylinders are the fibers, and the remaining part of the box is filled with fluid.
We denote by [¢] the integer part of any real ¢, and by {t} € (0, 1) its remaing part. Moreover, we assume that this
notation holds in R3. Hence

for a.e. m € R3 m = [m] + {m} where [m] € Z*, {m} €Y,

hence, for a.e. x €Q, x=¢ [E] +€{£} where [E} € Z® and {E} ey
€ € € €

To ensure an easy split of our domain, we take € = %7 and let n go to the infinity. No part of our results (Proposition
1 and Theorem 3) is changed if this split is not exact, because the reminders would disappear at the limit.

The unfolding operator Let us define the general operator.
T¢: L*(Qq) — L*(Qq x Y)
For almost every x € Qg, for almost every y = (y1,92,y3) € Y
T¢)(z,y) =v (6 [g} + ey)
Possibly the time will appear as a parameter in this definition. Here, we give the adaptation of the Lemma 5.1 of [2].

Result 2 We remind here the main properties of this operator.

1. For all function v and w in L?(Q4), one has
/ vwdr = / T(0)T%(w) dady (20)
Qa Qg XY

2. For all function v in L*(Q),
T¢(v) — v strongly in L*(Qq x Y)

e—0

3. If {v:}e is a sequence of L*(Qq) such that ve — v strongly in L*(Q4), then

T°(ve) v strongly in L*(Qq x Y)

E—

4. If {v.}e is a sequence of L?(Q4) such that T¢(v.) - 0 weakly in L*>(Qq x Y), then
£—

ve — (- y)dy  weakly in L*(Qq)
e—0 Jy

5. For any v € H(Qq),
Vy(T¢(v)) =T (Vyv) a.e. inQgxY

11



Let us remind the Theorem 3.5 in [J], written in the case p = 2.

Result 3 Let w® be a sequence converging weakly to some w in H'(Qq). Up to a subsequence, there exists some W in
L2(Qa; H . (Y5 R?)),
7¢(Vw®) = Vw + V, weakly in L*(Qq x Y;R?)

Moreover, w can be chosen with a null average in Y .

We immediately adopt the following convention: all functions considered in H;er (Y;R3) will be taken of null
average in Y. We denote H},_.(Y;RR3) this space

per

per

YoeH, (ViR we have / v=0
Y
and we define the space

HLIVO(YIR3) = (b € H;eT(Y;R3) s.t. divy(0) =0 a.e. in F and / = 0}.

per
Y

Unfolding our fields Thanks to and to our previous estimates, we can give bounds on all our fields. Let us

remind that Y is the unit cube.

Result 4 From estimates in Theorem 2, there exists a constant c, that does not depend on € such that

| T5(9%) [l 0,102 (QusH (viR3)) < €

| 75(¢%) lw2(0,1502(QuxvR3)) < €

| 7°(u®) |20, 1) xQus T (FiR3))) < €
| 75(p°) 220, 1) xuxy) < €

we have also bounds for the derivatives

| VyT=(%) [10,7;02(0.x v R9)) < CE, | VT () [l L2(0,1)xuxFRo)) < cE (21)

Now, up to a subsequence still denoted by ¢ we get

Result 5 The following convergences holds:

Te(¢) 2 0 weakly-* in W(0,T; L*(Qq x Y;R?)), (22)
Te(p°) — ¢° weakly in H(0,T; L*(Qq; H(Y;R?))), (23)
Te(uf) — u° weakly in L2((0,T) x Q4 x F;R?)), (24)
T(p°) = p° weakly in L*((0,T) x Qq x Y). (25)

Thanks to , the limit unfolded fields ©° and u® do not depend on the local variable y. Besides, considering the
time derivatives of the convergences , , and one gets that

09 =P a.e in (0,T) x Qq.
Moreover, there exists ¢° € HY(0,T; L?(Q;HL,,.(Y;R3))) such that

per

T2 (Vep®) = Ve +V,° weakly in H'(0,T; L*(Qq x Y;RY)). (26)

—0

The divergence-free condition divu® = 0 a.e. in Q; can be integrated in time, considering the null initial conditions,
and then unfolded

dive® =0 a.e. in (0,7T) x Q5 divT®(¢®) =0a.e. in (0,T) x Qg x F

12



Then, at the limit, using (26), one gets
div, (%) + div, (p") =0 a.e. in (0,7T) x Qg x F
About the pressure field p° we have, from in the Result

P°(t,z,y) =0 forae. (t,2,y) € (0,T) x QxS

0 _ [ =0 (27)
and p(t,x)= [ P (tx,y)dy for a.e. (t,z) € (0,T) x Qq.
f

2.3 The unfolded limit problem

The weak formulation Let us write a first version of the weak formulation with the unfolded fields and the pressure.
We emphasize the parameter x in the derivation operators. We remind that our test functions are in WW. We integrate
in time so that for all v € W

/(pi “v+2v D(p / / Adiv(e®) div(v / / 2uD(p%) : D(v)
Q Qs Qx Qg
t
—|—/ Adiv(p®) div(v //QuD //pdlv //fv—!—//gv
o Jas 0o Jas 0o Jos o Jry

where =+ is used to denote the upper and lower solid part, namely the epidermis and the hypodermis. We can unfold
this formulation. As v € W,

T¢(v) € L*(Qq; H' (Y;R?))
hence, for all v € W, we get, using

/ T T + / gt / T T )

“af ] dxsTs(divx(sﬁs))Ts(divx(v))+/\ [ ] e i

+2u/t/9dXSTE(D ) : T(D +2u/ QiD ) : Dy ()
e //Wf T [ [ ree [ f o e

Now, there are two main steps to find the final weak formulation: take special test functions to find the macroscopic
and the microscopic behaviours.

First test function Let us consider a sequence of test functions v¢(z) = v(z) defined for v € W

T°(v%) =,V strongly in L*(Qgq; H' (Y;R?))

E—

T° (Va0f) = Vau strongly in L?(Q4 x Y;R?)
E—

Considering the convergences and , we make € go to 0 in the weak formulation to get

/deng v / v+ 2w /def(D (") + Dy (¢°)) : Dy(v)
+ )\/ /des (div, (¢ +d1vy( 29)) divy(v) + A /Ot /Qi dive (¢°) divy (v)

+2u/ /QM )+ Dy(3%)) : Dalv) + 20 / NXCORERD

/Ot/gdxfpdlvx //fv+//1“+gv (29)
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As ¢° does not depend on y, and |Y| = 1, we can group the first two terms like this
/ w?'v+/ w?-v:/<ﬂ?~v
QaxY Qi Q

Second test function Now, let us take a local test function:
() = 5 ((E
v (@) = e v (@) ({2})
with ¢ € C5°(Qq; R?) and © € H},,.(Y), so that v* € W. We have
T°(v°) — 0 strongly in L?(Qq; H'(Y;R?))
E—>

T4(V0f) = WYy strongly in L?(Q4 x Y;R?)
E—

Thanks to the same convergences, we get at the limit

2u/ V() (D (%) + Dy (¢°)) ) + )\/ / z)(div, ¢° + div, ¢°) div, 9
QaxF des

+ 2u/ /des ©°) 4+ Dy ($%)) : Dy(d) — /Ot/gdxfw(x)podivyﬁ =0 (30)

Since 1 is a general function in C§°(Q4; R?), dense in L?(Q4;R?), and since & € H!,,.(V;R?) we get that holds

per
for o € L?(Qy; H;eT(Y; R3)). As the precedent form is continuous with respect to the L? norm of 1, one can generate

the tensorized space using product of functions belonging to L?(Qq;R3) and HL,, (V;R3).

per
If we want to prove existence and uniqueness of the fields ¢° and ¢° by using a similar Galerkin method that what is

done in [24], we need a weak formulation in appropriated spaces.

Proposition 1 The fields o° € H'(0,T;W) , $° € H'(0,T; L*(; Hp,.,. (Y R?))) and p° € L?((0,T) x Q2 x Y') satisfy
VoeW, Ve L*(Qq;Hp, (Y;R?)

/ o0+ 2w / (Da() + Dy (89)) : (Da(v) + Dy(0))
QaxF

4 A/ /des divy () + divy (¢°))(diva(v) + div, () +A/Ot/9i div, () divy (v)

fo [ D)+ 0 (Do) 4D, 20 [ [ D) D)

//def (divg(v) + divy (0 *//f v+//r+gv (31)

div, ¢° +div, ¢° =0 a.ein Qg x F.

and

Remark 3 We could prove ezistence and uniqueness with a Galerkin method (see [24)] or [T4l]), in the same way as
in the Theorem 1. But as we will use Laplace transform later, we show it in the following section.

Convergence of the energy Taking v = ¢} in , and integrating once in time, we obtain that the energy of the
domain can be expressed as a function of unfolded fields. For a given ¢t € (0,T") we set

=/t/QMITE W5 + // i + / Xf|tf€<Dm<so€>>|2+
/O/O/deyf'TE(wf)+/ot/os Qif-cprr/ot/OS/mg‘wf (32)
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Considering the following functional, in which v and v are vector fields and A and B matrix fields

E(u,v, A, B) // lul? + //\v|2+u/ A: A+
QaxY QaxF
// (tr A)? // (tr B) —|—u// AA—|—u/ B:B
QaxS Q4 QaxS 0 JQy

B = E(T(¢7), 01, T°(D2(¢%)), Da(¢))-
F is a convex and lower semi-continuous functional. Besides, the right hand side of converges to

/Ot/os/ﬂf~s0?+/ot/os/mg-w?

As the left hand side is a lower semi-continuous and convex functional of 7¢(¢°) and 7°(D,(¢)) (which is defined
on a convex set) the weak convergences and and the corollary I11.8 of [3] imply the following result:

we can write

for almost every t € (0,7

E° < liminf B < limsup B < lim sup // F-To(e0) // [t /// 9%
—0 QaxY Qg Iy
:///f-¢?+///g-w?
0o Jo Ja o Jo Jrg

E° = E(¢}, 9], Do (¢°) + Dy (¢°), Do ("))

and thanks to the weak formulation given in Proposition 1, we get

t s t s t

L[ [ ][ aet= [ [1etrev [ 100+ Dy

0o Jo Jo 0 T, QuxF

)\ t
// (div, (%) + div, (p"))? 7/ div, (¢°)?
Qg xS Qyr
t
[ [ p e p @ [ i
Qg xS 0 Q4

and the left hand side converges to the same limit. Hence, the energy strongly converges to this previous expression.
Considering the coercivity of the functional E, we deduce the following strong convergences: taking ¢ = T in the
equalities above, we get

Besides

Te(¢5) — ¢° strongly in L*((0,T) x Q4 x Y;R?),
T=(Dy(¢%)) — Du(¢°) + Dy(4%) strongly in L?((0,T) x Qg x S;R?),
D, (¢°) — Du(¢") strongly in L?((0,T) x Q4;R?),
and, for almost every ¢ € (0,7)
T#(Da(9))(t) — Da(@%)(t) + Dy (@°)(t)  strongly in L*(Qq x F;R?).

3 The mixed weak formulation

3.1 Existence and uniqueness

We look for ¢ and ¢°, and moreover we will prove at this step existence and uniqueness for them. We are going to
work in the Laplace domain, so £ denotes the usual variable for this transform. We define, for any function v regular
enough and for every { € R%

L)(E) = / TS,

15



If f is defined on (0,T), we extend it by zero on [T, +oo[. If f isin L?(0,T), £L(f) is an analytic function with respect
to the variable £. We use the following notations:

wer) £ ( | s, )i ber) =< [ s 0ds)
F(¢,2) =L (/Ot £(s, z)ds) Gl&, )= L (/()tg(s,x)5p+ (:z:)ds)
P(&,2,y) = £ ( /0 tﬁ°<s,x,y>ds>

where or, is to be taken in the distribution sense. We need the following spaces, where W is defined by :

X =W x L*(Qa; Hpo, (V3 R?))
Xaivo ={(v,0) € X s.t. divy(v) + divy(0) =0 a.e. in Q4 x F}

and a scalar product defined on X by the following formula: for all Vi = (v1,91) € X and Vi = (v, 02) € X

(V1 |Va) = €2 /Q vy - vg + )\/Qi div, (v1) divg (v2) + A ; S(din(Ul) + divy (91))(divy (ve) + div, (02))
2 [ Do) Daten) + 2 [ [Dalon) + Dy(00)] ¢ [Da(iz) + Dy )
Qi QaxS
+2v¢ [Dz(v1) + Dy(01)] : [Da(v2) + Dy(02)]
QdX]:

Moreover, we denote as follows the canonical product of the space L?(Q;R3) x L?(Q x Y;R?):

<V1,VQ>Z/U1"U2+/ U1 - Da.
Q QxY

Let us show that it is a scalar product. Indeed (V|V) = 0 implies
v=0 and Dy(®)=0 inQyxY

The second equation gives that © = 0, because v does not depend on y, and its mean value over the cell is null. As a
consequence, X endowed with this scalar product is an Hilbert space. In the Laplace domain, the weak formulation

becomes

¢ O.u o+ g?/ B+ we (Da(®) + Dy (&) : (Da(v) + Dy (8))
QuxY QL QaxF

+ A / (divy (@) + div,(®))(div, (v) + divy (0)) + A / divy (@) divy (v)
Qi xS Q

+

#2 [ (Da(®)+Dy(@): (Dulo) + Dy(0)) + 2 [ Da(®): D1(0)
Qg xS Q4

_ /QdeP(divz(v)+divy(®)) - /QF~v+ /mG-v.

With our notations, this weak formulation rewrites
find (®, ®) € D(R%; Xaivo) such that ¥ (v,9) € Xaivo

<(<I>7<i>)|(v,f1)) = <(F +G,0), (v,0)> (33)

We already know the existence of (P, P, P), as Laplace transform of fields defined as weak limits. Hence, we just need
to prove uniqueness. Nevertheless, we are also going to prove existence. As a matter of fact, looking at and using
Lax-Milgram, we have directly existence and uniqueness of the couple (®, ®). We then remark that the linear form

(v,0) = ((@,8)|(0,9)) = <(F + G,0), (v,0)>
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vanishes on Xg;y o, but has no reason to vanish on X, and this is how we can show the existence of the pressure. We
begin by taking the microscopic test field & = 0. The linear form v +— ((<I>7 <f>)|(v,0)) — <(F + G,0), (v,0)> is well

defined and continuous on W, and the inf-sup lemma gives the existence of P(¢,.) € L%(Q), the macroscopic part of
the pressure. Taking test functions whose support is included in the upper or the lower part, the linear form vanishes,
showing that this pressure field is localized in the dermis part, and is uniquely determined by the null boundary
condition on 9€;. Hence, we get that Vv € W, for all { € R

((@, d)|(v, o)) — <(F+G,0),(0,0)> = [ P(¢,)div,(v) da. (34)
Qa
Then, we take v = 0 in the weak formulation, and consider the linear form v — ((<I>, d)|(0, f))) - <(F+G,0),(0,0)>

on L*(Qy; HY (F;R?)). The inf-sup lemma enables to get the existence of P(£,.,.) € L?(€4 x F), the microscopic part
of the pressure, such that Vo € L?(Qq; Hj (F;R3)), for all £ € R,

((2.9)/(0.9)) — <(F +,0), (0.8)> = /Q () div, (0) dady. (35)

To ensure uniqueness, we impose that for a.e. x € {04 and for all §{ € R7,

/ P& a,y)dy =0
f

and we extend P in the solid part by setting
P&, z,y) =0in R} x Q4 x S.
Now, we want to define the total pressure field P from P and P. First, notice that due to , P must satisfy
P z,y)=0 for a.e. (&, 2,y) € R} x Qg x S, (36)

and the pressure field is null in the epidermis Q and the hypodermis _. We want P to satisfy V (v,9) € X, for all
§eRy

((cp, @)\(v,@)) — <(F +G,0), (v,0)> = / P(&,2,) [dive (v) + div, (8)] dzdy
QaxF
Now, summing and 7 one gets that Vv € W, V6 € L*(Qq; Hj (F;R?)) and for all £ € R}
(@ ®)](0,0)) = <(F + G0 0. 0)> = [

P&, ) div,(v) dz + / P(&,z,y) div, (0) dedy.
Q

Qd xXF
Hence

Pe.s) = [ Pleswdy= [ Pleay)dy

Y F

P — P is a microscopic pressure field P that we can determine from P and P:
Pl6.0.9) = Pl&a) = Plécay)  where  P(ea) = [ P(enidy

The equality implies

P&, x,y) = —P(&,x)  forae. (& z,y) € Ry x Qg x S. (37)
Hence, for almost every (§,z) € R} x Q4 we get
0= [ Peamty= [ Peamin+ [ Peawin=-IsIPEa + [ Py (39)
The equalities and enable to find ]5(5, .,.) in L?(Qq x Y;R) from P and then P
A — P(¢, ) a.e. in R} x Q4 x S,
P& ey) = P(&,x,y) + ||8]5(§,x) a.e. in R} x Q4 x F.
0 a.e. in R} x Qg x S,
P29 =9 by + <1 + “i') P(€,7) ae. inR% x Qy x F.

Finally, we proved the existence of P(¢,.,.) in L*(€4 x Y;R) for any £ € RY.

17



3.2 The correctors

We introduce in this part correctors defined on the reference cell in order to express the microscopic displacement P
in terms of the macroscopic one ®. We define the bilinear form B; and the two linear applications R and S by:

(4, 5) /D o)+%"'/sDy(a): (o) /dlvy 1) div ()
R() =—2V/D ?H/SDy({/)

S(0) = 5 dlvy( 0)

We take v =0 in to get the weak formulation defining ® in terms of @, with those new notations we get

Vi e Hymv O (Y RY), Bi(®,0) = Dy (®) : R(D) + div,(®)S(d)

As each kind of derivatives of ® has to be decomposed, the following correctors must be introduced, (we remind the
notation d;; = 1 if 4 = j, 0 otherwise)

find x;; € HLYO(Y;R?) such that for all £ € R, Vo € HLIVO(YV;R?)

per per
Bl(Xijy 1)) = bU . (’U) + (LJS(’D) where (39)
1
bij = 5(62 &® €; + €j X 62‘)
doing so, we need an other corrector, to decompose the divergence terms. We introduce the function 7 defined by

VYyeY, nly) = % so that divp=1 (40)
and we look for x4 = xq — 1 such that x4 satisfies

find xq € Hp,(Y;R?) such that for all £ € RY, Vo € HL 2V O(V;R?) (41)
Bi(xa,?) = Bi(n,9)

Note that div,(xq) = —1 in F, and thanks to the definition of 1, we also get that fY Xd = 0, and coming back to the
Laplace transform ® of the microscopic displacement (°, we obtain the following result:

Proposition 2 The Laplace transform P of the microscopic displacement ¢° can be expressed in terms of the partial
derivatives of the Laplace transform ® of the macroscopic field ©° as follows

b, 2,y) = diva(®) (& 2)Xa(, y) + Dais (@) (& 2)x05(6, 9) (42)
where xq and the x;; are defined by , and .
If we come back to the general weak formulation , we get

VEERY, YveW, Voe L*(Qq;H,,, (Y R?)),

[ [ (DuU®)+D@) : (Dule) + D)
Q QaxF
A . . A ) .
E des(dwx( )+ ley( ) (divy(v) 4 divy (0)) + E o div,(®) div,(v) (43)
/ )+ D (CiJ)) 1 (Dz(v) + Dy(0)) + 2?# D,(®): D,(v)
QdXS

_/ P(divw(v)—f—divy(@)):/F-v—i— G-v
QuxF Q
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Replacing with the value of ® we just found in (#2), it leads to

/ d.-v+ = A divm( )div, (v )—|— — Dm(q)) : D, (v)
[92°9% 5 5

+ 2V/ )+ dive(®)Dy(Xa) + Da.ij (®)Dy(xij)) : (Da(v) + Dy (0))
de]-'

+ E ; Xs(dlvz(q)) + divy (®) divy (Ra) + Da,ij (®) divy(xi;)) (diva (v) + divy (9))

+ % (D2 (®) 4 dive () Dy (Xa) + Da,ij(2) Dy (xi5)) : (Da(v) + Dy (0))

QdXS
_/ P(divw(v)—f—divy(@)):/F-v—i— G
QuxF Q Q,

Now, we have to get rid of the pressure, and try to find a symmetric expression in the integrals, in order to get
the mechanical tensors in the fluid and the solid. For this purpose, we can choose special tests functions. If we choose
© = —div,(v)+ something divergence free in the microscopic fluid domain, we satisfy

divg(v) 4 divy(9) =0 a.e. in Q x F

Then, if we choose for the divergence free part D, ;;(v)x;;j, we get the differential operator for ® and for 9. So finally,
taking, for all v € W
0 = divy(v)Xa + Da.ij(v)Xij

with implicit summation over ¢ and j, we get
A 2
/ Oou+ 7/ div, (@) dive(v) + -2 [ Dy(®) : Dy(v)
Q Qs Qs

+ 2V/Q Xf(Dx(‘I’) + dive (@) Dy (Xa) + Da,ij(®)Dy(xi5)) : (De(v) 4 dive(v)Dy(Xa) + Da.ij(v) Dy (xi5))

+ i i Xs(dwx(@)(l + divy (Ra)) + Da.i(®) divy (xi;))(dive (v) (1 + divy(Xa)) + Da.ij(v) divy(xi;))

/Q s ®) + divy () Dy(Xa) + Da,ij () Dy(xij)) : (Da(v) + dive(v)Dy(Xa) + Da,ij(v) Dy(Xi5))
= / F-v+ G-v
Q Qy

The fourth-order tensors Now, let us find the structure of the fourth-order tensor A = A;;pie; ® e; ® e, ® ¢; that

satisfies
Dy (@) : A= Dy(®) + divy(®)Dy(Xa) + Da,ij () Dy(xij)

we decompose it into three terms: A = Id+ B + C. Hence we have:
Dy (®) : B= Dy pq(P)ep @ eq : Bijrie; @ ej Qe @ e = Dy ji(P)Bijrier ® e
= D4ii(®) Dy, (Xa)er ® € hence
Bijii = 6ijDy,k1(Xa)

Dy (®): C =Dy, ji(P)Cijrier @ e = Dy ji(P)Dy 1 (xji)er @ e hence
Cijri = Dy ri(X;i)

now, considering the transpose of A, denoted AT in the sense of the tensors of order 2, namely such that b: A = A* : b,
we can easily see that
T — ..
(A )ijkl = Ainij
one can write:

A" 2 Dy(v) = Dy (v) + dive (v)Dy(Xa) + Daij(v)Dy(xi5)
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M = AA! is a fourth order tensor, symmetric, whose each element is simply obtained by multiplying the two tensors.

Let us sum up:
Aijit = 0310105 + 055Dy 11(Xa) + Dy, 1 (Xji)
(AT)ijkl = Aukij
Mijm = (AAT) Aijqp (AT) = Aijqulkpq

igkl — pakl

From its structure, and using the fact that A;ji = Aji = Aijin, we get that M satisfies the symmetry properties of
a fourth order elasticity tensor, namely

M = Mjin M = Mijix M1 = My (44)

We can proceed in the exact same way to find a second order tensor denoted R such that

D (®) : R =div,(®)(1 + divy(Xa)) + Dax,i; (®) divy(xij)
Hence, one deduce R from the following calculus:

Dy (®) : R = Dy ij(®)Rji = Dz ii(®) + Daij (®) divy (xi5)
In a similar way, we define the symmetric fourth order tensor N = R @ RT

Rij = 6ij(1 + divy(Xa)) + divy (x;0)
Nijr = Rij Ry
(b:R).(RT:0)=b:RRT :¥/ =b:N:V

We directly see that N has the same symmetries than the ones showed by .

3.3 The final formulation

Now, let us rewrite the variational formulation previously found: for all v € W

Q Q4 E 04
5Ye A N 2 e
zu/ﬂdfoz@).M.Dw(va de‘()‘Dz(q)).Jv.Dw(v) + % /SWSDJC((I)).M.Dm(v)

:/F-v+ G- w.
Q QL

We can integrate over the micro domain the tensors to get the final week formulation.

Theorem 3 The following weak formulation in the Laplace domain is equivalent to the formulation

find ® € DR ;W) such that VE € Ry, Vv e W

/<I>~v + 3/ dive(@) dive(v) + 22 [ Du(®): Dy(v)
Q Q4 Q4

v [ D@ (/FM> :Dz(v)Jrg [ D@ (/SN> . Da(v)

+2?“ Qde(rb):(/SM):Dr(v) /QF.u+/Q+G.v

where M and N are fourth-order tensors defined by

Aijrl = 0i0k;j0ij + 0ij Dy ki(Xa) + Dy,k1(Xji) Rij = 6i5(1 + divy(Xa)) + divy (xj4)
M = AijgpAikpg Nijr = Rij Ry

and the correctors x;; and X4 are defined by the proposition .

20



Remark 4 To effectively inverse Laplace transform in the numerical implementation of this problem, we will look at
complex values of the parameters €. Hence, we will need a whole hermitian formalism, which is not difficult to adopt,
but is not necessary here.

Coercivity We get the coercivity of this problem by taking v = ® and © = ® in the formulation . This leads to

/ 2 + zy/ (D.(®) + D, (®))% + = (div, (®) + divy(9))? + A divx(<I>)2+
Q QuxF € Jauxs 3
2 (Do (®) + Dy ())? +2—“ Dz(<1>)2:/F-<I>+ G-®
3 Qy xS 3 Q Qp
Denoting by T the bilinear form on W defined by
T(W,v) = / vt 2y/ (Do (W) + Dy () : (Dy(v) + Dy (8))+
Q QaxF
A (div,(0) 4 div, (¥))(div, (v) 4 divy () + A div, () divy (v)+
§ Jauxs §
2 (D) + D, (8) 1 (Do) + Dy @) + £ [ D) : Dufo)
1 Qg xS i3 Q4

where

a *
for a.e. (&, R Qg xY.
and 0(6my) = div )€ DR(E 1) 4 D a @)y, O G ERE X ax

We extend ¥ and ¢ by setting U = & = 0 almost everywhere in Q4 x Y like &. We set ke = 2min{v, £}, we get that
for all U € W

(0, 0) > /9\112%5/9 (%) + D, (B

= /9\112+n§/Q(Dz(\I/))2+fig/9dxy(Dy(‘i’))2'

The field ¥ = 0 on the bottom and ¥ is periodic on ¥ with a vanishing mean value in almost every cell {z} x ¥
(z € Q4). So applying twice the Korn’s inequality, which brings a constant C', we obtain

T(W,¥) > Cre | ¥ || i qms) +Cre | U |2 varsy) > C || ¥ | ps) -

We finally proved the coercivity of problem .

Coming back in the time domain If we transform with time-dependent variables, we obtain time convolutions,
namely

find o € H'(0,T; W) s.t. for all v € W

[ +2/(/ D) (/Mt—s>ds>: D, (v)
o[ v o [ [ ([ 20 ([ 56w an) ni
o [ Do [ (/ Dm<so°><u>:([SM<s—u>)du>:Dx<v>
:/Ot/gf.w/ot/mg.v
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We can see on this weak formulation that the behavior is unchanged in the upper and lower parts 4 and Q_: the
mechanical law is the classical Hooke’s one. Nevertheless, in the dermis part €24, some viscoelastic effects appeared.
The characteristics of this viscoelasticity are contained in the fourth-order tensor M and N, whose definitions, based
on the correctors, is based on the microscopic domain, and more deeply on the fluid-structure interaction between the
fibers and the ground substance of the skin. This is in agreement with the viscoelasticity that can be macroscopically
observed during real experiments on the skin.

This work is being implemented with the software FreeFem++.

Remark 5 We can consider that the fluid and the solid has different densities, respectively ps and py. Hence, the

latter equation urites
s ([ mion ([ )
[ [ aaiean. +A/ds/ﬂd(/p u);(/SN<s_u))du):Dx<v>
+2u/0 QliwO):Dx(v)Hu/o o [ (/ Dz<so°><u>:(/SM<s—u>)du>:Dz<v)

[ L[ st [ [ [ f o

Remark 6 The skin has a residual stress (which causes the Langer’s lines), which can theoretically be taken into
account in the equations. This stress is not very well known by biomechanicians themselves, and determining it is still
an important challenge. The general form of a residual stress is an additive term oy in the constraint tensor o. In
the framework of the linearized isotropic elasticity, the behaviour law writes

/Q Pl v+ 18] / pedlv + |F]

o =00+ Adiv ()] + 2uD(p).

The additional terms leads to a term that involves the symmetrized gradient of the test function, and can be bounded
by the original elastic energy of the system. Hence, the a priori estimates still hold, and the existence theorem are not
modified. The final law writes with a simple additional term.
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[Collagen fibers of the dermig

Figure 1: A first schematic representation of the skin: reduced number of components
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Figure 2: Our schematic representation of the skin: periodic network
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Figure 3: The microscopic domain: a possible reference cell Y
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