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Vision-Based Altitude, Position and Speed Regulation of a @drotor
Rotorcraft

Eduardo Rondon, Luis-Rodolfo Garcia-Carrillo, Isabelantoni

Abstract—In this paper, we address the hover flight and height of an helicopter, and to developed an autonomous
speed regulation of a quadrotor rotorcraft to perform au-  |anding strategy. In [5], a stereo system is combined with a
tonomous navigation. For this purpose, we have developed a onocylar camera in order to navigate and avoid obstacles.
vision system which estimates the altitude, the lateral pdton . .
and the forward speed of the engine during flights. We A syste_r_m compose_q of two camerf';ls IS _pr_esented in [6]
show that the visual information allows the construction of tO stabilize the position of a convertible mini VTOL, each
control strategies for different kinds of flying modes: hove camera is used to control different dynamics of the aircraft

flight, forward flight at constant speed. A hierarchical contol  Monocular systems have also been implemented, Guenard

strategy is developed and implemented. The local stabiliian ot g1 [7] used visual-servo control techniques in order to
of the vehicle is proven. Experimental autonomous flight was . -
stabilize the position of a quadrotor.

successfully achieved which validates the visual algorith and : 1 3 . .
the control law. New control strategies inspired on animals and insects

behavior, have reached the domain of UAVs research. Chahl
[. INTRODUCTION et al. [8] proposed a landing strategy where the honeybee

The development of mini UAVs and micro UAVs hasUses optical flow for landing. In [9], an optical flow-based
increased during last years. The capability to fly indoor agontroller was implemented to land a quadrotor. Terrain
well as outdoor makes this kind of autonomous systems vefgllowing missions using optical flow have also been imple-
suitable for a wide range of applications either military ofented in [10], [11] and [12]. Serrext al. [13] developed
civilian. In the military field, we can mention applications@" optical flow-based autopilot to regulate speed and avoid
such as delivering survival kits, communication link, risklateral obstacles. Zufferegt al. [14] built a 30g microflyer
evaluation of sensible areas. In the civilian field, we cad finWhich avoids obstacles using optical flow.
delicate applications such weather monitoring, cartogyap !N this paper, we propose a monocular vision system
traffic monitoring, search and rescue missions, surveitan Permitting the control of the altitude with the objectivesté-
operations and remote sensing. Accurate navigation aR¥fiZing the position and regulating the speed of a quadroto
efficient control of the vehicle are essential to accomplisfPtorcraft using optical flow. The purpose of our approach is
successfully such missions. Many efforts have been dofi@ eliminate the position drift when hove_rlng, and to ensure
in the development of these two domains, and at presedcurate translation. These two properties are necessary t
real-time embedded stabilization has been already provB4ild @n autonomous navigation system. If the positiont drif
(for example in [1], [2]). In the other hand, autonomoudS compensated, the hover flight could be used by the system

navigation keeps motivating new research areas. Moreov&8 an intermediary between different flying modes which are
for a complete implementation of fully autonomous UAVs2dapted to different conditions of the environment. Moggov

the vehicle must be capable of navigating through unknowsiPeed regulation is used to create the different flying modes
environments. for instance, only lateral displacement and only forward
Image-based navigation arises as an attractive solutidfiSPlacement. In order to correctly use the optical flow,
small low cost cameras attached to the vehicle provid¥€ also developed a vision-based altitude controller. The
detailed information about the UAV motion and the environ€ombination of these three vision-based controls alloves th
ment structure. Due to this interaction between the sens¥ghicle to navigate in a realistic application. We illustra
with its surroundings, new techniques can be developéB'S_by testing our system in two different kinds of missions
permitting the vehicle to navigate within clustered enwiro POSition holding on a road segment and road following.
ments. In recent years, vision has become an “ideal ally” The body of this paper is organized as follows. In section
to UAVs. Nowadays, vision algorithms lead to interesting!: We describe the implemented visual system. Section lli
and promising results. Algorithms based in monocular visiospecifies the dynamical model of the helicopter. In section

and others based in stereo vision, are proposed as solutid{s the proposed visual-based control law is discussed.
to different kinds of missions or environments. Johngon S€ction V describes the experimental setup and shows the
al. [3] and Yu et al. [4] used stereo vision to control the results obtained during autonomous flight. We conclude our

work in section VI.

This work was supported by the French Research FoundatioAdmm-
nautics and Space Il. VISUAL SYSTEM

E. Rondon, L.R. Garcia and I.Fantoni are with the Universle Tech- Th I . f th it the d
nologie de Compiégne - CNRS UMR 6599 Heudiasyc, BP 205290%0 e overall system consists of the rotorcrait, the down-

Compiégne Cedex, Frand&gduar do. Rondon@ds. utc. fr ward looking camera attached to the vehicle, and the road



model (see Figure 1). The system is defined as follows:

« The rotorcraft
Evolving in space, with 6DOF, it is related to it's own
body coordinate systeniXg,Ys,Zg) and to the fixed
inertial frame(X,V;,2).

« The downward camera
Attached to the rotorcraft, the camera undergoes the
same movement. Any motion sensed, represents a dis-
placement of the helicopter.

« The road model represented in Figure 1 and Figure 2, is
a dual carriageway road, with a crash barrier separating
both carriageway.

X2 Xb X2

Fig. 2. Road Model

xirl, xirz. The importance of using these points is to have an
estimate independent of the yaw angle of the vehicle with
respect to the inertial frame (road coordinate system). We
then define the following variables as

_ iy
§, = 2 ®
. X, 4+ X
m= g @)
W=X_—X_ )
Fig. 1. System configuration wherex}m, x‘rm represent the border’s centroids of the left and

right carriageway of the road, respectively. Those poingés a
The visual algorithm computes an estimate of altituddn the image plane, and are related to the world points by the
the position and the pseudo-velocities. The altitude arffojective camera relations. If we consider a weak progecti
some position information of the engine are deduced b@ll points having the same dep#) then we can write

extracting the road zone from the image, the pseudo speed i fx 4

is estimated by means of optical flow computation. All mT Tz )
information sensed by the camera is related to the image i X

plane, we show that this information is rich enough to cdntro Xtm = 7z ®)
the vehicle. Replacing equations (4) and (5) in equation (3), we have
A. Extracting Road Zone we [ —=x) W (©)

The road zone is computed by a combination of line . ) z z .
detection and color segmentation processes. The first stepnereW is the distance between the left and right boarders,
to recognize the color zones, this is achieved by a classidg- the width of the road. Then,
color segmentation algorithm. The segmentation is done in 1 K 7 )
the RGB encoding format. A threshold leve} between the w "
three colors defines the red color, and a threshigldefines whereKiy, is a constant depending only on the focal length
the blue color. Once the segmentation task is done, the imagtthe camera and the width of the road, and the altitude
is passed through a series of gaussian filters, and then wfethe engine. We can note from equation (7) that the control
algorithm continues with a line detection process based onad the inverse of the image-based variablés equivalent to
Hough's Transform. In the final stage of this algorithm, botftontrol the altitudez of the rotorcraft. The lateral position of
results are combined to estimate the poiitsX|,, Xnin, Xmax ~ the helicopter can also be deduced from the road extraction
xirl and )42. These points are image projections of the worlgoints. The lines passing through the poixjts, Xmax define
coordinatesq,, X, Xmin, Xmax Xr; andx., representing the the new centroidx' (which is the projection of the point
left border, central separation and right border of the roaxh, see figure 2). The objective is to bring the image point
(see Figure 2). With all extracted image points, the roadtzond' to the center of the image, which is close enough to the
is totally defined and the altitude and the position can bprincipal point of the image. This point can be considered as

estimated. the projection of the center of gravity of the vehicle, bessu
) - the center of the camera and the center of the rotorcraft
B. Altitude and Position coordinate system are aligned. Therefore, we can construct
Once the road information has been extracted, positidhe new image-based variable as follows:
and altitude estimates can be built. The altitude estimatio f(X—Xp)

is done using both lines passing through the poiitsx,, C=——F— (8)



Herex is the position of the center of gravity of the rotorcraftwhere(x,y,z) is the speed vector of the rotorcraft center of
in the inertial framey, is central line centroid, anq is the gravity. From equations (7), (15) and (16) we note that the
image-based control variable. A study of the time deritivvisual system allows altitude, position and speed contfol o
is needed in order to measure the impact of an altitud@e rotorcraft using only the image-based variahles;),
variation on this variable. (£,(3)) andy' = —Vog,.

¢ = T L;Xb)'z 9) I1l. ROTORCRAFT DYNAMICS

z z
L f (X—Xp) - The rotorcraft with an embedded camera, that we use
C=Xt——y @ (10) in our laboratory is shown on Figure & =[xy 4’ €

h s the lateral d of th ine.is the ti R3 denotes the position of the vehicle’s center of gravity,
whereéx Is the lateral speed of the engine,Is the Ume e (5 the inertial frame, ang = [p 6 Lp]T € R3 are

o_Ie_rlvatlve_ of the _|mz?\ge-based_ lateral posmon_ varlabru_j 2 the three Euler angles (roll, pitch and yaw), which represen
w is the time derivative of the image-based altitude Varlalqufhe orientation of the vehicle. The model of the rotorcraft

Frogn equa}thn (10) we can see_that a prior Sftab'“Z""t'oaynamics is obtained from Euler-Lagrange equations (see
of =~ and w is a necessary requirement to fulfill a good[l])

lateral position stabilization. Once the altitude is mainéd

constant, the time derivativewill only depend of the lateral MX = —using (18)

speed of the engine, any other contribution will be consider my = ucospsing (19)

as noise. Finally, when the altitude is stabilized=£ 0), the L

. o . . N mZ = ucosB cosp — mg (20)

time derivatives of the image-based variables become; x. b3 1)

C. Pseudo-Speeds b=7 22)
We consider the camera moving with respect to a rigid 0 f(p (23)

=ty

scene. The velocities and rotation rates of the camera in the
inertial frame arg(Vi,W,V;) and (ax, wy, w;). To accurately whereu, Ty, Ty, Ty are the force and torque inputs.
estimate the pseudo-speeds of the engine we define a tracking
zone inside the road model. The tracking zone is defined in
a way that the poink' = f—>z<b is the centroid of the zone.
The optical flow computed at poirfk,,y,) is composed of

a translational and a rotational part as

OF;
OFji = Tor, + Ror, (11)
with the translational part
i Vy ] , . ,
_ 1( —f 0 Xi( X Fig. 3. Four rotor helicopter with a camera
Tor = 7 [ 0 —f ] Y/y (12)
. ‘- IV. CONTROL STRATEGY
and the rotational part _ . . .
. - _ In this study, a hierarchical control strategy was imple-
XkTVk —(f+ Q) yik Wy mented. Considering the time scale separation between the
Ror = ¢ (y)? Xk . @ | (13) navigation control and the low level autopilot, the dynaahic
(F+5%) I X [ @ model can be seen as a series of nested subsystems. The first

The spatial mean of the optical flow (mean of the opticawo subsystems to be stabilized are the altitude and the yaw
flow on all tracked points) is then (see [15]) dynamics.
OT:X = \70Fx + K))((\7o|:Z + IioFX
OF, = Vor, + K)Vor, + Ror,
Using the results from [15], the rotational optical flow is

compensated and the pseudo-spagss, Vor, and\7opz are
deduced. Since the camera system and the helicopter share

A. Altitude subsystem

Considering equation (20), the altitude dynamics can be
represented as follows

(14)

Z=cosf cosqo(#] -0) (24)

the same movements, we can write

— fx
Vor == =~
_ f
Vor, =~ =

Then, the altitude can be stabilized with a feedback-
linearizable inputu

(15) v
m(—de— kp(z_ Zef) + g)
u= (25)
(16) cosf cosp
with 8 and@ # 7. The rotorcraft flies so as to prevent these
(17) singularities. The global stabilization of the controlaségy



is not proven here since it is not the purpose of the pap&ecause the low level autopilot (rotational control) works
(see [16]). From (25), we obtain at highest rate than the navigation control, we can ignore
. . the reference angle dynamicgds = Bt = 0). Indeed, the
W2y WZ(5_
2= —kgz—kp(z—Zer) (26) dynamics of 8 will converge faster than the navigation
Herezis deduced from equation (7), wheseis calculated in  control. Then, we have
t_he image pllane, andis de_duced b); numerical differentia- Vi = yrzef 95 (37)
tion of equation (7). The gairlg, andkj are chosen to ensure L (38)
that the polynomiat® + kis+kZ is Hurwitz. Therefore, the . = %
altitude is stabilized taer. 3 = To (39)
We chooseys" = —ki(Vor, —V(Se,_-;) which leads toyy' =

B. Yaw subsystem " Py Y he closed |
Given equation (23), we can identify an independertf pY1, andtp = —k;0 k(6 — Brer). The closed loop sys-

; 3. 1.0 6 61y
system composed of two integrators in cascade. In order gm is represented by the polynomla"\.+kd52+kps+ Kpkp,

ioh it i 10 16 1Y 0o 1Y
ensure the stabilization of this sybsystem, we propose t ich s Hu_rW|tz it kg kp, kp > O and_kd > kp. Then, the
following control strategy subsysteny - 0 converges to the desired references.
D. Lateral subsystem

= 1Y Y
=ty —kiy @7) Assuming that the attitude is close to the origin and that
The gainskf and k‘2” are chosen appropriately so that thethe altitude has reached the desired value, the subsystem
polynomialsz+k‘2”s+ klw is Hurwitz, and the yaw dynamics ¢ can be expressed as
converges to zero. N
X=—go (40)

C. Longitudinal subsystem p=Ty (41)

~ The longitudinal subsystem focuses on $hed stabiliza-  The |ateral position of the vehicle can be described with the
tion. Indeed, we will control the pitch and the Iong|tud|nalfo||ov\,ing chain of integrators

speedy to some references. Using (25) in (19) leads to

" X1 = X (42)

wherev, = —kf,'z—kf,(z— Zef). Given that the rotorcraft flies X3 = X4 (44)

close to the vertical, the angles are small and we can canside . =

. X = Top (45)
that tanf ~ 6. Also, sincez— z.t andv, — 0, the subsystem ] ) )

y— 0 can be rewritten as a linear subsystem We considerg as the control input for the translational
) dynamics, then the chain of four integrators can be sephrate
y=96 (29) into two subsystems composed of two integrators for both
0 =71y (30) of them. The implementation of a backstepping change of

L 1 ref . variables, gives

Consideringy; = a(y—Vy ), the longitudinal speed of _

the vehicle can be described with the following chain of o= X (46)

integrators o = XE'4%s (47)
no= ¥ (31) o= % (48)

o = ¥ (32) X = T (49)
y3 = T (33) wherexs' = get. This reference angle is computed by using

_ ) ¢,¢) from equations (9) and (15) respectively. The reference
wherey, is the error between the desired and the real speeg, e gynamics are ignored, this assumption is achieved by
y2 =6 andys = 6. The hierarchical control is ConStrUCtedusing high gains in the low level autopilot. The image based

by separating, in the previous subsystem, the rOtat'Onéflzlriables(c,t) are used to stabilize the position, as follows

dynamics from the translational dynamics (low-level cohtr of

and navigation control respectively). Consideripgas the X3 =@et = —k3¢—Kig (50)
control input for the translational dynamics, and applying Ger = —Kx— kf)(X—Xb) (51)
backstepping change of variables, we have and

. . ef ~ ~ . ~

i - }N/Z +¥2 gg; Ty = —kixs—Kki%s (52)

r= % o = —Ko—Kh(@—er) (53)

Vs = &'+t (36)

f ~ ~ - - .
Here yrze = O, Yo = 0 — Oret, andyz = 0 — Bet. Bt iS
the reference angle that we will choose (compute) below x
using the mean of the optical flow in the forward directiondisplacement converge to their references.

The closed loop system is stablek, k¥, k¥ k% > 0, ki >

X @ (ké")zkx i
H§d, and ky > —2%—"—. Finally, the roll and the lateral
ki (kg —kg)



V. EXPERIMENTAL APPLICATION
A. System Configuration

Our experimental platform consists of an aerial vehicli
(four-rotor rotorcraft), a base station and a HF video lin}
(onboard transmitter, a ground receiver).

1) Aerial Vehicle: The rotorcraft was developed at
Heudiasyc laboratory, in the University of Technology ol
Compiegne, in France. The distance (center to center) k
tween two rotors is 40cm, and its total weight is approxi
mately 750 grams. Figure 3 shows the prototype.

2) Base Station:A ground station was also developed.
It consists of a desktop PC, a flight simulator joystick ant
a XBee ZB ZigBee PRO Radio Modem. The base statio
sends triggered information by the users to the aerial \ehic
The base station receives and saves all information neec
to debug and understand the flight experiments and resuli

3) Vision SystemA high definition CTDM-5351 camera,
with a resolution of 640« 480 pixels is placed pointing
downwards. The camera is connected to a 200mW mici
video and audio radio frequency transmitter. Images fror
the vision system are recovered by a 4-Antenna Diversi
System Receiver. Receiver is connected to the ground stati
PC by means of a USB frame grabber. The frequency of tt
video transmission is at the rate of 30 frames per second.

B. Experimental Results

The first experiment consists in hovering stabilizatior
of the vehicle, in a specified zone of the road mode
The experimental results can be seen in Figures 4, 5 a
6. We can remark from Figure 6 that the angles are a
ways very small. A video showing this experiment car
be found athttp://wwmv. yout ube. com wat ch?v=
xPb- | HSsNI o&f eat ur e=r el at ed
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value (which was set to 5), this value is not the real speed
but the optical flow in the forward direction. It is important
to remark that the angles converge also to desired values
thanks to the control strategy. The altitude of the engine
is also stabilized. In Figures 7 and 8, we can see that the
altitude and the speed om only present small changes.

A video of the UAV flying forward at constant speed
can be found ahtt p://ww. yout ube. conf wat ch?
v=PpUWDa3S3C&f eat ur e=r el at ed

VI. CONCLUSIONS ANDFUTURE WORK

A vision algorithm for altitude and position control, and
speed regulation was proposed and tested in real time appli-
cations. The estimated information proves to be rich enough
to enable navigation missions on a rotorcraft. Moreover,

The set of Figures 7, 8, 9 shows the results (position, Eular road following type of mission was tested on a mini-

angles and velocities respectively) for the speed reguiati
experiment. Figure 8 shows how the lateral speed is ke
near zero while the forward speed converges to the desir

UAV quadrotor, using the proposed controller and vision
ptgorithm. We have shown that the visual-based controller
dd not cause instability in the vehicle attitude.
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Future work will consist on detecting and avoiding frontal
obstacles appearing on a frontal camera when constant speed
forward flight mode is active. Also the speed regulation
algorithm will be tested in combination with a new altitude
estimator, in order to fly at constant speed in other environ-
ments.
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