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Abstract: We discuss in this paper the problems bound to 
modular architectures, which lie at the root of most current 
speech understanding systems. We see why the use of 
different linguistic models brings about communication 
problems inside such systems and therefore, we detail the 
possible steps that could lead to an integration of this different 
types of knowledge. Finally, we propose a structure for a new 
architecture, illustrating its feasability through the study of 
temporal information in man-machirre dialogues. 

1 INTRODUCTION. 
Recent developments in speech understanding systems and 

more precisely in man-machirre dialogue systems have shown 
that there exists a great gap between task restricted applications 
using an artificial langnage and real natural dialogues that 
would involve a human and a computer. On the one hand, 
specific systems are concemed with situations where the 
potential users are supposed to be aware of possible 
instructions and it is thus easy to reduce the complexity of the 
task to be achieved. This explains that such systems have now 
reached a pre-industrial development in such applications as 
sonar console controling (1) or ground control simulation (2). 

On the other hand, designing an interface using natural 
langnage and Commonsense reasonning doesn't seem to be 
possible in a close perspective by merely enlarging the size of 
the langnage and the database to be used. 

This ftrst originates in the obvious fact that we can't lay 
confidence in present acoustic-phonetic decoder yet, but 
moreover, because the system architectures developed so far 
doesn't suit the purpose defined. We will try in this paper to 
analyse the situation thus created as follows : 

- we frrst present the constraints for a real natural dialogue 
and we see why modular architectures can't meet these issues. 

- we then analyse two steps towards the integration of the 
different Ievels of information in a dialogue system, as we 
consider it the basis for a future architecture evolution. 

- we propose a frame for the analysis of man-machirre 
dialogue, focusing our attention upon the problern of time 
representation and we expose the foundations of a new 
architecture. 

- we finally see how the problern of modularity, can be re
examinated in the scope of the above developments. 

2 AN OVERVIEW OF DIALOGUE SYSTEMS AND 
MODULARITY. 

2.1 MODULARITY IN CURRENT UNDERSTANDING 
SYSTEMS. 

Understarrding sentences and, more significantly, 
dialogues, implies that various kinds of knowledge should be 
taken into account : acoustic, prosodic, phonetic, 
phonological, syntactic, semantic, pragmatic ... It is crucial for 
good performance of speech understanding systems to choose 
adequate models to represent and implement this different 
knowledge sources. We can find two opposite ways of 
defining such a system (8) : 

- a single structure is defined into which every knowledge 
sources are integrated. 

- each knowledge source works in full independance, in 
which case we observe a great modularity. 

The first solution has been chosen for the Harpy system 
(12). In this system, every pieces of available knowledge from 
acoustic one to semantic are integrated in a single precompiled 

network which models the whole possible sentences, together 
with their phonological variants. 

This technique that integrates several kinds of information 
proved to be particularly efficient and shows, if necessary, the 
advantage of precompiled knowledge in relation to interpreted 
one. A similar solution was chosen by Groc and Tuffeli (7) 
and we can finally establish a parallel with such approaches as 
stochastic models (10) or hidden Markov models (17). 

However, this solution remains very specific and presents 
some major drawbacks : 

- the least change in the langnage induces a long leaming 
phase and a new compilation of the network, 

- there is no possibility for the system to be parameterized 
by any of the information sources, 

- finally, we can't contemplate treating that way subparts 
of natural langnage : the size of the network soon becomes 
unacceptable and moreover, the fact that, a priori, all variants 
of possible sentences are memorized implies a rigidity that is 
really not compatible with the freedom of natural 
communication. 

On the other hand, a possible solution consists in defining 
a structure into which each knowledge source acts as an 
independent module that can communicate with all the others. 
But designing a pure heterarchical model with full 
interconnection of all modules is nearly impossible because of 
its complexity. Furthermore, although the best way for 
implementing those asynchronously working modules would 
be to make use of plain parallelism, it seems that we are not 
yet able to address this last issue on a computational point of 
view. 

Several compromises have thus been proposed to allow 
both a modular structure and an interaction between different 
kinds of know ledge. Among the most important ones, we can 
mention: 

(i) the blackboard model, in which the different knowledge 
sources communicate with each other through a complex 
database : the blackboard. The Hearsay II system (11) was 
designed that way. 

(ii) the hierarchical model, that works under the control of 
a supervisor. The different modules, each corresponding to a 
knowledge source, are triggered by the supervisor and no 
more through a data-driven mechanism as in the preceding 
model. HWIM (18) makes a good exemple of such systems 
with explicit hierarchy. 

(iii) the multi-agents model, where the modules 
communicate two by two through exchange processes like the 
producer-consumer protocol, as it is the case in the DIAL 
system of the CRIN. 

2.2 ADVANTAGES AND DRA WRACKS OF MODULAR 
SYSTEMS. 

The modular approach, that involves either a heterarchical, 
hierarchical or multi-agents model shows many advantages 
that have to be preserved. Among them, we can distinguish : 

- the possibility of parameterizing the system at the Ievel of 
each knowledge source. 

- the gradual definition of those systems : each module can 
be defined independently of the others, as soon as its 
communications (data and results) are specified. 

Still, a maximal cooperation between the various 
knowledge sources and modules lies at the root of a full 
success for those understanding systems. Unfortunately, this 
is not always possible, far from it, as the results of the 
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different modules appear in representations that are rarely 
compatible. 

Whatever model is chosen, including blackboard (as 
shown in figure 1), each module can be finally seen as a 
translator from one representation (rnaybe incomplete) of the 
sensed reality into another. 

LEVELS 

DATA BASE 
INTERFACE 

PHRASE 

WORD-sEOUENCE 

WORD 

SYLLABlE 

SEGMENT 

PARAMETER 

Figure 1 : The Ievels and knowledge sources [ of Hearsay li] 
are indicated by vertical arcs with the circled ends indicating 

the input Ievel and the pointed ends indicating output level (5). 

In this way, the acoustic-phonetic module transforms the 
speech signal into phonemes ; the lexical module, the 
phonemes into words or conversely ; the syntactic module, 
words into sttuctures or conversely etc ... At the end of the 
processing, only the most abstract representation - the 
semantic one, for exemple - is given as a result of the 
recognition stage. 

As a matter of fact, in order to understand and manage a 
dialogue, the sole vision of the most abstract Ievel (semantic or 
pragmatic) is not sufficient. lt would be desirable to harmonize 
the results representation of the different modules so as to 
obtain a close and efficient collaboration between each 
knowledge source for the making of the final analysis. 

As a conclusion, even if it seems preferable to preserve a 
modular defmition of each knowledge source, we think that it 
is necessary to work for a more integrated approach that leads 
to a cognitive representation of the results given by different 
kinds of linguistic knowledge. This representation shall at the 
sametime: 

- maintain a single structured memory of the results 
inferred by each knowledge source. 

- trigger inductive resonning (bottom-up) as well as 
deductive ones (top down). 

- obtain finally a variable depth understanding. 

3 DIFFERENT STEPS FOR INTEGRATING KNOWLEDGE 
REPRESENTA TIONS. 

The general objective that we have exposed in the 
preceding section seems too far to be reach in a close future. 
However, we now show why unifying the different 
knowledge sources in a dialogue understanding system can 
already be understood andjustified, considering two steps that 
can lead us to our purpose. 

3.1 FROM WORD TO DIALOGUE. 
At the base of any speech understanding system are 

perceptual elements given by the frrst stage of signal treatrnent 
and decoding, which are usually obtained as phonemes or 
occasionally as syllables. Those first treatrnents are generally 
mathematical and it is easy to consider them as a whole on 
which the other Ievels will construct their analyses. If we fix 
the phonemes as the basic elements to be manipulated, we can 
see that the different linguistic analyses that we may introduce 
in a system rest on the same kinds of mechanisms. We can put 
it into details for the different Ievels that are commonly 
observed. 

Firstly, if we consider the recognition of words along a 
phonetic lattice, we see that this operation consists in 
retrieving specific schemes that those words are made of. 
Results given by psychologists show that this activity is much 
influenced by word frequency (6) and that it is, before all, 
made in a sequential way, as Marslen-Wilson (13,16) points it 
with his cohort model . 

So, if we have to use a specific word, it can either be 
considered as a single conceptual entity, or, if we decompose 
it as a sequence of phonetic pattems, or as a sequence of 
phonemes at a lower level. At that point, the choice of one 
representation or another depends on the operation that has to 
be done : decomposition if a recognition is to follow or 
preservation as a single entity when the word is to be 
combined with others at a higher level. 

As a matter of fact, the same reflexion can be done at the 
syntagmatic level. There too, psychology shows the 
importance of word pattems for the recognition of syntagmatic 
groups as well as phonemes do for words, by means of 
syntactic or sernantic priming mechanisms (9). Once again, 
there exists an alternative between using a syntagm as a whole 
or as a sequence of following words for recognition purposes. 

At a upper level, syntagmatic groups are conceptual 
chunks of which each sentence is made. The constraints 
within a sentence, either called syntactic or semantic, are 
definitely structural relations, resulting from usage of specific 
pattems. In fact those constraints can be easily compared to 
the ones that relate phonemes to words since, if we don't 
precise any pragmatic context, only usage can say wether a 
sequence is acceptable or not (linguistic tests are effectively 
based on this fact). 

Finally, let us analyse the final decomposition step in a 
man-machine dialogue interpretation, the dialogue itself. 
Figure 2 shows a possible dialogue in the context of an 
administrative information questionning, which is the task 
domain of the DIAL system. This dialogue shows a general 
theme that caracterizes it, but it is also made of a sub-dialogue 
(E2) where the system is asking some precise information to 
the user. At each Ievel of this dialogue, we see that there exists 
either structural constraints that act horizontally - for example, 
a question/answer scheme - or a possible vertical 
decomposition of a dialogue into sub-dialogues or simply into 
utterances. 

U : I would like 10 know the formalities 
10 obtain an identity card. 

S : are you under-age ?-----, 

U:No. --------------~~E 

Utterance type 

Question 

Question El 
An.lwer 

S : Apply to your local IOwn hall... Answer 

Figure 2 : An short dialogue. 
Whereas those different linguistic Ievels are commonly 

treated in dialogue understanding systems as different types of 
information, that are represented independently, we have been 
able to present the important similarities that could urge us to 
consider them in a unified approach. Treating them that way 
would enormously reduce the different drawbacks of modular 
architectures that we have already brought to notice. However, 
a problern could remain with the transformation of linguistic 
information into conceptual one for reasonning objectives. Let 
us see if there exists some arguments that could favor a more 
advanced unification of knowledge representation that could 
take into account this information. 

3.2 LANGUAGE AND WORLD REPRESENTATION. 
Analysing utterances in a dialogue can be separated into 

two principal steps : first recognizing the linguistic parts of 
this utterance, and then, effectively understanding this 
utterance to situate it within the local context of a dialogue. We 
have already seen how the information resulting from the first 
stage is based on regular mechanisms, independently of the 
level from which it originates. Understarrding a sentence is a 
complementary activity needed by the fact that the system has 
to reason on the different events that are successively exposed 
by the utterances of the user. As a matter of fact, it is obvious 
that a system cannot reason directly on linguistic information 
which only represents a reduced vision of situations that are 
always complex. Moreover, it would surely be impossible to 
systematically express in naturallangnage any knowledge of 
the universe that would be needed by the system, especially in 
the case of iconic knowledge for instance. 
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On a pure computational point ofview, this irnplies that an 
understanding system has to possess a translator of linguistic 
infonnation into conceptual one and conversely, in order to 
present a proper functionning. Consequently, as we put it 
forward in our discussion on modular architecture, this can be 
seen a new barrier for a natural behavior, since linguistic 
infonnation is no more available for a reasonning component 
that only manipulates conceptual data. Getting rid of this last 
barrier implies finding a common representation for the two 
types of infonnation. From the discussion above, we can see 
some arguments for this solution. We can sum up the main 
points as follows : 

- a pure psychological or physiological argument would be 
to admit that no difference is made in human brain between 
linguistic infonnation and general conceptual infonnation. 
However the discussion about human modularity is still too 
contrversial (3) for being addressed here. Moreover, as our 
aim is to design a dialogue system, it is preferable to limit 
ourselves on practical arguments, 

- an important point in man-machine dialogue, which can 
be met in human dialogues too, is that preceding utterances are 
regularly referred to by following ones, either by means of 
anaphorical expressions or through meta-linguistic sentences 
aimed at managing the communication channel. Thus, if a 
system is to understand such expressions as "What is the cost 
this paper" or "Sorry, what did you say", it has to keep in 
memory infonnation about the structure of the preceding 
utterances and not only their meaning, 

- another argument concerns the construction of the 
semantical representation of an utterance that is not simply 
done after a complete linguistic analysis, but can be initiated at 
the very beginning of this analysis, as soon as some 
elementary units such as phonological marks or words are 
recognized. For example, let us consider the sentence : 
"Yesterday, he answered quickly". As a matter of fact, most 
parts of this sentence can lead to a semantical construction 
even if some other elements are still unknown. "Y esterday" 
can thus situate the temporal frame of the situation described 
or "quickly" can be linked for instance with a preceding 
discussion about some specific action that the speaker is 
supposed to refer to again in the present intervention. Those 
different constructions must be maintained together by 
referring to the corresponding part of the utterance that created 
them. So, linguistic knowledge must be kept in close relation 
with the conceptual infonnation they bear. 

As a partial conclusion, we see that there are several 
~easons ~or unifying no~ only the different kinds of linguistic 
mfonnatJ.on that appear m a speech understanding system, but 
more generally, any infonnation needed by a system to reason 
on the discourse universe. However, this seems a very hard 
challenge to face and besides presenting it, it is necessary to 
propose some ways to reach it, at least partially. That is why 
we have chosen to treat a particular aspect that concerns the 
different levels discussed so far : time. 

4 TOWARDS A COGNITiVE ANALYSIS OF. MAN· 
MACHINE DIALOGUE. 

4.1 GENERAL ASPECTS. 
Integrating into a single representation the different 

infonnation sources that appear in a man-machine dialogue 
means that you can actually find a common fonnalism that is 
general enough to express all of them and efficient however 
~o that every constraints at alllevels can be expressed. Ther~ 
1s several ways to contemplate such a fonnalism. We can 
divi~~ thel? in two major approaches currently met in 
cogmtlve Selences : 

.-.you may choose to decompose each concept into smaller 
enntles whose various combinations will reflect the differences 
existing from on level to the other. This approach is the one 
currently taken by connexionnist models which don't make 
any difference between different concepts as they are all 
blurred along the network thus constructed. 

.- on the othe~ hand w;- can fi~d the symbolic approach, 
;nh1ch tend to ass1gn a parncular ennty to each concept existing 
m a sy~tem. The main advantages of this approach 
comparetlvely to the connexionnist one is that it is both easier 
to initialize a system with a priori infonnations (concepts and 

relations) and by the same way to follow the system behavior 
through the evolution of those concepts. 

W e base our research on this second approach as we state 
that each element in a dialogue system, either phoneme, 
words, dialogue or even high level concepts must be 
represented by a single entity : a symbol. Between those 
symbols, it is necessary to introduce some basic relation that 
will allow the system to structure its representationnal universe 
and, as a result, to introduce a differentiation within its 
concepts. Still, it seems difficult to present right now a 
complete and coherent list of those relations. That is why we 
present the results we have obtained for temporal infonnation. 
Thanks to the model thus proposed, we will be able to present 
the frrst sketch of a new type of dialogue system architecture. 

4.2 APPLICATION: TEMPORAL STUDY OF MAN-MACHINE 
DIALOGUE. 

Considering temporal information means for us 
representing any chunk of knowledge as its projection on a 
temP?ral scale. As a matter of fact, we introdiuce a single type 
of obJeCI>f : temporal zones. Between two zones can only exist 
one relatlon among the two we have defined : the inclusion 
and the precedence relation. Further on, those zones together 
with the relations will be schematized as follows : 

dFfu '"'7: ~ zz I 
The full detail of this model has been presented on other 

occasions (14,15) and we will essentially focus our attention 
on the important points for our discussion. 

First of all, temporal zones can represent the different 
levels of linguistic infonnation in a man-machine dialogue, 
since this information (phonetical, lexical etc ... ) can be seen as 
many effective linguistic acts that have a temporal aspect. 
Moreover each level can be decomposed, through the 
inclusion relation into elements of a lower level that can be 
occasionnaly related to each other thanks to the precedence 
relation as shown in figure 3. 

dialogue Ievel 
(System-User) 

utterance Ievel 

syntagmatic Ievel 

wordlevel 

a: r plwneticallevel 
. Figure 3 : illustration of a full temporal integration. 

. It 1.s ~us poss~ble .for each (temporal) knowledge source to 
bnng m 1ts contr1but1on for the construction of a multi-level 
represe.ntation. Moreover, as any event expressed by the 
sen;tanuc of an. utterance has ~ t~mporal a~pect too, we can 
easily relate a discourse part wlth Its semantlcal representation 
through a particular zone that we have called a coherence zone. 
For ~xample, to the sentence "I went to Paris", can be 
asS?C1ated a teml(oral zone representing the action of going to 
Pans, together w1th a temporal constraint between the time of 
utterance and the action time : 

coherence zone 

s er ,Paris "I went to Paris" 

This association can be done at alllevels of an utterance 
such as phonological marks ( -ed) words ("yesterday") 
adverbial~ ("in the night") ~s we have detailed it in (15). 

~e. fmally see. t~at 1t seems possible, under certain 
r~strlctJ.ons, to exh1b1t a model that takes into account the 
d1fferent step~ towru::d the integration of the representations 
usuall~ met m a d1alogue system. Obviously, the same 
analys1s must be done on a larger scale so as to allow a real 
unification of this knowledge. There is still a great research 
field to be explored. 
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4.3 TOW ARDS THE DEFINITION OF NEW ARCHITEcruRES. 
We can now wonder how such an approach can be 

integrated into a system architecture that puts into hand this 
unique knowledge representation. Such an architecture is 
Straightforward to ellaborate and we propose a possible 
structure in figure 4. ---.... Module6 

perception 
Figure 4 : a cognitive architecture. 

In this figure, we can see six different modules that work 
on a same dynamic working memory (cognitive memory), into 
which each of them can either pick up data for an analysis or 
bring new knowledge to be combined with existing one so as 
to construct integrated representations like the one we have 
presented in figure 3 for temporal knowledge. In figure 4 
appear several kinds of modules : 

- input modules (4,5), that can integrate knowledge 
coming from perception Ievels, 

- output modules (1,3), that can either operate on the 
universe or simply respond to the user" 

- basic modules (2,6), similar to the first two categories 
except that they can only base their analysis on the cognitive 
memory. 

This architecture presents several advantages. First it 
avoids most of the drawbacks that we have put forward for 
classical modular approaches conceming the impossibility to 
keep in a single recognition result the different aspects that had 
generated it. At each Ievel, it is not necessary that the 
recognition should be complete as soon as the combination of 
the different aspects renders it coherent enough to generate a 
response from an action-module. As a matter of fact, this is a 
very irrteresring aspect of this architecture to allow a close 
relation between the recognition and the generation phase, as 
those aspects are always separated in dialogue systems. 

5 CONCLUSION. 
In this paper we have tried to situate the present system 

architectures in relation to natural dialogues constraints in 
order to evaluate wether the modularity they present must be 
preserved for future systems. Several arguments proved that 
this problern is not straightforward. The main advantages of 
modular architectures are computational : 

- it is easy to implement and to maintain. 
- such systems can be developped without completely 

redesigning the whole structure. 
On the other hand those architectures present some major 

drawbacks among which we can recall : 
- the communication between the different modules is 

difficult because of the existence of different linguistic models 
and this implies that translators be put between them. 

- it is difficult to combine the results given at different 
Ievels and this reduces the possibility of a global intelligent 
recognition of an utterance. 

As a conclusion we think that there are two aspect for this 
problern that we can distinguish. First, modularity must be 
preserved on the basis of different recognition units that 
operate at different Ievels. However, it is necessary to reach an 
homogeneous form for knowledge representation to facilitate 
the construction of a single result for the recognition process 
that take into account the contribution of the different modules. 
This is why we proposed a cognitive architecture that can 
apparently take into account all these problems. 
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