
HAL Id: hal-00521106
https://hal.science/hal-00521106v1

Submitted on 25 Sep 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A People Counting System Based on Dense and Close
Stereovision

Tarek Yahiaoui, Cyril Meurie, Louahdi Khoudour, François Cabestaing

To cite this version:
Tarek Yahiaoui, Cyril Meurie, Louahdi Khoudour, François Cabestaing. A People Counting System
Based on Dense and Close Stereovision. 3rd International Conference on Image and Signal Processing,
ICISP’2008, Jul 2008, Cherbourg-Octeville, France. pp.59-66, �10.1007/978-3-540-69905-7_7�. �hal-
00521106�

https://hal.science/hal-00521106v1
https://hal.archives-ouvertes.fr


A people counting system based on dense and

close stereovision.

Tarek YAHIAOUI1 and Cyril MEURIE1 and Louahdi KHOUDOUR1 and
Franois CABESTAING2

1 French National Institute for Transport and Safety Research (INRETS-LEOST)
20 rue Elisee Reclus, BP 317, F-59666 Villeneuve d’Ascq Cedex

{tarek.yahaoui, cyril.meurie, louahdi.khoudour}@inrets.fr
2 University of Sciences and Technology of Lille, (LAGIS laboratory)

Ecole Centrale de Lille, Cite Scientifique, BP 48, F-59651 Villeneuve d’Ascq Cedex
{fcab}@ieee.org

Abstract. We present in this paper a system for passengers counting
in buses based on stereovision. The objective of this work is to provide a
precise counting system and adapted to buses environment. The process-
ing chain corresponding to this counting system involves several blocks
dedicated to the detection, segmentation, tracking and counting. From
original stereoscopic images, the system operates primarily on the infor-
mation contained in disparity maps previously calculated with a novel
proposed algorithm. We showed that one can obtain a counting accu-
racy of 99% on a large data set including specific scenarios played in
laboratory and on some video sequences shot in a bus during exploita-
tion period.

1 Introduction

Passengers counting is a very important need for transport operators. Indeed,
they seek reliable and precise counting information in order to plan and man-
age in the most appropriate way human, financial and material resources. In
particular, the sharing of incomes between operators exploiting the same lines
and the fraud rate evaluation are two objectives that require very precise count-
ing information. In this case, the current approximations and statistics are not
sufficient to achieve those goals. There are a lot of people counting systems in
transit based on various technologies namely: infrared sensors, ultrasound, car-
pet contact, light rays. However, existing systems lead to too high error rates
and can not correctly deal with complex situations like crowded ones. To face
this problem, we have developed a counting system based on artificial vision and
image processing and divided in several processing blocks exploiting stereovision.
In this paper, we present the different components constituting the processing
chain of the counting system. We present also the evaluation results of each block
of the chain as well as the counting results on a dedicated database.
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2 Proposed counting system

An accurate passengers counting in a bus is particularly delicate. The use of a
single camera system is not sufficient for the reasons such as: occlusions, illumi-
nation changes and difficult configurations of crowd behavior in bus. Hence, we
opted for an approach based on dense stereovision [1], [2]. With this technique,
the objective is to determine the information distance from the sensor to each
point of the scene. This distance is inversely proportional to the disparity. We
chose dense stereovision instead of sparse one because with this latter the prim-
itives extraction is difficult for the reasons mentioned above. However, even if
we chose to exploit dense stereovision, if it is possible we are going to extract
specific points like edges. The basic idea of our proposed system is, from dispar-
ity maps calculated with a specific stereo-matching, to isolate and separate the
passengers’ heads in order to count them. To achieve that, the sensor is fixed
vertically above the door of the bus. With this configuration, we lower the oc-
clusions problems and whatever the crowd configuration, we suppose that the
passengers’ heads will rarely touch each other.

3 Processing chain

The processing chain comprises four blocks: detection with stereo-matching, seg-
mentation, tracking and counting. The detection block calculates, for each pair
of stereoscopic images, a dense disparity map which is converted into height
map. On each map, are represented distances from the ground of each point of
the scene. The height maps are segmented in order to highlight the passengers’
heads at different levels (adults, teenagers, children...). The result of this step is
binary images containing information related to the heads; we call them ”ker-
nels”. The extraction block attributes a number of parameters to the kernel:
size of the kernel, shape, average greylevel, average height level... Then, with the
previous information on the kernels, a tracking procedure is applied to analyze
the trajectories of the kernels.

4 Disparity maps calculation

In the literature, for the stereo-matching procedure, there are three classes of
techniques of mapping:

– The global methods: dynamic programming [3], graph theory [4], nonlinear
diffusion [5] and spread belief [6].

– The local methods: correlation and differential approaches [7].
– The cooperative methods [8].

However, the counting application requires to use a swift technique matching.
The SAD algorithm (sum of absolute differences) [9], [10], which is a technique
based on the dissimilarity function between the neighborhoods of homologous
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pixels is an approach that allows a compromise between robustness and process-
ing time. Let us recall, that in the context of passengers counting in bus, the
sensor is rather close to the observed objects. That is why, we speak about ”close
stereovision”. The main difficulty with this geometrical configuration is the high
number of occlusions in stereoscopic images which correspond to regions present
on one image and not in the other. To face this problem, we propose a technique
based on a dissimilarity measure called SAD,in which we have added additional
constraints.

4.1 Similarity constraint and dissimilarity measurement weighting

We call similarity constraint any discriminating similarity criterion which may
exist between the pixel to match and its homologous or between their respective
neighborhoods. The objectives of the use of this kind of constraints are:

– Reduction of the computation time by rejecting candidates pixels which do
not verify the constraints.

– Increase the accuracy of the matching by choosing pixels strongly correlated.

In our case, we want to improve the stereo-matching quality. Therefore, we
propose to refine the selection of homologous pixels by weighing the SAD dis-
similarity measure. This is done by introducing a weighting factor whose value
depends on the verification of the similarity criterion. When the similarity cri-
terion is verified, the weighting procedures consists in reducing the dissimilarity
measure in order to choose for matching only the pixels verifying the similarity
criterion. The value that the weight can take when the similarity criterion is not
verified, does not affect in any way the dissimilarity measure value. For modeling
the influence of a constraint, we chose to multiply this similarity criterion by a
weighting factor. The dissimilarity measurement is written:

CSAD(x, y, s) =
∑

|G(x + i + s, y + j) − D(x + i, y + j)| (1)

G(x,y): The greylevel of the pixel (x,y) to match belonging to the left image.
D(x,y): The greylevel of the pixel (x,y) in the right image. S: The gap between
the two pixels (left and right).

The dissimilarity measure after the introduction of the similarity criterion is
written as follows:

Csim(x, y, s) = coef
∑

|G(x + i + s, y + j) − D(x + i, y + j)| (2)

with coef, the weighting factor. Coef = 1 if similarity criterion is not verified.
Coef = coef0 and 0 < coef0 < 1 otherwise.

4.2 Proposed constraints

We have identified four similarity constraints detailed below. Thus, improvement
brought by the introduction of the constraints, in terms of accurate matching,
does not require a huge increase in the processing time.
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– Similarity of the neighborhoods’ centers greylevels.
– Similarity of the type of pixels (belonging to edges or not).
– Similarity of greylevels profiles corresponding to the Centerlines of Calcula-

tion Neighborhoods (called CCN in the next equation).
– Similarity of the type of regions including the pixels to match (region with

motion or static one).

We have respectively associated these constraints with the coefficients α, β,
γ and µ. The values of these coefficients will vary depending on whether the
constraints are verified or not.

α =

{

1 if G and D do not have the same greylevels
α0 with 0 < α0 < 1 otherwise

(3)

β =

{

1 if G and D do not represent edges
β0 with 0 < β0 < 1 otherwise

(4)

γ =

{

1 if the CCN do not have the same greylevels profile
γ0 with 0 < γ0 < 1 otherwise

(5)

µ =

{

1 if G and D do not belong to mobile region
µ0 with 0 < µ0 < 1 otherwise

(6)

With G corresponding to G(x+s,y), and D to D(x,y).
We have determined the optimal values of α0, β0, γ0 and µ0 experimentally by
choosing the values that minimize the stereo-matching error rate according to
a given ground truth proposed by Scharstein and Szeliski available on the
web site http://www.middlebury.edu/stereo.

4.3 Constraints association

So far, we have submitted four similarity constraints that we use to improve the
accuracy of matching. Knowing that each of these constraints is of a different
nature, it becomes interesting to combine them and analyze their complemen-
tarities. The main idea is to gather as much information as possible on the pixel
to match and its homologous and also on their neighborhoods. We chose to use
an additive model for the calculation of the dissimilarity , which is to add the
dissimilarity of the four criteria. The global formulation becomes:

C(x, y, s) = (α + β + γ + µ)
∑

|G(x + i + s, y + j) − D(x + i, y + j)| (7)

To evaluate our approach we compared it to SAD (Some of absolute differ-
ences), SSD (Some of squared differences), ZSAD (Zero mean some of absolute
differences) and ZSSD (Zero mean some of squared differences) on static data
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with ground truths proposed by Scharstein and Szeliski and dynamic data
with ground truth by using Vandermark sequence [11]. By comparing the
stereo-matching error rate curves of our approach and those of the others we
find that our approach has an error rate which is 3% lower than those of the
others [12]. This result is mainly obtained on occluded areas of the images. Fig-
ure 1 provides two disparity maps calculated on a pair of stereoscopic images.
We can notice that for SAD algorithm, some matching errors appear (marked
with circles). This shows visually improvement brought by the introduction of
constraints in SAD model.

Fig. 1. Disparity maps corresponding to laboratory stereoscopic images (from left to
right: initial left image, SAD disparity map with errors in circles, our approach of
disparity map).

5 Exploiting disparity maps for tracking and counting

people

The disparity maps calculated by our stereo-matching method are transformed
into height maps by simple triangulation. To highlight the passengers’ heads, we
propose a segmentation technique based on a given number of height intervals.
For each interval, we have a binary image on which appeared only regions with a
height belonging to the interval. In a given interval, the application of morpho-
logical operations as openings with circular structuring elements allow to locate
in space and time, the heads of the passengers. At the end of the processing
within all the intervals, we obtain a binary image containing kernels supposed
to represent the heads. Figure 2 shows an example of segmentation of a height
map corresponding to two persons passing under the sensor.

Then, in tracking application, we associate to each kernel a vector of at-
tributes. This vector is a set of properties that distinguish each object from
others in the same scene. In our case, the objects we need to track are the pas-
sengers’ heads and attributes are actually properties that vary from one head to
another. The considered attributes are: kernel size, kernel width, kernel length,
average height in centimeters, average greylevel (from initial image), kernel co-
ordinates x,y (in the binary image). We use a technique based on Kalman filter
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Fig. 2. Example of a height map segmentation (from left to right: initial left image,
the height map, the kernels map).

for the tracking of the kernels. It makes a prediction of the kernels position and
compare to the current attributes vectors. When implementing this technique,
we have decided to simplify the calculation by limiting the prediction on the two
components corresponding to the coordinates x and y of the kernel barycenter
in the image. The counting technique we have developed is based on the analysis
of the notion of valid trajectories [12].

6 Evaluation and results

First, we note that the counting system has been fully assessed on real dataset.
Data on which the system has been tested come from two different bases: lab-
oratory data according to 30 specific scenario scripts provided by the Parisian
Transport Operator (RATP) and 3 real video sequences acquired in an operating
bus. Most of the scenarios represent exiting persons. The counting results pre-
sented in Figure 3 indicates the number of persons entering or exiting for each
sequence of the laboratory. In this figure, we can see the ground truth counting
results versus the counting results computed by our algorithm. One can notice,
that whatever the difficulty of the scenario, the difference between real counting
and calculated one with our approach is very low. Indeed these differences are
included in the interval [−1; +1]. It is also the case for the counting results of
the three bus scenarios presented in Figure 4. There are no counting error in the
two first scenarios and a slight under-estimation for the third scenario. This is a
very encouraging result demonstrating the robustness of our algorithm which is
able to cope with diverse situations (high density groups of persons moving in
opposite directions, persons of different sizes, carrying bags...).

In order to determine globally the accuracy of our counting system, that
is to say considering all the scenarios and melting entries and exits, we have
defined an error rate which is calculated as follows in the formula 8. In this
formula, we consider the real counting (ground truth) as basis of comparision
and we determine the difference between the counting with the algorithm. Thus,
the error rate is around 1%. Among the laboratory scenarios, the same error
rate is obtained whatever the illumination type considered (scenarios 1-15 with
daylight and scenarios 16-30 with artificial light). When analyzing more finely
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Fig. 3. Counting results for 30 scenarios in laboratory (from top to bottom: exiting
from and entering in the bus by the same door).

the counting results, we see that our system under-estimate systematically the
number of persons. Several reasons could explain this fact: 1) the difficulty to
detect persons whose size is low and who can be confused with objects. 2) The
size of the structuring element in the segmentation step of the disparity map. 3)
the merging of two trajectories, corresponding to two different persons.

Errorcounting = 100
(Realcounting − Automaticcounting)

Realcounting

(8)

7 Conclusion

In this work, we presented a problem that requires combination of tools emerging
from different image processing disciplines. Stereovision was the most important
tool we used and adapted to our application. We proposed a stereo-matching
approach that integrates similarity criteria to improve the calculation of the
disparity maps. It is an issue where the fundamental aspect is attached to the
applicative aspect, which allows us to accomplish two objectives, namely, to
produce a precise counting system with 99% of good counting and to contribute
to the development of new basic tools in the stereoscopic images processing by
proposing a matching approach exploiting similarity constraints. The counting
accuracy must be refined in a more intensive evaluation. This is currently carried
out with a new data set comprising 150 stereo sequences coming from a bus
in exploitation. We have good hope to stay under 2% of error thanks to our
complete processing chain.
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Fig. 4. Counting results for 3 scenarios in bus (from left to right: entering in and exiting
from the bus by the same door).
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l’Association Française d’Informatique Graphique. (2002) 165–182

5. Mansouri, A.R., Mitiche, A.: Selective image diffusion: Application to disparity
estimation. In: IEEE International Conference on Image Processing. Volume 3.
(1998) 284–288

6. Sun, J., Zheng, N.N.: Stereo matching using belief propagation. IEEE Transactions
on Pattern Analysis and Machine Intelegence 25(7) (2003) 787–800

7. Wei, G.Q., Brauer, W., Herzinger, G.: Intensity and gradient based stereo matching
using hierarchical gaussian basis functions. IEEE Transactions on Pattern Analysis
and Machine Intelegence 20(11) (1998) 1143–1160

8. Zhang, Y., Kambhamatteu, C.: Stereo matching with segmentation-based coopera-
tion. In: 7th European Conference on Computer Vision. Volume 2. (2002) 556–571

9. Martin, J., Krowley, J.L.: Experimental comparison of correlation techniques. In:
International Conference on Intelligent Autonomous Systems. (2002)

10. Haris, S., Vandermark, W., Cavrila, D.M.: A comparative study of fast dense stereo
vision algorithms. In: IEEE Intelligent Vehicles Symposium. (2004) 319–324

11. Vandermark, W., Gavrila, D.M.: Real-time dense stereo for intelligent vehicles.
IEEE Transactions on Intelligent Transportation Systems 7(1) (2006) 38–50
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