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UEP Concepts in Modulation and Coding

Werner Henkel, Khaled Hassan, Neele von Deetzen, Sara 8aydb

Lucile Sassatelli, and David Declercq

Abstract

First unequal error protection (UEP) proposals date backh& 1960’s [1], but now with the
introduction of scalable video, UEP develops to a key conéepthe transport of multimedia data.
The paper presents an overview of some new approachesngdllEP properties in physical transport,
especially multicarrier modulation, or with LDPC and Turbades. For multicarrier modulation, UEP
bit-loading together with hierarchical modulation is désed allowing for an arbitrary number of classes,
arbitrary SNR margins between the classes, and arbitramybeu of bits per class. In Turbo coding,
pruning, as a counterpart of puncturing is presented foilflebit-rate adaptations, including tables with
optimized pruning patterns. Bit- and/or check-irregul®@RC codes may be designed to provide UEP
to its code bits. However, irregular degree distributiolma do not ensure UEP and other necessary
properties of the parity-check matrix for providing UEP aiso pointed out. Pruning is also the means

for constructing variable-rate LDPC codes for UEP, esplgctantrolling the check-node profile.
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. INTRODUCTION

Source coded data, especially from scalable video and aadiecs, come in different impor-
tance levels. Thus, data has to be protected differentlydfuss different means of achieving
unequal error protection (UEP) properties on the physaadlland by different coding schemes.
In physical transport, we concentrate on multicarrier niation (OFDM, DMT) presenting bit-
allocation options realizing UEP properties, additiopalsing hierarchical modulation, as well.
Modulation-oriented UEP solutions prove to be a suitabtaary flexible tool to define arbitrary
protection levels, if access to the actual physical trartgpgossible. Other options are provided
by channel coding and in here, we will especially discussbduand LDPC codes providing
UEP. The common approach for implementing UEP propertietnastandard convolutional
codes would certainly be puncturing [2]. Puncturing is dymmmitting some of the output bits
according to some pattern, thereby changing the denominétbe rateR = k/n, i.e., reducing
then. Since puncturing is a well-known procedure, it will not deadissed in here any further.
Pruning as an alternative has not been discussed as mugbt éxcf3], [4], but would allow for
changing the code rate in the opposite direction, i.e., fgdj & in the rate. In its easiest form,
pruning would just omit certain input bits to the encodeeréby eliminating some transitions
in the trellis. Some aspects of pruning as an additional toolJEP Turbo-code construction
will be studied.

Pruning in an LDPC context would mean eliminating varialbees in the bipartite Tanner graph
setting these variables to known values, e.g., zero. THIswiurn modify the check degree of
connected check nodes. This will serve as a tool for desigoireck-node degree distributions
for a given UEP profile.

After some more introductory remarks on UEP for video codimgsection Il, this paper will
provide a tutorial over possible UEP realizations, stgrfrom multicarrier modulation oriented

ones in Section Ill. A treatment of pruned Turbo codes willde in Section IV and LDPC
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solutions with irregular variable-node profile in Sectionavid a short note on modifying the
check-node profile by pruning will complete the treatment&P options in Section VI, followed
by conclusions in Section VII.

Note that, whenever error-ratio performances are shovey,\hll be overE, /N, to be able to
really observe the UEP properties with varying channelaigo-noise ratios. For LDPC codes,
however, we may still usé’, /N, scales, but since there is no notion of local rates, the dvera
rate is used and thus, these figures are actually just usimymalizedE, /N, scales preserving

the SNR spacing of all performance curves.

II. UEP AND RATE DISTORTION

Before we actually discuss different UEP solutions, we #hadiscuss shortly how we should
relate source coding qualities given by spatial and tempeslution and signal-to-noise ratio
margin separations or error rates. We start referencing rk Wwp Huang and Liang [5], who
relate a distortion measure to error probabilities. Howewvethe end, we will conclude that for
the codes that we will study in here, such a treatment is nitdtsla. The actual video quality
steps (spatial and temporal) to be provided at what SNR stélpde at the discretion of a
provider and essentially a free choice.

Huang and Liang [5] simplify the treatment by relating MPE®,land B frames to protection
classes with different error probabilities. This is, of cs® only addressing temporal resolution.

As distortion measure, the mean squared error is used amdnmlated as
L

Diotal = ; %[Ez + AP, 1)
where L is the number of protection classes (layers)s the total number of bits in the source
data, wheres; correspond to the numbers in the different clas#gss the distortion introduced
by the source-coding layer itself, without consideringpesradded by the channel, where&s’,
refers to the influence of channel errof3. is the channel bit-error rate and;, describes the

sensitivity of theith source-coding layer to bit-errors.
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For a rate-distortion relation, Huang and Liang write thialtoate as
Reotal = i SR 4 RO (2)
=0 S Z Z 7
whereRZ(S) and REC) denote the source coding bit-rate and the added redundaspectively,
for the ith layer.

This is a treatment that is reasonable for rate-compatibleciured convolutional codes [2]
that will result in finite error rates. Capacity-achievingdes, however, will lead to a strong
on-off characteristic due to the water-fall region in thBER curves. For such coding schemes,
the SNR thresholds will define certain quality steps that el made available to an end device.
Equation 1 would then only represent the quality steps pexVviby the source coding, since
P; could be assumed to almost only assume the extreme valuesamfind 0.5. In the case of
capacity-achieving codes, it appears to be more suitabsntply relate source coding quality
steps to classes and these again to SNR steps of the UEP Cltawiney. The SNR steps
will then be either realized by different code rates of a Budy LDPC coding scheme or,
alternatively, by bit-allocation and/or hierarchical nutation together with channel-coding with
identical code rates. Combinations of modulation-baselizagions of different protection levels
and those based on codes with different protection levelsf isourse, also possible. The quality
steps provided by source coding, as well as the SNR step#&pbby channel coding are then
a choice of service and network providers.

In the following, we will describe options that we investigd to realize UEP in multicarrier

hierarchical modulation, Turbo-, and LDPC coding. Thedeestes will prove to be very flexible,

allowing the realization of arbitrary SNR level incremebttween quality classes.

[1l. ACHIEVING UEP WITH MULTICARRIER BIT LOADING

We begin our treatment with modulation-based UEP reabnati starting from hierarchical

modulation without bit-loading, followed by bit-loadingo finally combine both concepts in
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bit-loaded hierarchical multicarrier modulation. We usiedent bit-loading algorithms to give
a flavor of options that are possible, although space liroitatwill not allow to study all UEP

modifications of known bit-loading algorithms.

A. Hierarchical modulation

In hierarchical modulation, also known as embedded moduld6], different symbols with
unequal priorities can be embedded in each other therelayirngedifferent Euclidean distances
d; between different priority classgs The margin separations between these classes can easily
be adjusted using the ratios of constellation distalﬁie'ewherez' andj are two different classes.
There are different hierarchical constellation constang in literature, e.g., [6], [7]. However,
for implementation convenience, we have selected the earigin in [8] as shown in Fig. 1. In
this figure, we assume 3 different clasdgs j € {0,1,2} and the performance priority ratios

are assumed to be fixed to 3 dB, henlg@d, = d,/d, = /2

%—do—rﬁed—z% d =
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(@) a 4-QAM (o) is embedded in a 16-QAMILY) (b) a BPSK [Lo) is embedded in a 4-QAMIL(; ) which

which is embedded in a 64-QAM.(). is embedded in a non-square 8-QAIA].

Fig. 1. Hierarchical quadrature amplitude modulation (QAk&) 4/16/64-QAM and (b) 2/4/8-QAM

Figure 2 depicts the bit-error ratios in case of AWGN usingxadihierarchical modulation
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2/4/8-QAM (as defined in Fig. 1.b). Figure 2 also shows the manson between AWGN and

a Rayleigh fading channelwhere the 3-dB margin is strictly preserved in the AWGN case
However, in the case of a Rayleigh fading channel, this mabgicomes wider, e.g., almost
6 dB at a SER (symbol-error ratio) @f- 10-2. Nevertheless, the order of the classes and the
relative margin separations are roughly preserved. Theabhvs&/stem performance deteriorates
due to the fixed modulation size and the fixed power allocatibence, further adaptation to
channel conditions, using adaptive modulation and powecatiion, is a very important measure
to keep the margin separation and an acceptable performasaeill be discussed in detail in

the next section.

Rayl ei gh
Fadi ng

10°F AWGN : g

o
@
Channel Vo S
1 ' “
o ) '
10 y " 1 :
Ly Ly
Oy gy k.
s [ 1 :
10°} ' PEETEERL 1
b} 11 b
) 1 .
1076 1 1 1 1 ‘ A‘ ‘ 1
0 5 10 15 20 25 30 35
SNR [dB]

Fig. 2. SER performance for 2/4/8 hierarchical QAM (definedFig. 1.b) assuming 3 different classes with a margin sé¢jpara

of 3 dB. In total, 6144 bits were placed on 2048 subcarriers.

The channel is modeled as independent time-invariant Reyfiading composed oA = 9 different paths (echoes); each
path has its own amplitudg;, delayr;, and random uniform phase shift € [0, 27), i.e., h(7) = Zf‘;ol Bipie’®§(t — 1) m

follows an exponentially decaying power profile, [10].
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B. UEP adaptive modulation

Traditionally, bit-loading algorithms have been desigriedassure the highest possible link
quality achieving equal error probability. This resultspgarformance degradations in case of
variable channel conditions (no graceful degradationtdntrast, UEP adaptation schemes [11]
allow for different parts of the same video stream/framedquére different link qualities. This
can be done by allocating different parts of this stream ffemint subcarriers (with different
bit-rate and error probabilities) according to the reqiii@oS. Therefore, current research efforts
[11]-[13] have been directed towards modifying the tradiél bit-loading algorithms, e.g., the
ones by Hughes-Hartogs [14], Campello [15], Chow-Cioffirgtiam [16], Fischer-Huber [17],
in order to realize UEP. In [18], the algorithm by Fischer ketheas been modified in order to
allow for different predefined error probabilities on diffat subcarriers. However, the allocation
of subcarriers to the given classes is a computationallyptexnprocess. A more practical
approach has been described in [12] using a modified ratetimdaChow et al. bit-loading. This
one modifies the margin in Shannon’s capacity formula for the Gaussian channel @&} by
dedicating a different; for each protection level. The advantage here is the flexibility to adapt
the modulation in order to realize any arbitrary margin safi@ans between the priority classes.

The modified UEP capacity formula is given by [19]

Vs

SNR; ;
br.,; = log, (1 + RRJ) ) (3)
wherek is the carrier index. (3) is rounded to
br; = round by ;) (4)

with quantization errors

Aka - ka - ZA)kJ . (5)
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The iterative modification of the overa}}; (if the target bit-rate is not fulfilled) is performed in

the same way as in the original Chow et al. algorithm, namppyang

B—Brp

Yo,new = 70,0ld * 2 Nused (6)

to one of the margins, e.g., t@. N,.q IS the number of actually used carriers amongst the
total of N carriers, B = 3, by is the total actual number of bit&; denotes the total target

number. The margin spacing between the giveolasses is selected dsy in dB, such that

v = Yj-1 — Ay [dB], (7)

wherej here can take on values in..., L — 1 and~, is computed in the iterative process [13].

As in the original algorithm, the quantization errdb, ; is used in later fine-tuning steps to
force the bit load to desired values if the iterations were awmpletely successful.

How should now different protection classes be mapped dtgiven subcarriers? An iterative
sorting and partitioning approach has be proposed in [1P]. [The core steps of the algorithm
have been simplified more in [20] using a straight-forwargedir algebra approach to initialize
v close to the final solution. The main steps in [12], [20] areegiin the following:

1) The N subcarriers are sorted in a descending order accordingetahtnnel state infor-

mation; the sorted indices are stored in a vedtbrof sizel x N.
2) In[11], [12], o is initially set to an arbitrary value (as in [16]). Howevir[20], v, of the
middle priority class is calculated initially using the axge SNR §NR) asv,,.., = 2531\‘%,

and enhanced more using

N-1
=1 log2 (V"binit +SNRy ) -Br

Thereafter, the noise margins of the other classes are dedhgcording to (7).
3) ISM is calculated as in (4); the number of subcarriers for eaabrity class are selected

to fulfill the individual target bit-ratel;, using a binary search, as in [12].

2We approximatedV,s.q by N in our computations.
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4) If the target bit-rateB, is not fulfilled, all v, are adjusted using (6) together with (7),
subsequently repeating from 3).

5) Else, if the maximum number of iterations is achieved wittfulfilling By, further tuning
based on the quantization error (5) is performed as in [16].

The main drawback of the previous two methods, [18] and [Z)]the inefficient energy
utilization, where energy is wasted in allocating it to wealkcarriers. The algorithm by Hughes-
Hartogs [14] is seen as the energy optimum bit-loading aggrohowever, it requires lengthy
searching and sorting steps and non-linear operations p€éis bit-loading [15], which is a
linear representation of the Levin bit-loading algorithgi], is a simple alternative in between
Hughes-Hartogs and Chow et al.. It achieaémost the sameptimum power allocation requiring
only a fraction of the complexity due to quantization of theacnel-gain-to-noise ratig, based,
again, on Shannon’s formula. However, carriers of simiels ofG, can be gathered int&
smaller groups, wheré&' << N. Hence, all carriers in each of these groups can be adapted
simultaneously. Therefore, the algorithm can easily alledits according to these quantized
groups, later it tunes following the Hughes-Hartogs cigterof minimum power increment. In
addition to the simplicity, Campello’s bit-loading can detight of as a practical solution for
limited (quantized) channel feedback systems [13]. Howeawethis paper, we will discuss the
UEP applications of the Hughes-Hartogs algorithm, only.

Figure 3 shows the performance of the modified Chow et al.rdlgns assuming multicarrier
modulation with 2048 subcarriers and Rayleigh fading. Tleefggmance deteriorated when
adding more bits to the first class (see the sceriBrie2048). The performance of the adaptive
(non-hierarchical) Rayleigh fading case (in Fig. 3) excetted hierarchical non-adaptive AWGN

(in Fig. 2). This shows the inefficiency of the hierarchicabdulation.
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Fig. 3. SER performance for the modified Chow algorithm assgr3 different classes with margin separations of 3 dB, and

6144 bits on 2048 subcarriers with two scenaribs=1024,7,=2048,7>,=3072, andl;=2048,j = 0..2.

C. UEP adaptive hierarchical modulation

For the optimal power bit-loading algorithms (like Hugheartogs), we opt for hierarchical
modulation to realize UEP classes [13] together with Hieation instead of carrier grouping,
since it realizes different classes more efficiently withtmdious binary searches for the carrier
groups separation. In this approach, the highest priofégscfirst consumes the good-SNR
subcarriers with the minimum incremental power (calculaased on the maximum allowed
symbol-error rate”’,, (SER) and the channel coefficients). Thereafter, the bith®ffollowing
classes are allowed to be allocated to either already udachsiers in hierarchical fashion if
their incremental powers are the minimum ones. Howeverhef incremental powers are not
sufficient to allocate more bits in hierarchical fashioeefisubcarriers can instead be used based
on the same given margin separatiiry;, which is identical to the one given by the hierarchical
modulation. Therefore, the only required information téabfish our algorithm now is the SER

P, of the first class. The other SER, of the less important d&ta, are calculated using the
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given marginy; and the given?,,, as in [12], [13].
In here, we are going to describe the complete power mintmizahierarchical bit-loading

algorithm. This algorithm can be considered as a margiptdabit-loading defined as:

N-1
i &y = & 9
wmin kZ:O k 9)
. R G
subject to: B = Z log, | 1+ T , e < ot (20)
k=0

where &, is the power allocated to thg' subcarrier,&,; is the given target powek, is

the accumulated powefj; is the channel gain);) to the noise ¢2) ratio, and the “gap”
approximation is given by = % [erfc—1 (%)F [22]. If the total target rate is tight to a certain
value Br and&,; is still greater tharg,,, then the performance can be further enhanced by scaling
up the effective power allocatiofy, by the ratio&./E,. This is called “margin maximization”

criterion, where the maximum system margin is defined as

Ymax = 5—0 . (11)
The complete algorithm is as follows:
1) Initially, allocateL x N zeros to the bit-loading matril8 and N zeros to the power loading
vector £ and the incremental power vectie.
2) Setj = 0 and the maximum allowed number of bits on each clads {Q., such that the
summation over all is less than the maximum number of bits per carbigf,..
3) Compute the incremental power stefd§,, for every subcarrier assuming a single bit

addition, using the following approximate equation (as22]):

AE, — % [erfc_;k(%ﬂ (2(25;01 Bix+1) _ o(X5 Bj,k)> 7

where P, of the current clasg is calculated using the previous class probability of error

P, , and Ay as follows

i1 Ay P.
P, ~ <1 _ o= (Ti5 BZ*’“H)/?) erfc 10770 erfe 2 — . (12)
’ 1— 2—(Zf:0 Bi,k)/2
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12

2

which is valid for high constellation order singg, | ~ (1 _9-(Xi= Bi’k)ﬂ) erfc (\/E)
as in [11], andy,;_; = 10‘%%, i.e., if P, is given, the other classé$, can be computed
according to (12).

4) Find the minimumA&;, among all subcarriers, then incremét;, such thatB; ;, < b; ax
allowed for each hierarchical level.

5) Increment the power of this subcarrieby the valueA¢&;.

6) If the target bit-rate of thg'" class is not fulfilled and
« the sum of the powergff:‘o1 & is less than the target energy,;, go to 3),
. else, stop and go to 8) to finalize the margin maximizatiornraggh.

7) If the target bit-rate of thg'" class is fulfilled and; is less than the number of the given

classesl ,

. if the sum of the energy is less than the target enefgy increment; such that,
j < L, then go to 3),

. else, stop the iterations for this class.

8) Scale-up the allocated energy using Eq. (11), then

gk,ncw - gk,old * Ymax -

The matrix B has L hierarchy levels as its rows. Non-allocation of leading (®wmeans
that first protection level data have not been put on the spording carrier. Nevertheless,
lower-priority data may follow and still use a smaller higtaical signal set.

Figure 4 depicts the performance of the modified Hughesedaralgorithm in the case of
allocating 1024 bits for the first priority class, 2048 bits the second priority class, and 3072
bits for the least priority one. The number of subcarriees @asumed to be 2048, the same as
before, and; ... of each modulation layer is 6 bits. It is clear from Fig. 4 ttret 3 dB spacing

is better preserved in the case of the Rayleigh channel in1lHjgithout bit and power loading).
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Fig. 4. SER performance in Rayleigh fading for the modifiedghles-Hartogs algorithm with adaptive hierarchical QAM
assuming 3 different classes with a margin separation of 3lmiBotal, this figure has 6144 bits on 2048 subcarriers with t

scenarios1p=1024,77=2048,7,=3072, andl;=2048,j = 0..2.

We also observe the same performance degradation as in thiéiedoChow algorithm, when
adding more bits to the first class. Finally, one can also sa®@ Fig. 4 that the performance
of the non-hierarchical modified Chow algorithm outperferthe hierarchical Hughes-Hartogs

UEP, which is due to the power-inefficiency of hierarchicahstellations.

An example of combining hierarchical modulation schemethwurbo coding of different
rates is given in [23]. How such different rates are obtaimed flexible way, is shown in the
following section.

In this work, we only focus on (almost) capacity-achieviragdes. Turbo codes are known
for their error-floor behavior, nevertheless they are suite smaller codeword lengths, i.e.,
interleaver sizes. If the error floor is an issue, outer Reeldmon Codes may be applied.
There are, of course, manyfold options with smaller codewengths or delays, such as rate-

compatible convolutional codes based on puncturing, wknehare to some extent addressed
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inside the following Turbo-code section. Just to mentionthar example, one may also think
of multilevel coded modulation with corresponding rate icee according to the desired SNR

steps [9]. Actually, also there, Turbo- and LDPC codes cachmesen for the different layers.

IV. ACHIEVING UEP WITH CONVOLUTIONAL CODES FOR APPLICATIONS INTURBO CODING

In this section, we describe methods of achieving unequal @rotection with convolutional
codes which can later be applied in Turbo codes. A straighcd approach of varying the
performance of a convolutional code is puncturing, i.egl@¥ing a certain amount of code bits
from transmission and, thus, increasing the code Rate k/n, wherek andn are the numbers of
information bits and code bits. Another approach is callathimg, which modifies the number
of input bits to the encoder, i.e., the numerator of the code rate instead of the dendorina
In contrast to [3], [4], we present a more flexible way of pngiin the following. In order
to modify the number of encoder input bits, certain posgiam the input sequence could be
reserved for fixed values, i.e., 0 or 1 for binary codes. Th#eoate of a pruned convolutional
code can be given as

_Lp'k‘—no

R= , (13)

L, n
wheren, denotes the number of digits fixed to a certain value apds the pruning period.
At the receiver, the pruning pattern is known such that thi@biity of the fixed zeros can be
set to infinity (or equivalently, the probability can be setl) and may help decoding the other

bits reliably.

A possible pruned input sequence to a 2-input encoder witlaioepositions fixed to 0 could

be

uu 0 0 O O
u— ’ (14)

Uz U3 Ug Us Ue
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Fig. 5. Set of bit-error rate curves of pruned and puncturexbd codes built from RSC codes (for parameters, see appendi

where the pruning period i, = 5. Thereby, code rates other than that of the mother code
can easily be achieved. Using puncturing and pruning, alyaaiicodes with different error
correction capabilities may be constructed. Figure 5 shewst of bit-error rate curves of Turbo
codes using pruned and punctured recursive, systematiolctional component codes.

When performing a computer search for a suitable pruningrseh it is usually not sufficient
to study pruning patterns alone. Additionally, it has to lswed that at interval boundaries
between blocks of different protection levels, the statepiat trellis segments are the same
as already required in rate-compatible punctured conamiat codes [2]. With the improved
approach shown above, this problem does automatically me¢ any more since the decoder
is operating on one and the same trellis, namely the moth#istronly varying certain a-priori
probabilities. Thus, trellis structures do not change angitions between different protection
intervals at all.

Concerning the minimum distance of the sub-code, it is ihegitase greater than or equal to
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the minimum distance of the mother code since, as statedealboth codes can be illustrated
by the same trellis. Fixing certain probabilities of a zesde infinity means pruning those paths
corresponding to a one. Either, if the minimum weight patprigned, the minimum distance of
the code is increased or if it is not pruned, the minimum distastays the same.

The proposed technique is in a way dual to puncturing with ganable complexity. Puncturing
increases the rate by erasing output bits, whereas pruathges it by omitting input bits (fixing
its value). With puncturing, there is no knowledge about én@sed bits in the decoding. With
pruning, we add perfect knowledge about certain bits andenagnce the decoding performance
in iterative decoding through increased extrinsic infatiora Occasional pruning has also once
been used to improve the NASA serial concatenation of camarial and Reed-Solomon codes
in [24].

We ran an exhaustive computer search in order to find mothdesctogether with different
pruning patterns which behave well in iterative decoding Wged EXIT charts [25] for the
evaluation of the convergence behavior. One assessmésriani was amongst others the con-
vergence threshold, which is the lowest SNR where err@-fiecoding is theoretically possible,
i.e., where the tunnel between the EXIT curves opens and titaahinformation between the
decoded and the transmitted sequence is one (or very nearejo feurthermore, we report the
area between the EXIT curves, since it is a measure of howe dlos waterfall region is to
the Shannon limit and how steep it is [26]. Although this hasrally only been proved for
the binary erasure channel, it has been observed for théeddihite Gaussian noise (AWGN)
channel, as well. We also give the approximate distahoé the convergence point from the
Shannon limit in dB. The minimum distance of the mother cdutvonal codes and their pruned
subcodes was determined by evaluating low-weight inputieseces. Table Il in the appendix
shows three convolutional mother codes with constrairgtlesl,. = 3, L. = 4, and L. = 5 with
reasonably fast convergence. The convolutional mothee cai# isR-- = 1/2 in all cases, such

that the Turbo code rate iB;- = 1/3. The pruning pattern search was performed for pruning
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periods up toL, = 6.
The code table shows that the higher the degree of prunirg tfa lower the code rate), the
larger is the minimum distance. This is natural, since witlarge number of constraints, it is

more likely that the minimum distance path is erased.

V. NECESSARYDEGREEDISTRIBUTION PROPERTIES OFUEP-LDPC DES

Irregular low-density parity-check (LDPC) codes are veutable for UEP, as well, and can
be designed appropriately according to the requiremenesgular LDPC codes provide UEP
simply by modification of the parity-check matrix and a se@ncoder and decoder may still
be used for all bits in the codeword. The sparse parity-cheekrix H of an LDPC code
may be represented by a Tanner graph, introduced in [27;wlaicilitates the description of a
decoding algorithm known as the message-passing algofgBmSuch a code may be described
by variable node and check node degree distributions defigeithe polynomials [29]X(x) =
andd

S Pmar Nzl and plz) = S %mes 50!, whered are the maximum variable

Umazx Cmazx

and check node degree of the code, respectively. The ceetficiof the degree distributions
describe the proportion of nodes with a certain degree. iWithis section, we concentrate on
irregular LDPC codes, where the UEP is due to the irregylaritthe variable nodes, and the
check node degrees are mostly concentrated. UEP is usim#lined by assigning important bits
to high-degree variable nodes and less important bits ttother degrees, [32]—[34]. Information
bits may be grouped into protection classes according tio #neor protection requirements or
importance and the parity bits are grouped into a separategdion class with least protection.
Generally, the average variable node degrees of the classeecreasing with importance. Good
degree distributions are commonly computed by means ofitgeegolution using a Gaussian
approximation [35].

Based on an optimized degree distribution pair\¢f) and j(z), a corresponding parity-

check matrix may be constructed. Several constructionritifiges can be found in literature.
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The most important ones are the random construction (awpidnly length-4 cycles between
degree-2 variable nodes), the ACE (approximate cyclereitrimessage degree) algorithm [36],
the PEG (progressive edge-growth) algorithm [37], and tB&fACE algorithm [38]. It is widely
believed that an irregular variable node degree distidiouis the only requirement to provide
UEP, see for example [32], [33]. Surprisingly, we found tbahstructing parity-check matrices
using these different algorithms, based on the same deggt#ogtion pair, results in codes with
very different UEP capabilities: The random and the ACE atgms result in codes which are
UEP-capable, whereas the PEG and the PEG-ACE algorithml reg€odes that do not provide
any UEP [39].

Since the degree distribution pairs are equal for all atgors, a more detailed definition of
the degree distribution is necessary. The multi-edge tygmeelization [30] may be used, but is
unnecessarily detailed for our purpose. Instead, a subofthe multi-edge type LDPC codes
is considered. Lep*")(z) be the detailed check node degree distribution, where th#icients
ﬁgu) correspond to the fraction of check nodes which haeedges to variable nodes in protection
class L, regardless of the other edges.

Figure 6 shows the coefficients of the detailed check nodeededistribution for codes
constructed by the ACE and the PEG-ACE algorithm and forethpeotection classes. The
results can also be seen as histograms of the number of edgeslieck nodes to the protection
classes. It can be seen that the histograms correspondthg teon-UEP algorithm (PEG-ACE)
are much ‘peakier’ than those corresponding to the UEPHapalgorithm (ACE). Knowing
that the overall check node degrees are concentrated arhurd9, this means that for the
PEG-ACE code, a large fraction of check nodes has the saméeruoh edges to the different
classes, i.e., most check nodes have 4 edges t8 kdges to £, and 2 edges tod, reasoned
by the different variable node degrees of the classes. Icdle of the ACE code, the number
of edges to different protection classes vary much more hacttare many different types of

check nodes. Based on this detailed check node degreeébdigiri, one may perform a detailed
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Fig. 6. Detailed check node degree distribution coeffisidat the codes constructed by the ACE and the PEG-ACE altgosit

mutual information evolution of the messages over the degoiderations [39].

Figure 7 shows the mutual information of messages going frbetk nodes to variable nodes
of different protection classes (denoted Ry,.) as a function of the number of iterations for an
ACE code and a PEG-ACE code. It is obvious that the ACE code pgoevide different protection
levels even after the check node update operation, whilerthieial information values of the
PEG-ACE code are almost identical for all protection clas3éne reason is that all PEG-ACE
check nodes obtain similar values for their updates andagesthe UEP coming from the variable
nodes (due to their different degrees). In contrast, thelcm®des of the ACE code produce
different updates for different protection classes, legdio UEP even after a high number of
iterations. Based on this, the resultiagposteriori mutual information values of the variable
nodes from different protection classes (denoted/hy,) are depicted in Fig. 8. The figure

shows the difference between the mutual information anchagimum value 1 on a logarithmic
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Fig. 7. Check node posterioriMI as a function of the number of decoder iterationstgi/ No = 0.7 dB.

scale. For the UEP-capable ACE code, protection classobverges much faster than the other
protection classes. On the other hand, the different dassthe non-UEP PEG-ACE code have
more equal convergence rates.

To confirm that the detailed check node degree distribusoiiné key to the UEP capability
of a code, a modification of the non-UEP PEG-ACE algorithmiclvimakes it UEP-capable, is
presented. By constraining the edge selection procedusaw only certain check nodes to be
connected, the resulting detailed check node degreeldistn is made similar to that of the
ACE code. The bit-error rates of the codes constructed byrbeified PEG-ACE, the original
PEG-ACE and the ACE algorithm are shown in Fig. 9. The figur@ashthat the original PEG-
ACE code does not provide any UEP to its code bits, wheread\@te code is UEP-capable.
Surprisingly, the code constructed by the modified PEG-A@Brahm offers even more UEP
than the ACE code. The UEP capability provided by the modifieéds-ACE algorithm confirms
that the detailed check node degree distribution is cruoidhe UEP capability of a code.

Further work is currently done along protograph constangiand and multi-edge type LDPC
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Fig. 8. Distance of variable node posterioriMI to the maximum MI as a function of the number of decoderatiens at

Ey/No = 0.7 dB.

codes [31], [40].

VI. ACHIEVING UEPWITH LDPC CODES WITH AN IRREGULAR CHECKkNODE PROFILE

In Fig. 6, we observed that a non-compresdetiiledcheck-node distribution was an essential
ingredient to obtain UEP properties, which are even preskmafter many iterations, even if
an overall compressed distribution was chosen to optintize dverall average performance
(according to results in [35]). In the following, we evenregh from the overall concentrated form
and design UEP properties by controlling the check-nodeegedistribution, possibly keeping a
regular variable-node degree distribution. It is well-kmothat the quality of a variable-node is
increased with the number of edges connected to it. Regattancheck-node side, a connected
variable node profits from a lower connection degree of ti&ick-node. Thus, the quality of
variable nodes is increased by lowering the (average) ehedk degree of all check-nodes

connected to it.
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We consider a check node to belong to a certain bit-noder{fyielass L. if there is at least
one edge of the Tanner graph connecting the check node wéhbitmode of that class. By
studying the mutual information at the output of a check nofla priority class compared to
the average mutual information, we get a measure of uneguatdqtion of the priority class: the
higher the difference, the more the class is protected cogdp@ other bits in the codeword.
It is also possible to link this difference in mutual infortiwa to the average check connection

degree of class [,

dik)
d:d(l-k)

min

whered"“*) and d5%) are the minimum and maximum check connection degrees, aggy.

min

~(Lg

Pa ) is the relative portion of check nodes with connection degte¢hat belong to class L

To maximize the performance of cIaS§,lE(Lk) has to be minimized. In other words, the most

protected classes have the lowest average check-nodesdegre
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Using the detailed representation of the LDPC code [41], w#nozed the irregular check
node profiles for each priority class with Density Evolutigdnce the irregularity profile has
been optimized, there are some specific parity check matmstcuctions that allow to follow
the fixed profile. We depict in the following a method based anmmg, which has the advantage
of being efficient and flexible, just as in the case of UEP Tuwbdes in Section IV. With a
single fixed (mother) encoder and decoder, the protectiopgsties for different priority classes
can be modified by suitable pruning. With pruning, we conth@ check-node distribution of
the classes. LetNy, Ky) be the length and the number of information bits, respelgtic# the
mother code. Pruning in Section IV meant simply omittingoimfiation bits according to some
pruning pattern, i.e., fixing them to some known values. @&litph this can be further generalized
by adding a precoder to a mother code, which also offersidaitaDPC UEP solutions, we will
stick to this simple pruning concept also in here. Presgttertain information to zero, means the
creation of a subcode of dimensidfy by eliminating Ky — K; columns from the parity-check
matrix H,,. The subcode has length;, = Ny — (K, — K;). This would be comparable to the
length change in the case of pruning a systematic convolaiticode. We use systematic LDPC
codes, i.e., LDPC codes for which the parity-check matrix & upper triangular structure. The
pruning is then performed by just omitting an informationdfithe mother code, or equivalently,
by removing the corresponding column in the informationt dirthe parity check matrix (the
part which is not upper triangular). By doing so, the dimensiof the subcode matricd$s
and G will be My x Ny — (K, — K3) and K7 x Ny — (Ko — K3), respectively. The code rate

is obtained as
rank(Hy) K,

R, =1-— = .
! No— (Ko — K1) Ny — (Ko — K)

(16)

Only the indices of the pruned columns of the mother code neddd known at the transmitter
and the receiver in order to be able to encode and decodeuhegrode. Thus, there is almost

no complexity increase for realizing different UEP confafions with the same mother LDPC
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Fig. 10. Pruning in the Tanner graph to exhibit UEP propsrtie

code. This shows that the specific matrix construction thataavice, based on a mother code
and pruning, is very flexible and can be implemented in ptacwith low complexity.

Figure 10 illustrates the pruning in the graph of a short cddtee that the protection level
is determined by the average connection degree of the chadisnconnected to the variable
nodes of a certain class.

In the following, we describe the iterative pruning procedin some more detail.

Let the relative portion of bits devoted to a classte denoted byx(k), with S5 a(k) = 1.
An iterative pruning is performed. The procedure is codblby the two key parameters of
the kth cIass,E(L’“) and dfﬁfrz. The first is the average check connection degree oftheclass
defined in Eg. (15). The proportion relation

deaCL‘

No
Yoy A =1 (17)
k=1 =2

is obtained where the second sum starts at a connectionedefjizsince a check node should

at least be connected to two variable nodes. The upper dmit is the maximum possible

max

check degree. The protection in clasg ¢an be improved by minimizing the average check

connection degreé(L’“), which requires to minimize/-*), as well. For each considered class,

4" is lowered as much as possible minimizidj: step by step, too. For a choséfJ:), one

would try to put a maximum number of check nodes with the mirrinrdegreed&f‘,z in order
to decreasd " . Although this may be interpreted to keep the degree digioh concentrated

inside a certain class, this is not necessary (cf. the egulBection V). The reduction af
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may be realized in different ways. However the steps and ubeession in pruning are chosen,
including possible reallocations of variable nodes to s#as the following constraints need to

be fulfilled and checked every time:

1) Any pruned bit must not be linked with a check node of degreeady identical to the
lower limit of a priori chosen degree distributions.

2) Unvoluntary pruning shall be avoided, meaning that a roolwf the parity-check matrix
H becomes independent from all the others and then it wouldiefime a code any more.

3) The chosen code rat; /N, must still be achieved given by the total number of checks
NK and the number of bit nodes.

4) Convergence at a desired signal-to-noise ratio (neaShHannon-capacity limit) must be
ensured, typically by investigating EXIT charts [25].

5) A stability constraint [35] has to be ensured, which isrfalated as a rule fok,, which

is the proportion of edges of the graph connected to bit nofleegree 2.

2
61/2cr

A < —— :
> pi(G—1)

wherep; denotes the proportion of edges of the graph connected tkefwes of degree

, (18)

7.

In an iterative procedurei,(ﬁtfrz may be further reduced after ensuring that the listed caimssr
are fulfilled (if the lower limit of allowed degrees is not yetached). A further pruning process
is used to reducd* .

Figure 11 shows an exemplary result obtained by iterativmipg. The curves are based on
a regular LDPC mother code of lengftyy = 2000 and a code rate oR, = 1/2. The subcode
has a length ofV; = 1000 and code raté?; = 1/3. The L classes to be optimized are defined
by the proportionsy(k) for £ < L — 1 (the number of info bits in the class;lis a(k) - Ry - Ny
if k<L—1,and> 1" a(k)=1,and(1—R;)-N, = (1—Ry)- N, in the last one which then

contains the whole redundancy). The optimization is domelfe= 3 classes withn(1) = 0.1,
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Fig. 11. BERSs of concentrated and non-concentrated prumeckerregular codes of rate 1/3 and length 1000 after 3atitms

for a(1) = 0.1, a(2) = 0.9

a(2) = 0.9. The mother code has parameters (2000,3,6).

Optimizations to obtain unconcentrated (degrees for chéetween 2 and 6) and almost con-
centrated (degrees for checks between 4 and 6) degrees wedegerformed to compare the
performances.

The decoder is using the pruned parity-check matrix of théheracode. The check-node profiles

are given in Table I. The variable-node degree was three.

VIlI. UEP IN PHYSICAL TRANSPORT OR IN CODIN®

This paper has pointed out manifold options for realizingaual error protection, especially
new concepts developed recently. UEP in multicarrier ptajgransport is very easy to realize
and the design is very flexible allowing for arbitrary SNR gias. In UEP Turbo or LDPC
coding, the coding scheme has to be optimized in advanceai@de search is necessary and
the performances have to be investigated beforehand (EKérts; simulations). Pruning and

puncturing also offer quite some flexibility in choosing ttede rate, but the actual performances
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TABLE |

CHECK-NODE PROFILES OF CONCENTRATED AND NONCONCENTRATED CODES USED INFIG. 11

Check profile of the almost concentrated code

j 2 3 4 5 6
Class 1| 0 0 9.04E-01 9.62E-02 0
Class 2|| O 0 6.67E-01 3.33E-01 0
Class 3|| 0 0 3.56E-01 4.86E-01 1.58E-01
Check profile of the unconcentrated code

j 2 3 4 5 6
Class 1| 1.59E-01 1.97E-01 3.31E-01 2.70E-01 4.29E-02
Class 2|| 1.11E-02 4.89E-02 4.07E-01 4.60E-01 7.33E-02
Class 3| 1.33E-03 8.67E-03 1.60E-01 4.82E-01 3.48E-01

are only obtained after the code-design and evaluatiors sképwvever, in digital transport without
access to the physical channel, the only option is UEP coding

When the channel changes its frequency characteristicelation properties for the equivalent
binary channel), the margins between the priority classése modified in UEP bit allocation,
even if a more robust SNR sorting is used. In UEP Turbo or LDB@ing, the margins will

more or less be preserved due to the large interleaver.

ACKNOWLEDGMENT

Some of this work was part of the FP6 / IST projédtPipe and was co-funded by the
European Commission. Furthermore, we appreciate fundintheé German national research

foundation DFG.

Some results of this paper have been prepublished at cowkese[11], [19], [42] or will
appear in [39]. UEP LDPC codes for higher-order modulatiomhich were not presented in
here, have recently been published in [43]; for results onPURultilevel codes, the reader is

referred to [9].

June 3, 2010 DRAFT



28

APPENDIX

Parameters of Fig. 5

Generator matrix of the mother code:

1
1+D+D?2
G =

1+D+D3
0 1 1+D+D?2

The code rates given in the figure are the ones of the Turbag ¢edethe rate-2/3 convolutional
code results in a rate-1/2 Turbo code. The interleaver se® 2160.
Puncturing and pruning pattern:

R = 0.7 (punctured)

P, =
0100101
0100101
R = 0.6 (punctured)
111111
11 1 111
P, =
01 1 101
01 1101
R =0.38 (pruned)
P.=(-0 0)

R = 0.25 (pruned)
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TABLE I
LIST OF GOOD CODES WITH CONSTRAINT LENGTH.. = {3,4,5} AND RATE-1/2 CONVOLUTIONAL
MOTHER CODE GIVEN ARE THE CODE RATESRcc AND R OF THE CORRESPONDING
CONVOLUTIONAL AND TURBO CODE, THE PRUNING PATTERN THE SNR (DB) WHERE THE TURBO CODE
CONVERGES THE OFFSETS FROM THE SHANNON LIMIT (DB), THE AREA BETWEEN THEEXIT CURVES,
AND THE MINIMUM DISTANCE OF THE CONVOLUTIONAL CODE d frce,cC-

| conv. mother code] Rco | Rre | pruning pattern | Es/No [dB] | 6 [dB] | area | djree.cc |
( 1 % ) 0.5 0.333 -3.73 1.35 0.25 4
0417|0278 (0 - - - - ) -4.24 1.84 | 0.255 4
0.4 0.267 ( o - - - - ) -4.27 2.05 | 0.263 4
0.333| 0.222 ( oo - - - - ) -4.76 3.12 | 0.258 4
0.2 0.133 ( o o0 o - - ) -8.53 1.47 | 0.257 6
0167|0111 (0 0 0 - 0 -) -8.78 2.14 | 0.266 6
| conv. mother codg] Rco | Rre | pruning pattern | Es/No [dB] | 6 [dB] | area | djree.cc |
( 1 % ) 0.5 0.333 -4.73 0.35 | 0.077 5
0417|0278 (0 - - - - ) -6.04 005 | 0168 5
0.4 0.267 ( o - - - - ) -5.87 0.46 | 0.123 5
0.333| 0.222 ( oo - - - - ) -7.16 0.767 | 0.219 5
0.3 0.2 ( oo - - - ) -7 0.92 | 0.194 6
03 [ 02| (0 -0 - ) -7 092 | 0183 6
0.2 0.133 ( o o0 o - - ) -9.13 0.87 | 0.226 7
0.167| 0.111 ( 0 0o 0 0 - ) -9.37 1.547 | 0.236 8
| conv. mother code] Rco | Rre | pruning pattern | Es/No [dB] | 6 [dB] | area | djree.cc |
( 1 1tD4p ) 0.5 | 0.333 -4.73 0.35 | 0.086 5
0417|0278 (0 - - - - ) -5.64 044 | 0228 5
0.4 0.267 ( o - - - - ) -5.07 1.26 0.2 5
0.375| 0.25 (0 - - ) 5.2 163 | 0201 5
0.333| 0.222 ( oo - - - - ) -6.76 1.167 | 0.263 5
03 02| (00 - - ) -5.80 212 | 0202| 5
0.25 | 0.167 ( o o - - ) -6.27 2.4 0.248 8
0.2 | 0.133 ( o o0 o0 - - ) -6.73 3.27 | 0.306 8
0.167 | 0.111 ( o o0 o o0 - - ) -7.18 3.74 | 0.354 9
0.1 0.067 ( 0o 0 0 0 - ) -8.47 5.36 | 0.412 11
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