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IMAGE RETRIEVAL USING LONG-TERM SEMANTIC LEARNING

Matthieu Cord and Philippe H. Gosselin

ETIS/CNRS UMR 8051
6, avenue du Ponceau, 95014 Cergy-Pontoise, France

ABSTRACT

The automatic computation of features for content-basexyere-
trieval still has difficulties to represent the concepts tiser has in
mind. Whenever an additional learning strategy (such avaeice
feedback) can improve the results of the search, the sysésfarp
mances still depend on the representation of the imagectiolte

We introduce in this paper a supervised optimization of axté&ta-

ture vectors. According to an incomplete set of partial lapthe
method improves the representation of the image collectoan if
the size, the number, and the structure of the concepts &reowm.

Experiments have been carried out on a large generalishasdan
order to validate our approach.

1. INTRODUCTION

To manage large image collections, powerful system asgistae
required to group images intdusters or semanticconcepts. Most
of the time, the low-level features (like color or texture) ot very
well match with the semantic concepts, and some learning iste
usually applied to fill the gap.

If training data are available for each concept, the probhesy
be solved very efficiently using combinations of classifieach of
them trained to identify one concept [1]. If not, other aparoes
use knowledge from user interaction in order to refine theloree
building of concepts. Relevance feedback and active legid] in-
crease the system performances, but only during the cuetigval
session. Once the session is over, labels are discarded.

use all the labels accumulated during many interactive atesy
retrieval system to improve the feature representatioh@irnages.
With such an optimized representation, we attempt to gettierbe
match with semantic concepts. The labels are sampled fraddai
concept that the user has in mind during his retrieval sasdibus,
if a large number of labels are available through severalenet!
sessions, their combinations should make the hidden ctsstnd
out.

In order to learn semantic features, some researchersrpedgo
competition of the feature dimensions [3]. Others propaskearn
a distance metric [4, 5]. When concepts are very badly reptes
by features, one can directly focus on the similarities leefmvdocu-
ments. For instance, in [6], a semantic similarity matriggsnputed
and stored. The method is relevant to compute semantic, lbuks
has large memory needs. In [7], a clustering of the datalsagert

updating method, to exploit semantic labels for generalgabase
management [10]. However, expressing interesting andeffidata
updating rules is not easy when only algebraic transfoiwnation
kernels are considered.

To overcome these difficulties, we propose in this paper a new

approach working in the feature space, based on a movingeof th
feature vectors. Our method arranges feature vectors draget of
equidistant concept centers, without an explicit comporadf those
centers. For the equidistance property, we introduce a¢nedhat
let us compute all the feature movements.

According to an incomplete set of partial labels, the metinod
proves the representation of the image collection, evéweiize, the
number and the structure of the concepts are unknown. Ggritra
[8, 11], the method may learn a lot of concepts with many mired
formation. Moreover, in opposition 1 (N?) methods like [5], the
complexity of our technique is no more dependent on the datab
size, but only on the label set size.

2. WEAKLY SUPERVISED LEARNING FRAMEWORK

The problem addressed in this paper is a particular learping-
lem, because of the nature of the training set. Let us dOte=
{x1,...,xn} the whole set of documents representedkhyc R”.
Suppose that the documents are gathered in a finite (but wmino
number of concepts, and these concepts do not necessariyafo
clustering. Thus, an image can belong to several concetsinF

Ostance, one can find buildings, cars, houses, or landscape/do

cars in front of a building or a house, or houses in a landscape

A usual training set in classification problems is a set of-cou
ples (data,concept). In this paper, we consider a diffeadaarning
framework. Indeed, let us consider that the training sebimmosed
of a setY of vectorsy, € [—1,1]": eachy, is a partial labeling
of the setX, according to one of the hidden conceéptshis type of
training data is very common in information retrieval frantek.

Learning from such a training s& is far from being trivial, as
the knownledge of the concept associated with each trasangple
is unknown. For instance, a training sample can g %; andxy,
are insome concept, anck; is not in that concept”. Furthermore,
we do not assume that a training sample is large enough to tngl
whole associated concept, that makes the learning problemiy-
supervised.

formed to reduce the memory needs and to enhance the system pe The challenge is to use this set of partial labeling in order t

formances. However, the resulting similarities are diffito exploit
with any learning method (classification, active learnibgywsing,
...). These strategies usually need specific learning misthehich
disable the use of the most powerful ones.

learn the concepts.

1Every positive (resp. negative) valyg, means that the image repre-
sented byk; is (resp. not) in this concept, as muchgs is close tol (resp.

Learning with kernels methods has also been proposed to dealt). Every valuey;, close to zero means that there is no informationxpr

with semantic labels [8, 9]. We recently proposed a kernetima

about this concept.
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Fig. 1. Estimated centeg; for a negative labeled vectot;, rela-
tively to the positive concept centgr .

3. CONCEPT VECTOR LEARNING METHOD

We propose a vector-based approach which arranges veots i
around a set of concept centeys, without explicitly compute the
g;. The idea is to build a new s&* of vectorsx; such as the
vectors are clustered by concepts.

The main difficulty is to build these clusters in weakly super
vised framework previously described. We propose an adapti
scheme using,, one after another, shifting the corresponding la-
beled vector; (y:p # 0). The idea is to move positive labeled vec-
tors towards an estimatiog of the concept centeg of the cluster
those vectors may be in, and to move away frgrthe negative la-
beled vectors. The problem is the estimatgpof a concept centey,

according to ary,,. For positive labeled vectors, we propose to move

them towards a single estimated center corresponding toehger
of gravity. To shift the negative labeled vectors, we prepaddif-

ferent strategy by considering several potential centés propose
a theorem that offers us an effective solution for the cquesling
move of the negative vectors. This is the most original pathis

work that we justify and comment in the following sections.

3.1. Global scheme

Vectorsy are randomly sampled from the whole S6t and X is
updated: we compute an estimated concept cgntéar each of the
labeled vectors; (yip # 0) . Next, we move the labeled vectors
towards their corresponding centers:
V’L c 1]\/2,7 X; — X + P|yz|(gz — Xi)

Repeating this update several times decreagijrtige setX con-
verges to a seK*. In the case of an efficient algorithm, vectors in
X* are in clusters around the true concept cenggrs

3.2. Center computing

Negative labels iry means that the corresponding vectors are
not in the concept. This does not mean that all negative ¢abedc-
tors are in the same concept. It means that the negativesthlet-
tors are not around the possible cergérof positive labeled vectors.

To be able to propose effective tuning for negative vectoes,
introduce the following constraint on the concept centstrifiution:
we force them to be equidistant. This property makes sense@s
as we do not have argrior about the distribution of these semantic
concepts in the feature space. Additionally, it offers ayvieter-
esting property to set or move vectors between two centetsowui
changing their distances to other centers. To use thisi@insin the
estimation of the concept centgJ for each negative labeled vector
x;, we have established the following theorem:

Let G = {g1,...,g,} beaset of different vectors g; € R?™*
suchasVj = 1..q, ||g;|| = 1. Then the vectors of G are equidis-
tantsif and only if their mutual distanceisd = ,/2(1 + qul). (See
appendix for proof).

So, the only way to get equidistant centers (focenters of
dimensiong — 1) is to fix the distance from one to another do
This property gives us an effective solution to compute thgative
vector update, by setting the negative cenggrsto the distancel
from the positive centeg™. In this scope, we choosg™ in the
plan spanned by; andg™ such as its distance " is d (cf. Fig. 1).

A basis of this plan is(é*, (gj)l) where

5\ 6+
- Xi —Xi,8 /)8
(&) = A+>A+
l[xi — (xi, §7)& |
Next, as we need to haygg™ — g7 || = d, then(g™,g;) =
h:—ﬁ,and:

& =ha" +V1-n(gh)"

Next, all negative labeled vectar; move towards the vectas;
g -

4. EXPERIMENTS

Tests are carried out on the generalist COREL photo datatviseh
contains more thah0, 000 pictures. To get tractable computation
for the statistical evaluation, we randomly selected 7hef€OREL
folders, to obtain a database®f00 images. To perform interesting
evaluation, we built from this database concepts. Each concept is
built from 2 or 3 of the COREL folders. The concept sizes aoenfr
50 to 300. The set of all the concepts covers the whole databad
many of them share common images.

We randomly build a set of labels simulating the use of the
system. For instance, this set could be made from the lalwds g
by users during the use of an image retrieval system. Thisaét
also be made from text associated with each image. In alscase
assume that the labels are incomplete, and have few nonsaleres.
In this context, we build partial labeling, with 50 positive values
and 50 negative values. We next train the concept vectonilegr

Positive labels iny means that the corresponding vectors are in thealgorithm from 100 to 50@, training samples.

same concept, SO we propose to compute the center of grdthg o
labeled vectors:
At

1
o — Y;X;
Zj'yJ"; -

Next, all positive labeled vectot; moves towards the vect@; =
&+
g .

In order to evaluate the improvement, we experimented aR opt
mized SVM classification[12], with a SVM training set of 1@bEls.
As the size of concepts (100 to 300) is small against the giteeo
database (6,000), we used the Mean Average Preéisicevaluate

2¢f. TREC VIDEO conference:
http://www-nlpir.nist.gov/projects/trecvid/



100

80

g —*—— Feature-based method
or / — —+— — Similarity-based method

/ o

Distance learning

Mean Average Precision (%)

60 q

50~ T

/ o o o o3

4 I I
50 100

I I I I I I I
150 200 250 300 350 400 450
Number of partial labeling y in matrix Y

500

Fig. 2. Mean Average Precision error according to the number of(q_l)h)_)\) so that:det(K) = ((1—-h))? *((1+(q
1

partial labeling.

the performances. The error of classification is, in thesesaess
relevant for comparison. Figure 2 shows the results forettdié-

ferent methods : a distance learning method [5], a simjidrésed
learning method [10] and the feature-based method propogéds

paper. The performances quickly increase with few paréiakling,

and stabilize themselves with more labeling. The distasaening
method does not improve a lot the performances, certaintyulme
the concept are mixed. The feature-based method improvedise
the performances, and furthermore is faster than the giityilbased
method. A few second are required for optimization with thetimod

proposed in this paper, whereas the similarity-based ndethbich

works on an eigendecomposition of the Gram matrix, requvesal

minutes.

Assume that we have a s& = {gu,...

A. PROOF OF THEROEM 1

,8q} of normalized and

different vectors of dimension — 1, with the same distanaé one
to another.

eac

ThenVj,j’ € 1..q, (g, &) =h=1—-%.
LetK = G G be theg x ¢ matrix of all dot products between
h vector ofa.

ThenK is 1 on the diagonalh otherwise K is the dot product

matrix of ¢ vectors of dimensioy — 1, thendet K = 0. In or-

der

to compute the determinant Kf, we compute the characteristic

polynomial ofK: det(K — AId).

The matrixK — Md is (1 — A) on the diagonalh otherwise.

If we setA = M — h + 1, thenK — M\Id = hee' — MId, with

T
e

=(1...

1).

The characteristic polynomial of the rank one mattixe " is

(=)~ (hg = N).

As )\ = h—1+), thendet(K—AId) = ((1—h)—\)9"1((1+
—1)h)) =0.
Asg; # g;, thenh # 1. It follows that(1 + (¢ — 1)h) = 0,
ied®=2(1+25).
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