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Abstract—This paper presents a new path planning algorithm the environment of nonconvex obstacles can sometimes be
for the autonomous navigation of a nonholonomic mobile robb  catastrophic for the algorithms results. It also should biedh
The environment in which the robot evolves is unknown and 4 the direction followed to make the turn around the afista
encumbered by obstacles. The goal of the robot is to move . . L . g ey s
towards the arrival point (which is known) by avoiding the obsta- bou”daW is arbitrary and it _'S. impossible t9 know if it is the
cles. The path planning algorithm recomputes a new trajectry best choice. However, the Orlglnal Bug algorlthms do notenak
whenever a new obstacle is detected. The planned trajectory the best use of the available sensory data to produce short
takes account of the physical constraints of the robot (spee path. In the VisBug algorithm, presented in [2], the robat ha
saturation, kinematic robot model, nonholonomic constrait). distance sensor enabling it to know which distance sepsitate

The trajectory of the robot is obtained by optimizing a problem of . . . L
optimal control under constraints. The resolution of this problem from an obstacle, in all directions. The robot uses thisaise

is done by using the flatness property of the system, which information to find many shortcuts and to test a leaving
transforms the initial optimization problem into a nonlinear condition compared to the Bug2 algorithm. One of the limits

dynamic programming problem. The problems of the local of the VisBug algorithm is that it makes only use of the data of
minima are solved by using a supervisor. Our algorithm will 46 gistance sensors with an aim at reducing the path between

be compared with another algorithm of the literature in order S . . .
to highlight its effectiveness. Simulation results will bepresented the initial and final points found by the Bug2 algorithm. The

to illustrate the good performance of the algorithm for robot ~TangentBug algorithm, presented in [3], will more speclfjca
navigation in a complex environment. exploit these data by building the local tangent graph. The

convergence of this algorithm is guaranteed. Various ptse
of the TangentBug algorithm are shown. In particular, senpl
conditions to detect that the target is unattainable arergias
well as a higher limit on the total way crossed according o th
perimeter of the obstacles and the number of local minima met
Various examples and simulation results highlight thergge
The autonomous navigation of mobile robots in an envirowf this algorithm compared to VisBug. The authors of the
ment with obstacles is a problem on which many works haatgorithm CautiousBug [4] highlight an important limitai
currently been carried out and this for more than twenty yieaof the various Bug methods: at the time of the meeting of
When the robot does not know in advance the obstacles in #ie obstacle, the choice of the boundary-following directio
environment, it must use its sensors to be located and percas based on local information. This choice may be wrong in
the environment and to react accordingly. Two approaches d¢he sense that it will result in a longer path. They propose a
be found in the literature. In the first one, the robot uses tlsénple method which will allow, in many cases, to guarantee
local sensory information in a sheer reactive way. Alganish better performances, as well as a factor of competitiveness
Bugl and Bug2, presented in [1] only use position and contdot compare the results of the various algorithms (it coasist
sensors. These algorithms consist of two reactive modesabfthe relationship between the length of the way crossed
motion: moving directly towards the target and followindy the studied algorithm and the length of the optimal way,
an obstacle boundary, and a transition condition to switaibtained when the map is entirely known). The algorithm is
between them. When the robot hits an obstacle, it switchieased, following the example of TangentBug algorithm, @n th
from the mode moving towards a target to the mode followirigcal graph of the tangents. The difference will be made on
a boundary. It moves away from the obstacle boundary whtre choice of the direction followed when a local minimum
a leaving condition, which ensures that the distance to tleedetected. Instead of basing itself on local informatitbre,
target decreases, holds. These algorithms guaranteedhal glrobot will carry out a research in spiral. Neverthelesss thi
convergence to the target, but their performances dependregearch in spiral requires to make manoeuvrers with thetrob
the complexity of the map. In particular, the introduction i which in the case of a point robot do not have any importance,

Keywords: robot navigation, non linear optimization, flat-
ness, supervisor, nonholonomic robot, path planning, derxp
environment

I. INTRODUCTION



but which, in the case of a honholonomic robot, can reduce
the optimality of run time (difficulty in making half-turn, sl ™
even impossibility in a reduced space). In conclusion, thg B 4
algorithms give excellent results for the completely unkno LY /7
environment, because they always make it possible to cgaver
towards the target or to find that the target is unreachable. - G
However, the path carried out can be in many cases far from
optimality. Moreover, these algorithms would require @ty
theoretical development taking account of the uncersnbf >\ ™
the sensors and kinematics and dynamic constraints of the AT
robots. /

In the second approach, the robot will plan its trajectorthie /9/

environment. It is the case of work exploiting the deforneabl A
virtual zones (DVZ) [5], [6] which as are developed in [7]. In
the DVZ algorithm, the robot to be moved will be surrounded
by a virtual envelope, typically in an elliptical shape. §hi
envelope could be deformed in two ways: either in an internal
way (the variables of the robot model employed act on i%

f . ¢ | h bstacl i ¢ ith the unknown obstacles met on its way. It is therefore
qrm), or in an external way (when an obs acle enters %cessary to construct a robot control able of guaranteeing
virtual zone). The goal of the robot control using the DVZ

method will then be to minimize the deformation due to th s navigation without collisions while taking into accduhe

obstacles. The robot model which is used for the path plamniﬁ)bot physical limitations.

optimization in [6] is a car like. The advantages of this noeth I1l. M AIN RESULTS
are that it does not require important computing time and can
be implemented in real-time. It also allows the use of a kine-

matic model of robot, which facilitates the application tceal . .3 . :
system. However, it requires many parameters of adjustmeﬁ?lecmry that satisfies the environmental constrairtstacle

and does not guarantee the convergence of the robot towa%g'dance and aIsQ the phys'c‘?" constraints due to .theahr.nlt

the objective. The path planning algorithm presented in [9 ns on the_ veIocmeg The_ qpt!mal control problem is talfin

guarantees the autonomous navigation of a nonholono ¢ control inputs which minimize:

robot in an unknown environment with obstacles of circular J /tf i@t
.

N, S
N

wmort oW

X-axis

Fig. 1. The car like robot

Motion planning [7]
The goal is to generate a feasible quasi-minimum time

)

shape or which can be included in circles. The algorithmgake

account of the kinematics constraints of the robot as well as o ) )

of its physical limitations (maximal speed). The trajegtes Where the initial time isry = 0, 7; = #; + 6t and?; is the

calculated by using the property of flatness of the system awaknown final tlme.. The trajectory must join the known states

can be implemented in real-time, because the optimal probld(7i): ¢(¢s) a@nd satisfy the constraintsf & [7i, ¢]:

is calculated on a reducing horizon. However, it does notall  C1 the optimal trajectory and the optimal control are solu-

to take into account complex shapes of obstacles, since only tions of the cinematic model of the robot (1).

the circular obstacles can be taken into account. C2 the control bounds:

The outline of this paper is as follows. The problem statemen

is given in Section Il. Section Ill gives the main results.

Simulation results are detailed in Section IV. wheree, and e, are positive control parameters. The

inclusion of these constants in the constraints of the mo-

tion planning generator guarantees that there is sufficient
The robot is represented by a disc located at the mass center control authority to track the trajectory.

(z,y) and of radius- (Fig. 1).q = [z,y,0]T andU = [v,w]T  C3 the collision avoidance with th&/, detected obstacles

respectively denote the state variables and the contrait$np which can be included in a circle:

linear and angular velocities). The kinematic equatiointhe

gystem under?he nonholonoznic constraint of p?Jre rolling an 7" € {1 o}, Vlw =2 + (y —y3)? = rrs,

i

|U| S Umaxz — €v, |w| S Wmaz — €w;

Il. PROBLEM STATEMENT

no slipping can be written as follows: with 72, > 0.
& = wvcosf B. Taking into account of obstacles with general shape
Yy = wsinf Q)

In order to take into account obstacles of more general
forms in the problem of path planning, a modeling of the
The robot must evolve in an autonomous way of an initiabstacles in the form of polygons was used. This modeling
given point to a final known point while avoiding collisionhas the advantage, compared with modeling by circles [7],

0 = w



of being able to be used for all shapes of obstacles whiethered(A;x, A;;) is the euclidian distance betweel), and
can be included in a polygone, by respecting its contout;; :
as well as possible, which limits the unused space for the

robot displacement. One can notice that the more the number d(Ai, Aij) = \/(«TA“C —2a,;)? + (Ya, —ya,;)?  (5)

of segments used to model the obstacle will be important,_l_h bot tion is defined by th dinates of th int
the more this obstacle will be represented accurately. An € robot position 1S detined by the coordinates ot the poin

obstacleO; defines an inaccessible zone for the robot iff(%:¥)- The distance between the robot and the segrignt
its environment. The complex contour of the obstacle can defined byd(R, 5;;), (6):

be approximated by a succession §f segmentsS;;. Each d(R,S;;) = min d(R, M) (6)
one of these segments is represented by its two ends points MeSi;

Aj; and Bj;. These points have respectively,,;, y4,;) and Let segmentS;; be defined by its end pointd;; et B;;.

(zB,;,YB,,;) as coordinates. Distanced(R, S;;), (6) is calculated according to the robot
position compared to segmetf;;. Three cases are to be
Al;_ _ _Sw distinguished (i.e. Figure 3) :
Y Sis
«No B
’ — - - A/\
7 Aij(XAij,YAij) _ /N -
I -
— *N:1
S
— - 3R
Blsll —~ 7
Sua - - Bi(xenye) N2

— .
_—

Fig. 3. The three cases for distance calculation

Sis e

Fig. 2. Approximation of obstacles with complex shape If AR - A;jBij <0, a > g, then R and B;; are on

both sides ofA 4, the line perpendicular t§;; which passes

It is possible to define obstact; like the meeting between by Aij (casel = No on Figure 3), sal(£, Sy;) =|| Aij— R

its contouro; and its interiorOY: If not, if m . m <0,6 > 7, thenR and 4;
0;=0,U0Y, 0; = U;ﬁifigij’ (3) are on both sides oAz, the line perpendicular t0A;; B;;)
) which passes byB;; (case R = N, on Figure 3), so
We note N, the number of obstacles other than circulay Si;) =l Bij — R
ones in the sensor range of the robot. The whole ofthe

detected obstacles of the robot environment is the unioheft f not 0 < a,f < I, (caseR = N; on Figure 3)

o (R Sy) =] Ay —N'||.
The obstacles are supposed to have a closed contour:  go, the definition of the distance between robot R and segment
VSy € 0;,3Si, k€1, .., Nik#j S;j is given by equation (7):

d(R, Sij) =| Aij = R ||, if o>

d(R, Sij) =| Bij — R ||, if B>

d(R,S;;) = o J iy 7

S50 € 1,0 Nyl £ such that Au = By or By = By, 0000 = d(R.Sy) = Ay — R || sin(@)= )
| Bij — R sin(3), 0<a, <5

As this distance belongs to the constraints to be introdirted

path planification algorithm, which calculates the gt

such that Azk = Aij or Bik = Aij

ISIEINTE]

In practice, this modeling in the form of a polygon will
result from an perception algorithm of the robot (using

video camera, or a lidar or a rangefinder). The path planning” oY L 68 It
algorithm must take into account the uncertainties of gfEpiectory of the robot, itis necessary that it is of cléss Itis

perception algorithm. So, we replace the previous reIaextioHﬂIus necessary to c_heck its continuity and its Qerivabﬂiih,er_l
by a new one defined by equation (4): a= g or 3= 7. Itis easy to prove that the distance defined
' by equation (7) belongs to clags'. The proof is omitted due

A = Ay & d(Ai, Aij) < e (4) to the paper limitation.



Let d(R, O;) the distance between the robot and the visible 1) Right towards the target modét each instant, the robot
part by the robot sensors of obstaalg. This distance is seesns segmentsS;, which define the grapkx, (10):

defined by equation (8): Go = {A;, B, Vj € {1,...,n, )} UT if define  (10)

d(R, 0:) = m d(R,8i5), j €1, Nic @) This graph contains:
We can now add to the optimal control problem a new con-+ ends points of segments which define the obstacles in the
straint which allows the avoidance of collision with polygo range of the robot sensors
obstacles : « the intersection point T between the lif&G) and the
C4 The distance between the robot and thig polygonal range of robot sensors when no visible obstacle cuts
obstacles must obey to the following condition: [RG].
d(R,0,) > ¢ >0,Vi€1,..N,, ) The segments can no longer be identified as belonging to a

particular obstacle since the knowledge of the environmsent
where the distancel(R,O;) is calculated by using reduced to a local aspect. The algorithm defines the subgraph
equations (5), (6), (7) and (8). G in the following way:

Now, the path planning problem is completely defined: find B .

an optimal control and an optimal trajectory which minimise G1 ={V € Go [ d(V, &) < min (d(R, G), dcave)} (1)

the optimal cost (2), constraits C1 to C4 and the terminkd fonction of the content of subgrap@&,, (11), two cases

constraintg(to) = qo, the initial point. This problem is solved can appear:

by using the flatness property of the system, the B-splinel. G, is empty The robot is then in the zone of attraction of

parametrization and constrained feasible sequentialrqtiad a local minimum created by a single segment (i.e. Figure

programming (for details see [7]). 4). The supervisor passes then in mode "following an

obstacle boundary” after having saved the value of the

C. Supervisor =
local minimum:

The algorithm of trajectory planning enables us to find a

trajectory for the robot between a starting poitand the dmin = d(Imin, G) (12)
point of arrival G in the space of the configuration which with I,.:, the intersection point betwedf; V2] and the
guarantees:

line passing by point G and perpendicular with 13).
« the acceptable controls for the robots (which take into P 9byP perp i 12)

account the nonholonomic constraint and the maximum
speed) ~ ~

« the avoidance of circular and polygonal obstacles. < Vl AN

The representation of more complex obstacles by the seg- / \
ments involves the appearance of local minima for the foncti / ’
d(R, @), (5). This function defines the distance between the Robot , ;o\
current location of the robot and the objective to be reached | >< " —, §< Goal
The problem of these local minima cannot be solved by the I
path planning algorithm. The idea that we have developed \ /
is to introduce a supervisor which according to the situmtio \
created by the obstacles, will give the robot some interatedi N Vs 4
objectives. This supervisor must enable the robot to aehiev ~
the final goal by avoiding situations of local minima. Thealea
of the intermediate objectives is ensured by the path phanni Fig. 4. Local minimum created by a single segment
algorithm, which guarantees the respect of constrainte Th
supervisor acts according to the data received by the rob(g_ G, is non empty: There are four cases.
(its position and visible obstacles). It will then choose an a. If there is just one point in graptl;, the robot
intermediate objective for the robot. The trajectory betwe ' follows it. there is no local minimumly
the current robot position and the intermediate objects/e i ' '
calculated by the path planning algorithm. Thus this triajsc
will respect the various constraints imposed on the roboée T
operation of the supervisor is inspired by the TangentBug
algorithm. Just like this algorithm, the supervisor will itsh
between two operating processes: right mode towards the
target and following an obstacle boundary mode. With each
one of its interventions, the supervisor initially testsathich
mode it must act, then it determines its intermediary object
following this mode. dpmin, = min (d(V,, G),d(G, S1),d(G,S2)) (13)

b. The robot is in the zone of attraction of a local
minimum created by two segments (i.e. Figure 6).
This situation appears if the verté% € G; nearest
to the objective belongs to two distinct segments
S1 and S,. The supervisor passes then in mode
"following an obstacle boundary” after having saved
the value of the local minimund,,,;,,:



c. If there is a segment blocking the vision of the
objective (Figure 5), and if this one creates a local
minimum, then the robot passes in mode "following
an obstacle boundary” after having saved the value
of the local minimum ind,;, .

d. Lastly, if none of the preceding cases is presented,
the robot moves towards the locally optimal direc-
tion, defined by, the nearest point to the objective

SGi

belonging toG. S><" o
_ -
Ve
/
/ Robot Fig. 7. Example of supervisor operating
[
\
\ On the example given in Figure 7, the robot leaves the point
N D, in right mode towards the target. n it meets the local

minimum P and passes in skirting mode of the obstacle while
Fig. 5.  The local minimum created by 2 segments, local miniman the runn,lng to th_e ,left' It t_hen fO||9WS the under‘ObJecuggl,' It
segment continues skirting while passing yg». In b, the robot finds

a point closer to the objective than the local minimutnin

its graph. Then it switches to right towards the target mode
while following the under-objectivé 3. Once inc, it seesG,

the objective and joins it.

The operating of the following an obstacle boundary mode

2 is shown in the following organization chart (Figure 8):
/
/" Robot
Is there a point Y
I VEG1 such that €S
\ d(V’G)<dm/n? l
\ No Shift in mode motion
N - towards the target
— Locate among visible segments and save d ,
Fig. 6. The local minimum created by 2 segments, local minman the what was previously followed
vertex
* To the supervisor in mode

Search on the obstacle boundary motion towards the target

2) Following an obstacle boundary mod®vhen the robot | e yost eft point (if the chosen

is not in the right towards the target mode, it is in the folilogv direction is left)
obstacle boundary mode. This behavioral change happens
when the robot meets a local minimum, of which it saves ‘

the valued,,;,. In this mode, the robot will move along the
contour of the obstacle while following an arbitrary diieat . . o

. . . . . : in-between in the direction of
(either definite according to local information, or fixed hét the point found before
beginning). It still makes use of the local tangent graphrid fi
shortcuts. It will switch in right towards the target modecen ‘
it finds a vertexV” in its local graph of the tangents such that

Define an objective somewhere

To the planificator

Fig. 8. Organization chart of the following an obstacle bdamy mode
d(Va G) < dmin (14)



IV. SIMULATION RESULTS Trajectoire du robot

A. Comparison between the DVZ algorithm and the new path ¢ |
planning algorithm )

The algorithm of planning trajectory based on the de-
formable virtual zones (DVZ) was tested in order to be able S T e e
to compare it with the new proposed path planning algorithm o
using a supervisor. This one makes it possible to obtain good
performances for simple scenes, containing convex olestackig. 10. Comparison between the DVZ algorithm and the stperv
The following example shows a use of this algorithm for algorithm : second case
more complex scene containing a concave obstacle, forming
a broad zone of minimum local. One can see on Figure
9 trajectories generated by the DVZ algorithm and by the In this example, we can see that the DVZ algorithm does
algorithm of the supervisor to go from the starting poinfot manage to achieve the goal, and that the trajectory remai
(3,4) to the arrival point(19, 19). The dotted line shows the blocked in the zone of attraction of the local minimum (dashe
trajectory generated by the DVZ method and the continuoli@e in Figure 10). The algorithm of the supervisor manages
line shows the trajectory generated by the new superviderescape from this minimum, after having detected it. The
algorithm. difference between these two algorithms is that the supervi

takes into account in its reasoning the knowledge of the
obstacles structure in a general way, by knowing that ifaher
is a blocking on the contour of the obstacle, it is possible

Tactore oot to find a solution by moving around the obstacle. The DVZ
algorithm is obstinate to approach the target, withoutngki
] - into account this more abstract information concerning the
] case studied. There may be a configuration of the parameters
1 of the DVZ bringing the robot to the objective, but for this
2] same configuration, there would be a scene for which the robot
€l would be blocked.

B. Simulation results for the new supervisor algorithm in
complex map

X (m)

We will test the effectiveness of our new path planning

algorithm in a complex scene where the robot will often be

Fig. 9. Comparison between the DVZ algorithm and the supenalgorithm  in zones of attraction of the local minima. For simulations
- first case we consider that the range of robot sensors is 2 meters. The
maximum speed value is 0.3m/s. All the programs are written

in C. The first map configuration and robot displacement

are shown in Figure 11. The robot puts 73.5 second to

The trajectory generated by the DVZ algorithm is far frorf"0Ve between its initial pqsition a_nd its final position oe th
optimality. However, the target is reached after a broadingr Unknown map. the robot is practically always at maximum
run time of 199 seconds. The algorithm of the supervisor wifigure 12 illustrates the robot movement in another complex
escape from the local minimum as soon as it has detectedffknown map. It must go from the initial poiiit, 1) to the

thus reducing waste of time in the zone of attraction. Ruretinfinal point (13,14). It reaches that point in 95,9 seconds.
is 107 seconds. During the skirting of the second obstacle, it seems obvious

us that the choice of skirting is bad. However, provided only
In the simulation presented on Figure 10, the conditions aréth local information, the robot can only have one locally
identical, but, the objective to reach was moved if0, 15). optimal decision.



Trajectoire du robot

oal T

in competition in the same environment. For a simple scene,
method DVZ remains competitive, but in a little more complex
environment, it does not manage any more to find a way
to take the robot to its final point. Then, the algorithm of
the supervisor was tested in more complex scenes in order
to highlight its effectiveness. The algorithm proposed can
be implemented in real-time, because the calculation of the

L LI

-5 o 5 10 15 20 25
X (m)

Fig. 11. Simulation result by using the supervisor path miag algorithm [1]

: first map configuration
[2]

Trajectoire du robot
] [3]
18

lGE oal 1 [4]
;10; [5]
o {; :\ 3 [6]
‘ e ‘ [7]

Fig. 12. Simulation result by using the supervisor path mpiag algorithm
: second map configuration

V. CONCLUSION

This paper proposed a new path planning algorithm for a
nonholonomic mobile robot moving in an unknown environ-
ment which contains obstacles. This algorithm is a gersxali
tion of the algorithm proposed in [7]. The new algorithm take
into account obstacles which can be included in a polygon.
For example it allows navigation in a labyrinth, which was
impossible to realize by using the algorithm presented n [7
In order to solve problems of local minima, an architecture
on two levels was developed. Indeed, a supervisor deteets th
problems of local minima and according to the nature of the
problem met, it either goes right towards the target, or gets
around the obstacle while following its contour. Effectiess
of the new algorithm was tested thereafter in simulation.

We compared it with algorithm DVZ because this algorithm
is the only one which remains competitive compared to
our starting criteria (take into account of the model of the
robot and its physical constraints, avoidance of obstasltds
unspecified shape and possibility of the implementation of
the algorithm in real-time). These two algorithms were put

] optimal trajectory is done by using a receding horizon. It wi
o] be tested thereafter on a unicycle type robot.
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