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# ERROR BOUNDS FOR SMALL JUMPS OF LÉVY PROCESSES 

EL HADJ ALY DIA*


#### Abstract

The pricing of options in exponential Lévy models amounts to the computation of expectations of functionals of Lévy processes. In many situations, Monte-Carlo methods are used. However, the simulation of a Lévy process with infinite Lévy measure generally requires either to truncate small jumps or to replace them by a Brownian motion with the same variance. We will derive bounds for the errors generated by these two types of approximation.
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1. Introduction. In the recent years, the use of general Lévy processes in financial models has grown extensively (see [2, 5, 11]). A variety of numerical methods have been subsequently developped, in particular methods based on Fourier analysis (see $[4,12,13,15]$ ). Nonetheless, in many situations, Monte-Carlo methods have to be used. The simulation of a Lévy process with infinite Lévy measure is not straightforward, except in some special cases like the Gamma or Inverse Gaussian models. In practise, the small jumps of the Lévy process are either just truncated or replaced by a Brownian motion with the same variance (see $[1,7,8,16,18]$ ). The latter approach was introduced by Asmussen and Rosinsky [1], who showed that, under suitable conditions, the normalized cumulated small jumps asymptotically behave like a Brownian motion.

The purpose of this article is to derive bounds for the errors generated by these two methods of approximation in the computation of functions of Lévy processes at a fixed time or functionals of the whole path of Lévy processes. We also derive bounds for the cumulative distribution functions. These bounds can be used to determine which type of approximations to use, since replacing small jumps by Brownian is more time-consuming (if we use Monte Carlo methods). Our bounds can be applied to derive approximation errors for lookback, barrier, American or Asian options. But this latter point will not be developed, and is left to another paper.

The characteristic function of a real Lévy process $X$ with generating triplet $\left(\gamma, b^{2}, \nu\right)$ is given by

$$
\mathbb{E} e^{i u X_{t}}=\exp \left\{t\left(i \gamma u-\frac{b^{2} u^{2}}{2}+\int_{-\infty}^{+\infty}\left(e^{i u x}-1-i u x \mathbb{1}_{|x| \leq 1}\right) \nu(d x)\right)\right\}
$$

where $(\gamma, b) \in \mathbb{R} \times \mathbb{R}^{+}$, and $\nu$ is a Lévy measure. The process $X$ is the independent sum of a drift term $\gamma t$, a Brownian component $b B_{t}$, and a compensated jump part with Lévy measure $\nu$. The process $X$ has finite (resp. infinite) activity if $\nu(\mathbb{R})<\infty$ $(\operatorname{resp} . \nu(\mathbb{R})=+\infty)$.

For $0<\epsilon \leq 1$, the process $X^{\epsilon}$ is defined by

$$
X_{t}^{\epsilon}=\gamma t+b B_{t}+\sum_{0 \leq s \leq t} \Delta X_{s} \mathbb{1}_{\left\{\left|\Delta X_{s}\right|>\epsilon\right\}}-\int_{\epsilon<|x| \leq 1} x \nu(d x) .
$$

[^0]The process $X^{\epsilon}$ is obtained (from $X$ ) by subtracting the compensated sum of jumps not exceeding $\epsilon$ in absolute value. Let

$$
\begin{equation*}
R^{\epsilon}=X-X^{\epsilon} \tag{1.1}
\end{equation*}
$$

The process $R^{\epsilon}$ is a Lévy process with characteristic function

$$
\mathbb{E} e^{i u R_{t}^{\epsilon}}=\exp \left\{t \int_{|x| \leq \epsilon}\left(e^{i u x}-1-i u x \mathbb{1}_{|x| \leq 1}\right) \nu(d x)\right\}
$$

Note that, we have

$$
\mathbb{E} R_{t}^{\epsilon}=0, \operatorname{Var}\left(R_{t}^{\epsilon}\right)=\sigma(\epsilon)^{2} t
$$

where $\sigma(\epsilon)=\sqrt{\int_{|x| \leq \epsilon} x^{2} \nu(d x)}$ and $\lim _{\epsilon \rightarrow 0} \sigma(\epsilon)=0$. The behavior of $\sigma(\epsilon)$ when $\epsilon$ goes to 0 is known for classical models (VG, NIG, CGMY...). As noted in Example 2.3 of [1], if

$$
\nu(d x)=|x|^{-1-\alpha} L(x) d x
$$

where $L$ is slowly varying at 0 and $0 \leq \alpha<2$, then it holds

$$
\sigma(\epsilon) \sim \sqrt{\frac{L(-\epsilon)+L(\epsilon)}{2-\alpha}} \epsilon^{1-\frac{\alpha}{2}}
$$

Note that, for $\alpha>0$, we get $\lim _{\epsilon \rightarrow 0} \sigma(\epsilon) / \epsilon=+\infty$.
We also define the processes $\hat{X}^{\epsilon}$ by

$$
\hat{X}_{t}^{\epsilon}=X_{t}^{\epsilon}+\sigma(\epsilon) \hat{W}_{t}, t \geq 0
$$

where $\hat{W}$ is a standard Brownian motion independent of $X$. We aim to study the behavior of the errors made by replacing $X$ by $X^{\epsilon}$ or $\hat{X}^{\epsilon}$, with respect to the level $\epsilon$. These errors are studied for the process $X$ at a fixed date and for its running supremum. Set, for any $t \geq 0$

$$
M_{t}^{X}=\sup _{0 \leq s \leq t} X_{s}, M_{t}^{\epsilon, X}=\sup _{0 \leq s \leq t} X_{s}^{\epsilon}, \hat{M}_{t}^{\epsilon, X}=\sup _{0 \leq s \leq t} \hat{X}_{s}^{\epsilon}
$$

When there is no ambiguity we can remove the super index $X$. Moreover, unless stated otherwise, $X$ is a Lévy process with generating triplet $\left(\gamma, b^{2}, \nu\right)$.

The paper is organized as follows. In the next section, we will study the errors resulting from the truncation of the compensated sum of small jumps. The results of this section are based on estimates for the moments of $R^{\epsilon}$. We also derive an estimate for the expectation of the difference of the supremum processes ( $M$ and $M^{\epsilon}$ ), by using Sptzer's identity. The errors resulting from Brownian approximation are studied in section 3. The process $X$ will be approximated by the process $\hat{X}^{\epsilon}$. The main result of this section is Theorem 3.5, which states an error bound for the expectation of a function of the supremum. The proof of this result relies on the Skorohod embedding theorem.
2. Truncation of the compensated sum of small jumps. In this section, we will study the errors resulting from the approximation of $X$ by $X^{\epsilon}$. These errors are related to the moments of $R^{\epsilon}$. Define

$$
\begin{equation*}
\sigma_{0}(\epsilon)=\max (\sigma(\epsilon), \epsilon) \tag{2.1}
\end{equation*}
$$

The next result will be usefull for many proofs in this paper.
Proposition 2.1. Let $X$ be a Lévy process and $R^{\epsilon}$ defined in (1.1). Then

$$
\mathbb{E}\left|R_{t}^{\epsilon}\right|^{4}=t \int_{|x| \leq \epsilon} x^{4} \nu(d x)+3\left(t \sigma(\epsilon)^{2}\right)^{2}
$$

and for any real $q>0$

$$
\mathbb{E}\left|R_{t}^{\epsilon}\right|^{q} \leq K_{q, t} \sigma_{0}(\epsilon)^{q},
$$

where $K_{q, t}$ is a positive constant which depends only on $q$ and $t$.
Proof. We have

$$
\mathbb{E} e^{i u R_{t}^{\epsilon}}=e^{\Psi_{\epsilon}(u)}
$$

where $\Psi_{\epsilon}(u)=t \int_{|y| \leq \epsilon}\left(e^{i u y}-1-i u y\right) \nu(d y)$. Set

$$
c_{n}(\epsilon)=\frac{1}{i^{n}} \frac{\partial^{n} \Psi_{\epsilon}}{\partial u^{n}}(0)
$$

Using Proposition 3.13 of [7], we get

$$
c_{n}(\epsilon)=t \int_{|x| \leq \epsilon} x^{n} \nu(d x), \forall n \geq 2
$$

Note that $c_{1}(\epsilon)=\mathbb{E} R_{t}^{\epsilon}=0$. Furthermore, by Theorem 2 of [14], we have

$$
\begin{equation*}
\mathbb{E}\left(R_{t}^{\epsilon}\right)^{n}=\sum_{k=0}^{n-1} C_{n-1}^{k} c_{n-k}(\epsilon) \mathbb{E}\left(R_{t}^{\epsilon}\right)^{k} \tag{2.2}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\mathbb{E}\left(R_{t}^{\epsilon}\right)^{4} & =3\left(c_{2}(\epsilon)\right)^{2}+c_{4}(\epsilon) \\
& =3 t^{2} \sigma(\epsilon)^{4}+t \int_{|x| \leq \epsilon}|x|^{4} \nu(d x) .
\end{aligned}
$$

Hence the first result of the proposition.
Set $n=[q / 2]$. Since $0 \leq q /(2 n)<1$, using Jensen inequality, we get

$$
\mathbb{E}\left|R_{t}^{\epsilon}\right|^{q} \leq\left(\mathbb{E}\left|R_{t}^{\epsilon}\right|^{2 n}\right)^{\frac{q}{2 n}}
$$

Thus, it suffices to prove that, for any $n \in \mathbb{N}$, there exists a constant $K_{n, t}$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left(R_{t}^{\epsilon}\right)^{n}\right| \leq K_{n, t} \sigma_{0}(\epsilon)^{n} \tag{2.3}
\end{equation*}
$$

We will prove this inequality by induction. It is trivial for $n=0,1,2$. Suppose that (2.3) holds for any $k<n$. We have, using (2.2)

$$
\begin{aligned}
\left|\mathbb{E}\left(R_{t}^{\epsilon}\right)^{n}\right| & =\left|\sum_{k=0}^{n-1} C_{n-1}^{k} c_{n-k}(\epsilon) \mathbb{E}\left(R_{t}^{\epsilon}\right)^{k}\right| \\
& \leq \max _{0 \leq k \leq n-1}\left(K_{k, t} C_{n-1}^{k}\right) \sum_{k=0}^{n-1} \sigma_{0}(\epsilon)^{k}\left|c_{n-k}(\epsilon)\right|
\end{aligned}
$$

But

$$
\begin{aligned}
\left|c_{n-k}(\epsilon)\right| & \leq \int_{|x| \leq \epsilon}|x|^{n-k} \nu(d x) \\
& \leq \epsilon^{n-k-2} \int_{|x| \leq \epsilon}|x|^{2} \nu(d x) \\
& \leq \sigma_{0}(\epsilon)^{n-k}
\end{aligned}
$$

So

$$
\left|\mathbb{E}\left(R_{t}^{\epsilon}\right)^{n}\right| \leq n \max _{0 \leq k \leq n-1}\left(K_{k, t} C_{n-1}^{k}\right) \sigma_{0}(\epsilon)^{n}
$$

This concludes the proof.
2.1. Estimates for smooth functions. Let $X$ be a Lévy process and $f$ a $C$-Lipschitz function where $C>0$. Then

$$
\begin{aligned}
\mathbb{E}\left|f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right| & \leq C \mathbb{E}\left|X_{t}-X_{t}^{\epsilon}\right| \\
& =C \mathbb{E}\left|R_{t}^{\epsilon}\right| \\
& \leq C \sqrt{\mathbb{E}\left|R_{t}^{\epsilon}\right|^{2}} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\mathbb{E}\left|f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right| \leq C \sqrt{t} \sigma(\epsilon) \tag{2.4}
\end{equation*}
$$

Note that we do not ask that $f\left(X_{t}\right)$ be integrable. If $f$ is more regular, sharper estimates can be derived, as shown in the following proposition.

Proposition 2.2. Let $X$ be an infinite activity Lévy process.

1. If $f \in C^{1}(\mathbb{R})$ and satisfies $\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}\right)\right|<\infty$, and if there exists $\beta>1$ such that $\left(\sup _{\delta \in[0,1]} \mathbb{E}\left|f^{\prime}\left(X_{t}^{\delta}+\theta R_{t}^{\delta}\right)-f^{\prime}\left(X_{t}^{\delta}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ is finite and integrable with respect to $\theta$ on $[0,1]$, then

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=o\left(\sigma_{0}(\epsilon)\right) .
$$

2. If $f \in C^{2}(\mathbb{R})$ and satisfies $\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}\right)\right|+\mathbb{E}\left|f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right|<\infty$, and if there exists $\beta>1$ such that $\left(\sup _{\delta \in[0,1]} \mathbb{E}\left|f^{\prime \prime}\left(X_{t}^{\delta}+\theta R_{t}^{\delta}\right)-f^{\prime \prime}\left(X_{t}^{\delta}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ is finite and integrable with respect to $\theta$ on $[0,1]$, then

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=\frac{\sigma(\epsilon)^{2} t}{2} \mathbb{E} f^{\prime \prime}\left(X_{t}^{\epsilon}\right)+o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

Note that, if $f$ has bounded derivatives or $f$ is the exponential function and $e^{\beta X_{t}}$ is integrable, where $\beta>1$, the conditions in the above proposition are satisfied. Recall that the truncation of small jumps is used when $\nu(\mathbb{R})=\infty$. In typical applications, we have liminf $\sigma(\epsilon) / \epsilon>0$, so that $o\left(\sigma_{0}(\epsilon)^{2}\right)$ is in fact $o\left(\sigma(\epsilon)^{2}\right)$.

Proof. Because $X_{t}-X_{t}^{\epsilon} \neq 0$ a.s. (Theorem 27.4 of [17]), we have

$$
f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)=\int_{0}^{1} f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right) R_{t}^{\epsilon} d \theta
$$

So

$$
\begin{aligned}
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)= & \int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right) R_{t}^{\epsilon}\right] d \theta \\
& +\int_{0}^{1} \mathbb{E}\left[f^{\prime}\left(X_{t}^{\epsilon}\right) R_{t}^{\epsilon}\right] d \theta \\
= & \int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right) R_{t}^{\epsilon}\right] d \theta
\end{aligned}
$$

because $R_{t}^{\epsilon}$ and $X_{t}^{\epsilon}$ are independent and $\mathbb{E} R_{t}^{\epsilon}=0$. Let $1<\alpha<\beta$, by Hölder's inequality we have

$$
\begin{aligned}
\mathbb{E}\left|\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right) R_{t}^{\epsilon}\right| \leq & \left(\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right|^{\alpha}\right)^{\frac{1}{\alpha}} \\
& \times\left(\mathbb{E}\left|R_{t}^{\epsilon}\right|^{\frac{\alpha}{\alpha-1}}\right)^{\frac{\alpha-1}{\alpha}}
\end{aligned}
$$

By the assumption of uniform integrability

$$
\lim _{\epsilon \rightarrow 0}\left(\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right|^{\alpha}\right)^{\frac{1}{\alpha}}=0
$$

Hence using Proposition 2.1, we get

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=o\left(\sigma_{0}(\epsilon)\right)
$$

We now prove the second part of the proposition. Using Taylor's formula we get

$$
\begin{aligned}
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)= & \mathbb{E}\left[f^{\prime}\left(X_{t}^{\epsilon}\right)\left(X_{t}-X_{t}^{\epsilon}\right)+\int_{X_{t}^{\epsilon}}^{X_{t}} f^{\prime \prime}(x)\left(X_{t}-x\right) d x\right] \\
= & \mathbb{E}\left[f^{\prime}\left(X_{t}^{\epsilon}\right) R_{t}^{\epsilon}+\int_{0}^{1} f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)(1-\theta)\left(R_{t}^{\epsilon}\right)^{2} d \theta\right] \\
= & \mathbb{E}\left[\int_{0}^{1} f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)(1-\theta)\left(R_{t}^{\epsilon}\right)^{2} d \theta\right] \\
= & \mathbb{E}\left[\int_{0}^{1} f^{\prime \prime}\left(X_{t}^{\epsilon}\right)(1-\theta)\left(R_{t}^{\epsilon}\right)^{2} d \theta\right] \\
& +\mathbb{E}\left[\int_{0}^{1}\left(f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right)(1-\theta)\left(R_{t}^{\epsilon}\right)^{2} d \theta\right]
\end{aligned}
$$

So

$$
\begin{aligned}
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)= & \frac{\sigma(\epsilon)^{2} t}{2} \mathbb{E} f^{\prime \prime}\left(X_{t}^{\epsilon}\right) \\
& +\int_{0}^{1} \mathbb{E}\left[\left(f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right)(1-\theta)\left(R_{t}^{\epsilon}\right)^{2}\right] d \theta
\end{aligned}
$$

Again, using Hölder's inequality, the assumption of uniform integrabilty and Proposition 2.1, we get

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=\frac{\sigma(\epsilon)^{2} t}{2} \mathbb{E} f^{\prime \prime}\left(X_{t}^{\epsilon}\right)+o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

Remark 2.3. Assume that $X$ is an integrable infinite activity Lévy process and $t>0, f \in C^{1}(\mathbb{R})$ and $f^{\prime}$ is Lipschitz. Then

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=O\left(\sigma(\epsilon)^{2}\right) .
$$

The proof is similar to the proof of Proposition 2.2. If $f^{\prime}$ is $C$-Lipschitz, and if we denote by $f^{\prime \prime}$ its a.e. derivative, we get $\left|f^{\prime \prime}\right| \leq C$. So we can prove that

$$
\mathbb{E}\left[\left|f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right|\left(R_{t}^{\epsilon}\right)^{2}\right] \leq 2 C t \sigma(\epsilon)^{2} .
$$

This concludes the proof.
We will consider now the case of the supremum process.
Proposition 2.4. Let $X$ be a Lévy process and $f$ a $K$-Lipschitz function, then we have

$$
\mathbb{E}\left|f\left(M_{t}\right)-f\left(M_{t}^{\epsilon}\right)\right| \leq 2 K \sqrt{t} \sigma(\epsilon) .
$$

Proof. We have

$$
\begin{aligned}
\mathbb{E}\left|f\left(\sup _{0 \leq s \leq t} X_{s}\right)-f\left(\sup _{0 \leq s \leq t} X_{s}^{\epsilon}\right)\right| & \leq K \mathbb{E}\left|\sup _{0 \leq s \leq t} X_{s}-\sup _{0 \leq s \leq t} X_{s}^{\epsilon}\right| \\
& \leq K \mathbb{E} \sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right| \\
& \leq K \sqrt{\mathbb{E}\left(\sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right|\right)^{2}}
\end{aligned}
$$

Note that $R^{\epsilon}$ is a càdlàg martingale. So, using Doob's inequality, we get

$$
\begin{aligned}
\mathbb{E}\left|f\left(\sup _{0 \leq s \leq t} X_{s}\right)-f\left(\sup _{0 \leq s \leq t} X_{s}^{\epsilon}\right)\right| & \leq 2 K \sqrt{\mathbb{E}\left|R_{t}^{\epsilon}\right|^{2}} \\
& =2 K \sqrt{t} \sigma(\epsilon)
\end{aligned}
$$

Remark 2.5. Suppose that $X$ is a Lévy process and $f$ a function from $\mathbb{R}^{+} \times \mathbb{R}$ to $\mathbb{R}$, $K$-Lipschitz with respect to its second variable. Then

$$
\left|\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, X_{\tau}\right)-\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, X_{\tau}^{\epsilon}\right)\right| \leq 2 K \sqrt{t} \sigma(\epsilon),
$$

where $\mathcal{T}_{[0, t]}$ denote the set of stopping times with values in $[0, t]$. The proof can be found in [9].

The bound in Proposition 2.4 might not be optimal. This is what suggests the following result.

THEOREM 2.6. Let $X$ be an integrable infinite activity Lévy process, then

$$
0 \leq \mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right)=o(\sigma(\epsilon))
$$

Proof. Using Spitzer's identity (see Proposition 1 in Section 3 of [10] for details), we have

$$
\begin{aligned}
\mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right) & =\int_{0}^{t} \frac{\mathbb{E} X_{s}^{+}}{s} d s-\int_{0}^{t} \frac{\mathbb{E}\left(X_{s}^{\epsilon}\right)^{+}}{s} d s \\
& =\int_{0}^{t} \mathbb{E}\left(X_{s}^{+}-\left(X_{s}^{\epsilon}\right)^{+}\right) \frac{d s}{s}
\end{aligned}
$$

Set $I_{s}^{\epsilon}=\mathbb{E}\left(X_{s}^{+}-\left(X_{s}^{\epsilon}\right)^{+}\right)$. So

$$
\begin{aligned}
I_{s}^{\epsilon}= & \mathbb{E}\left(\left(X_{s}^{\epsilon}+R_{s}^{\epsilon}\right)^{+}-\left(X_{s}^{\epsilon}\right)^{+}\right) \\
= & \mathbb{E} X_{s}^{\epsilon}\left(\mathbb{1}_{X_{s}^{\epsilon}+R_{s}^{\epsilon}>0}-\mathbb{1}_{X_{s}^{\epsilon}>0}\right)+\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{X_{s}^{\epsilon}+R_{s}^{\epsilon}>0} \\
= & \mathbb{E} X_{s}^{\epsilon}\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right)+\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{X_{s}^{\epsilon}>-R_{s}^{\epsilon}} \\
= & \mathbb{E} X_{s}^{\epsilon}\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right)+\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0} \\
& +\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{X_{s}^{\epsilon}>-R_{s}^{\epsilon}, X_{s}^{\epsilon}>0} \\
= & \mathbb{E} X_{s}^{\epsilon}\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right)+\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0} \\
& +\mathbb{E} R_{s}^{\epsilon}\left(\mathbb{1}_{X_{s}^{\epsilon}>0}-\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right) .
\end{aligned}
$$

Besides $R^{\epsilon}$ and $X^{\epsilon}$ are independent and $\mathbb{E} R^{\epsilon}=0$, thus

$$
\begin{aligned}
I_{s}^{\epsilon}= & \mathbb{E} X_{s}^{\epsilon}\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right)+\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0} \\
& -\mathbb{E} R_{s}^{\epsilon} \mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}} \\
= & \mathbb{E}\left(X_{s}^{\epsilon}+R_{s}^{\epsilon}\right) \mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{E}\left(X_{s}^{\epsilon}+R_{s}^{\epsilon}\right) \mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}} \\
= & \mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right) \mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}-\mathbb{E}\left(\left|X_{s}^{\epsilon}\right|-\left|R_{s}^{\epsilon}\right|\right) \mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}} \\
= & \mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}+\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right) \\
= & \mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)^{+}\left(\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}+\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}\right)
\end{aligned}
$$

But we have

$$
\mathbb{1}_{-R_{s}^{\epsilon}<X_{s}^{\epsilon} \leq 0}+\mathbb{1}_{0<X_{s}^{\epsilon} \leq-R_{s}^{\epsilon}}=\mathbb{1}_{R_{s}^{\epsilon} X_{s}^{\epsilon}<0}+\mathbb{1}_{X_{s}^{\epsilon}=0, R_{s}^{\epsilon}>0}
$$

Hence

$$
\begin{aligned}
I_{s}^{\epsilon} & =\mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)^{+}\left(\mathbb{1}_{R_{s}^{\epsilon} X_{s}^{\epsilon}<0}+\mathbb{1}_{X_{s}^{\epsilon}=0, R_{s}^{\epsilon}>0}\right) \\
& =\mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)^{+} \mathbb{1}_{R_{s}^{\epsilon} X_{s}^{\epsilon}<0}+\mathbb{E}\left|R_{s}^{\epsilon}\right| \mathbb{1}_{X_{s}^{\epsilon}=0, R_{s}^{\epsilon}>0} \\
& =\mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)^{+} \mathbb{1}_{R_{s}^{\epsilon} X_{s}^{\epsilon}<0}+\mathbb{E}\left|R_{s}^{\epsilon}\right| \mathbb{1}_{R_{s}^{\epsilon}>0} \mathbb{P}\left[X_{s}^{\epsilon}=0\right] \\
& =\mathbb{E}\left(\left|R_{s}^{\epsilon}\right|-\left|X_{s}^{\epsilon}\right|\right)^{+} \mathbb{1}_{R_{s}^{\epsilon} X_{s}^{\epsilon}<0}+\mathbb{E}\left(R_{s}^{\epsilon}\right)^{+} \mathbb{P}\left[X_{s}^{\epsilon}=0\right]
\end{aligned}
$$

But $I_{s}^{\epsilon} \geq 0$, therefore

$$
\mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right) \geq 0
$$

We now prove that $\mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right)=o(\sigma(\epsilon))$. Using Cauchy-Scwarz inequality, we have

$$
\begin{aligned}
I_{s}^{\epsilon} & \leq\left(\mathbb{E}\left|R_{s}^{\epsilon}\right|^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}\right)^{\frac{1}{2}}+\left(\mathbb{E}\left|R_{s}^{\epsilon}\right|^{2}\right)^{\frac{1}{2}} \mathbb{P}\left[X_{s}^{\epsilon}=0\right] \\
& \leq \sigma(\epsilon) \sqrt{s}\left(\left(\mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}\right)^{\frac{1}{2}}+\mathbb{P}\left[X_{s}^{\epsilon}=0\right]\right)
\end{aligned}
$$

Note that $\nu(\mathbb{R})=+\infty$, so $R_{s}^{\epsilon} \neq 0$ a.s. Then we get

$$
\mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right) \leq \sigma(\epsilon) \int_{0}^{t}\left(\left(\mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}\right)^{\frac{1}{2}}+\mathbb{P}\left[X_{s}^{\epsilon}=0\right]\right) \frac{d s}{\sqrt{s}}
$$

Furthermore by dominated convergence, we have

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}=0
$$

Indeed $R_{s}^{\epsilon} \rightarrow 0$ a.s. and $X_{s}^{\epsilon} \rightarrow X_{s}$ a.s. with $X_{s} \neq 0$ a.s. We also have

$$
\lim _{\epsilon \rightarrow 0} \mathbb{P}\left[X_{s}^{\epsilon}=0\right]=\mathbb{P}\left[X_{s}=0\right]=0
$$

On the other hand

$$
\left(\mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}\right)^{\frac{1}{2}}+\mathbb{P}\left[X_{s}^{\epsilon}=0\right] \leq 2
$$

Therefore by dominated convergence

$$
\lim _{\epsilon \rightarrow 0} \int_{0}^{t}\left(\left(\mathbb{E}\left(\left(1-\frac{\left|X_{s}^{\epsilon}\right|}{\left|R_{s}^{\epsilon}\right|}\right)^{+}\right)^{2}\right)^{\frac{1}{2}}+\mathbb{P}\left[X_{s}^{\epsilon}=0\right]\right) \frac{d s}{\sqrt{s}}=0
$$

Hence

$$
\mathbb{E}\left(M_{t}-M_{t}^{\epsilon}\right)=o(\sigma(\epsilon))
$$

$\square$
In financial applications, the function $f$ in Proposition 2.4 is not always Lipschitz, as for call lookback option where the function is exponential. Hence the following proposition.

Proposition 2.7. Let $X$ be a Lévy process, $p>1$. We suppose that $\mathbb{E} e^{p M_{t}}<\infty$, then

$$
\mathbb{E}\left|e^{M_{t}}-e^{M_{t}^{\epsilon}}\right| \leq C_{p, t} \sigma_{0}(\epsilon)
$$

where $C_{p, t}$ is a positive constant independent of $\epsilon$.

Lemma 2.8. Let $p>0$. If $\mathbb{E} e^{p M_{t}}<\infty$, then

$$
\sup _{0 \leq \delta \leq 1} \mathbb{E} e^{p M_{t}^{\delta}}<\infty
$$

Remark 2.9. For any $p>0, \mathbb{E} e^{p M_{t}}<\infty$ if only if $\int_{x>1} e^{p x} \nu(d x)<\infty$.
Indeed, we have

$$
\begin{aligned}
X_{t} & =X_{t}^{1}+R_{t}^{1} \\
& =\gamma t+b B_{t}+\sum_{0 \leq s \leq t} \Delta X_{s} \mathbb{1}_{\left\{\Delta X_{s}>1\right\}}+\sum_{0 \leq s \leq t} \Delta X_{s} \mathbb{1}_{\left\{\Delta X_{s}<-1\right\}}+R_{t}^{1}
\end{aligned}
$$

Define

$$
Z_{t}=\sum_{0 \leq s \leq t} \Delta X_{s} \mathbb{1}_{\left\{\Delta X_{s}>1\right\}}, \forall t \geq 0
$$

The process $Z$ is a Lévy process with Lévy measure $\nu^{Z}$, which is the restriction of $\nu$ on $(1,+\infty)$. Thus, since $\sup _{0 \leq s \leq t}\left\{p \sum_{0 \leq s \leq t} \Delta X_{s} \mathbb{1}_{\left\{\Delta X_{s}<-1\right\}}\right\} \leq 0$, we have

$$
\mathbb{E} e^{p M_{t}} \leq \mathbb{E} \exp \left\{p \sup _{0 \leq s \leq t}\left(\gamma s+b B_{s}+R_{s}^{1}\right)\right\} \mathbb{E} e^{p \sup _{0 \leq s \leq t} Z_{s}}
$$

So, by Theorem 25.3 and Theorem 25.18 of [17], if $\int_{x>1} e^{p x} \nu(d x)<\infty$ then $\mathbb{E} e^{p M_{t}}<$ $\infty$. On the other hand, we have $X_{t} \leq M_{t}$. Thus, the "only if" part, can be deduced from Theorem 25.3 of [17].

Proof. [Proof of Lemma 2.8] For $\delta \in(0,1]$, define

$$
\bar{R}^{\delta}=X^{\delta}-X^{1}
$$

The process $\bar{R}^{\delta}$ is the compensated sum of jumps belonging to $(\delta, 1]$. So

$$
\begin{aligned}
\mathbb{E} e^{p M_{t}^{\delta}} & \leq \mathbb{E} e^{p \sup _{0 \leq s \leq t} X_{s}^{1}+p \sup _{0 \leq s \leq t} \bar{R}_{s}^{\delta}} \\
& \leq \mathbb{E} e^{p \sup _{0 \leq s \leq t} X_{s}^{1}} \mathbb{E} e^{p \sup _{0 \leq s \leq t} \mid \bar{R}_{s}^{\delta}} .
\end{aligned}
$$

By hypothesis and Remark 2.9, $\mathbb{E} e^{p \sup _{0 \leq s \leq t} X_{s}^{1}}<\infty$. We need to bound $\mathbb{E} e^{p \sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|}$ independently of $\delta$. We have

$$
\begin{aligned}
\mathbb{E} e^{p \sup _{0 \leq s \leq t} \mid \bar{R}_{s}^{\delta}} \mid & =\mathbb{E} \sum_{n=0}^{+\infty} \frac{\left(p \sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|\right)^{n}}{n!} \\
& =1+p \mathbb{E} \sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|+\sum_{n=2}^{+\infty} \frac{p^{n}}{n!} \mathbb{E}\left(\sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|\right)^{n}
\end{aligned}
$$

By Doob's inequality ( $\bar{R}^{\delta}$ is a càdlàg martingale)

$$
\begin{aligned}
\mathbb{E} e^{p \sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|} & \leq 1+p \sqrt{\mathbb{E}\left(\sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|\right)^{2}}+\sum_{n=2}^{+\infty} \frac{p^{n}}{n!}\left(\frac{n}{n-1}\right)^{n} \mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{n} \\
& \leq 1+2 p \sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}}+\sum_{n=2}^{+\infty} \frac{p^{n}}{n!} 2^{n} \mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{n} \\
& =2 p\left(\sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}}-\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|\right)+\sum_{n=0}^{+\infty} \frac{2^{n} p^{n}}{n!} \mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{n}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\mathbb{E} e^{p \sup _{0 \leq s \leq t}\left|\bar{R}_{s}^{\delta}\right|} & \leq 2 p\left(\sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}}-\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|\right)+\mathbb{E} \sum_{n=0}^{+\infty} \frac{2^{n} p^{n}}{n!}\left|\bar{R}_{t}^{\delta}\right|^{n} \\
& =2 p\left(\sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}}-\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|\right)+\mathbb{E} e^{2 p\left|\bar{R}_{t}^{\delta}\right|} \\
& \leq 2 p\left(\sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}}-\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|\right)+\mathbb{E} e^{2 p \bar{R}_{t}^{\delta}}+\mathbb{E} e^{-2 p \bar{R}_{t}^{\delta}}
\end{aligned}
$$

But

$$
\begin{aligned}
\mathbb{E}\left|\bar{R}_{t}^{\delta}\right| & \leq \sqrt{\mathbb{E}\left|\bar{R}_{t}^{\delta}\right|^{2}} \\
& =\sqrt{t \int_{\delta<|x| \leq 1} x^{2} \nu(d x)} \\
& \leq \sqrt{t \int_{|x| \leq 1} x^{2} \nu(d x)} .
\end{aligned}
$$

On the other hand, we can prove that for any $\beta \in \mathbb{R},\left(e^{\beta \bar{R}_{t}^{\delta}}\right)_{0 \leq \delta \leq 1}$ is uniformly integrable. Indeed, we have

$$
\mathbb{E} e^{\beta \bar{R}_{t}^{\delta}}=\exp \left\{t \int_{\delta<|x| \leq 1}\left(e^{\beta x}-1-\beta x\right) \nu(d x)\right\}
$$

By Taylor-Lagrange Theorem, we have (for $|x| \leq 1$ )

$$
\left|e^{\beta x}-1-\beta x\right|=\frac{\beta^{2} x^{2}}{2} e^{\beta \xi} \leq \frac{\beta^{2} x^{2}}{2} e^{|\beta|}
$$

where $\xi$ is a real number between 0 and $x$. So

$$
\mathbb{E} e^{\beta \bar{R}_{t}^{\delta}} \leq \exp \left\{\frac{\beta^{2} t}{2} e^{|\beta|} \int_{|x| \leq 1} x^{2} \nu(d x)\right\} .
$$

Hence

$$
\sup _{0 \leq \delta \leq 1} \mathbb{E} e^{p \sup _{0 \leq s \leq t} \mid \bar{R}_{s}^{\delta}} \mid<\infty
$$

This concludes the proof.
Proof. [Proof of Proposition 2.7] By the mean value theorem, we have

$$
e^{M_{t}}-e^{M_{t}^{\epsilon}}=\left(M_{t}-M_{t}^{\epsilon}\right) e^{\bar{M}_{t}^{\epsilon}}
$$

where $\bar{M}_{t}^{\epsilon}$ is between $M_{t}$ and $M_{t}^{\epsilon}$. Let $q$ be defined such that $\frac{1}{p}+\frac{1}{q}=1$.

$$
\begin{aligned}
\mathbb{E}\left|e^{M_{t}}-e^{M_{t}^{\epsilon}}\right| & \leq \mathbb{E}\left|M_{t}-M_{t}^{\epsilon}\right| e^{\bar{M}_{t}^{\epsilon}} \\
& \leq \mathbb{E} \sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right| e^{\bar{M}_{t}^{\epsilon}} \\
& \leq\left(\mathbb{E}\left(\sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right|\right)^{q}\right)^{\frac{1}{q}}\left(\mathbb{E} e^{p \bar{M}_{t}^{\epsilon}}\right)^{\frac{1}{p}}
\end{aligned}
$$

Hence, using Doob's inequality and then Proposition 2.1, we get

$$
\begin{aligned}
\mathbb{E}\left|e^{M_{t}}-e^{M_{t}^{\epsilon}}\right| & \leq \frac{q}{q-1}\left(\mathbb{E}\left|R_{t}^{\epsilon}\right|^{q}\right)^{\frac{1}{q}}\left(\mathbb{E} e^{p \bar{M}_{t}^{\epsilon}}\right)^{\frac{1}{p}} \\
& \leq C_{p, t} \sigma_{0}(\epsilon)\left(\mathbb{E}\left(e^{p M_{t}}+e^{p M_{t}^{\epsilon}}\right)\right)^{\frac{1}{p}}
\end{aligned}
$$

where $C_{p, t}$ will denote a constant depending on $p$ and $t$. We conclude the proof by Lemma 2.8.
2.2. Estimates for cumulative distribution functions. For cumulative distribution functions, bounds are expected to be bigger. However, in some cases we can get similar results as in Lipschitz case. In the first result below, we assume local boundedness of the probability density function of the Lévy process $X$ and its supremum process $M$ at a fixed time $t$. The regularity of the probability density function of a Lévy process is studied in [17, 3]. For the supremum process see [6, 9].

Proposition 2.10. Let $X$ be a Lévy process.

1. If $b>0$, then

$$
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| \leq \frac{1}{\sqrt{2 \pi} b} \sigma(\epsilon)
$$

2. If $X_{t}$ has a locally bounded probability density function and $x \in \mathbb{R}$, then for any $q \in(0,1)$,

$$
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| \leq C_{x, t, q} \sigma_{0}(\epsilon)^{1-q}
$$

3. If $M_{t}$ has a locally bounded probability density function on $(0,+\infty)$ and $x>0$, then for any $q \in(0,1)$,

$$
\left|\mathbb{P}\left[M_{t} \geq x\right]-\mathbb{P}\left[M_{t}^{\epsilon} \geq x\right]\right| \leq C_{x, t, q} \sigma_{0}(\epsilon)^{1-q}
$$

where $C_{x, t, q}$ means a positive constant depending on $x, q$ and $t$.
Lemma 2.11. Let $X$ and $Y$ be two r.v.'s We assume that $X$ has a bounded density in a neighbourhood of $x \in \mathbb{R}$, and there exists $p \geq 1$ such that $\mathbb{E}|X-Y|^{p}$ is finite. Then there exists a constant $K_{x}>0$, such that for any $\delta>0$

$$
|\mathbb{P}[X \geq x]-\mathbb{P}[Y \geq x]| \leq K_{x} \delta+\frac{\mathbb{E}|X-Y|^{p}}{\delta^{p}}
$$

Proof. We have

$$
|\mathbb{P}[X \geq x]-\mathbb{P}[Y \geq x]|=|\mathbb{P}[X \geq x, Y<x]-\mathbb{P}[X<x, Y \geq x]|
$$

We will study the above terms on the right of the equality.

$$
\begin{aligned}
\mathbb{P}[X \geq x, Y<x]= & \mathbb{P}[x \leq X<x+(X-Y)] \\
= & \mathbb{P}[x \leq X<x+(X-Y),|X-Y| \leq \delta] \\
& +\mathbb{P}[x \leq X<x+(X-Y),|X-Y|>\delta] \\
\leq & \mathbb{P}[x \leq X<x+\delta]+\mathbb{P}[|X-Y|>\delta]
\end{aligned}
$$

Suppose that $X$ has a bounded probability density function in the interval $\left[x-\delta_{0}, x+\right.$ $\left.\delta_{0}\right], \delta_{0}>0$ fixed, and let

$$
K_{x}=\max \left\{\sup _{x-\delta_{0} \leq t \leq x+\delta_{0}} f(t), \frac{1}{\delta_{0}}\right\} .
$$

If $\delta<\delta_{0}$, then

$$
\mathbb{P}[x \leq X<x+\delta] \leq\left(\sup _{x-\delta_{0} \leq t \leq x+\delta_{0}} f(t)\right) \delta \leq K_{x} \delta
$$

If $\delta \geq \delta_{0}$, then

$$
\mathbb{P}[x \leq X<x+\delta] \leq 1=\frac{1}{\delta_{0}} \delta_{0} \leq K_{x} \delta .
$$

Hence, for any $\delta>0$,

$$
\mathbb{P}[x \leq X<x+\delta] \leq K_{x} \delta
$$

with $K_{x}$ independent of $\delta$. Thus, using Markov's inequality, we get

$$
\mathbb{P}[X \geq x, Y<x] \leq K_{x} \delta+\frac{\mathbb{E}|X-Y|^{p}}{\delta^{p}}
$$

Similarly

$$
\mathbb{P}[x-\delta \leq X<x] \leq K_{x} \delta
$$

So, it holds that

$$
\mathbb{P}[X<x, Y \geq x] \leq K_{x} \delta+\frac{\mathbb{E}|X-Y|^{p}}{\delta^{p}}
$$

This concludes the proof.
Proof. [Proof of Proposition 2.10] We have

$$
\begin{equation*}
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right|=\left|\mathbb{P}\left[X_{t} \geq x, X_{t}^{\epsilon}<x\right]-\mathbb{P}\left[X_{t}<x, X_{t}^{\epsilon} \geq x\right]\right| \tag{2.5}
\end{equation*}
$$

But, in the case $b>0$

$$
\begin{aligned}
\mathbb{P}\left[X_{t} \geq x, X_{t}^{\epsilon}<x\right] & =\mathbb{P}\left[x-\left(X_{t}-X_{t}^{\epsilon}\right) \leq X_{t}^{\epsilon}<x\right] \\
& =\mathbb{P}\left[x-R_{t}^{\epsilon} \leq b B_{t}+\left(X_{t}^{\epsilon}-b B_{t}\right)<x\right]
\end{aligned}
$$

Note that the r.v.'s $b B_{t},\left(X_{t}^{\epsilon}-b B_{t}\right)$ and $R_{t}^{\epsilon}$ are independent, and $\frac{1}{\sqrt{2 \pi t} b}$ is a bound of the probability density function of $b B_{t}$. Since $P\left[x-s \leq b B_{t}<x\right] \leq \frac{|s|}{\sqrt{2 \pi t} b}$, it thus follows that $P\left[x-R_{t}^{\epsilon} \leq b B_{t}<x\right] \leq \frac{1}{\sqrt{2 \pi t b}} \mathbb{E}\left|R_{t}^{\epsilon}\right|$ and, in turn

$$
P\left[x-R_{t}^{\epsilon} \leq b B_{t}+\left(X_{t}^{\epsilon}-b B_{t}\right)<x\right] \leq \frac{1}{\sqrt{2 \pi t} b} \mathbb{E}\left|R_{t}^{\epsilon}\right|
$$

Therefore

$$
\begin{aligned}
\mathbb{P}\left[X_{t} \geq x, X_{t}^{\epsilon}<x\right] & \leq \frac{1}{\sqrt{2 \pi t} b} \mathbb{E}\left|R_{t}^{\epsilon}\right| \\
& \leq \frac{1}{\sqrt{2 \pi t} b} \sqrt{\mathbb{E}\left|R_{t}^{\epsilon}\right|^{2}} \\
& =\frac{1}{\sqrt{2 \pi} b} \sigma(\epsilon) .
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\mathbb{P}\left[X_{t}<x, X_{t}^{\epsilon} \geq x\right] & =\mathbb{P}\left[x \leq X_{t}^{\epsilon}<x-\left(X_{t}-X_{t}^{\epsilon}\right)\right] \\
& =\mathbb{P}\left[x \leq b B_{t}+\left(X_{t}^{\epsilon}-b B_{t}\right)<x-R_{t}^{\epsilon}\right] \\
& \leq \frac{1}{\sqrt{2 \pi} b} \sigma(\epsilon)
\end{aligned}
$$

Hence part 1 of the proposition follows from (2.5).
Consider now the second part of the proposition. By Lemma 2.11, there exists a constant $K_{x, t}>0$ such that for any $p>1$, we have

$$
\begin{aligned}
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| & \leq K_{x, t} \delta+\frac{\mathbb{E}\left|X_{t}-X_{t}^{\epsilon}\right|^{p}}{\delta^{p}} \\
& =K_{x, t} \delta+\frac{\mathbb{E}\left|R_{t}^{\epsilon}\right|^{p}}{\delta^{p}}
\end{aligned}
$$

But by Proposition 2.1, there exists a constant $K_{p, t}>0$ such that

$$
\mathbb{E}\left|R_{t}^{\epsilon}\right|^{p} \leq K_{p, t} \sigma_{0}(\epsilon)^{p} .
$$

So

$$
\begin{aligned}
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| & \leq K_{x, t} \delta+K_{p, t} \frac{\sigma_{0}(\epsilon)^{p}}{\delta^{p}} \\
& \leq \max \left(K_{x, t}, K_{p, t}\right)\left(\delta+\frac{\sigma_{0}(\epsilon)^{p}}{\delta^{p}}\right) .
\end{aligned}
$$

Thus by choosing $\delta=\sigma_{0}(\epsilon)^{\frac{p}{p+1}}$, we get

$$
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| \leq 2 \max \left(K_{x, t}, K_{p, t}\right) \sigma_{0}(\epsilon)^{\frac{p}{p+1}}
$$

Therefore for any $q \in(0,1)$, we have

$$
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[X_{t}^{\epsilon} \geq x\right]\right| \leq C_{x, t, q} \sigma_{0}(\epsilon)^{1-q} .
$$

For the third part of the proposition, set

$$
I=\left|\mathbb{P}\left[M_{t} \geq x\right]-\mathbb{P}\left[M_{t}^{\epsilon} \geq x\right]\right|
$$

By Lemma 2.11, there exists a constant $K_{x, t}^{\prime}>0$ such that

$$
I \leq K_{x, t}^{\prime} \delta+\frac{\mathbb{E}\left|M_{t}-M_{t}^{\epsilon}\right|^{p}}{\delta^{p}} .
$$

On the other hand

$$
\begin{aligned}
\mathbb{E}\left|M_{t}-M_{t}^{\epsilon}\right|^{p} & \leq \mathbb{E}\left(\sup _{0 \leq s \leq t}\left|X_{s}-X_{s}^{\epsilon}\right|\right)^{p} \\
& =\mathbb{E}\left(\sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right|\right)^{p}
\end{aligned}
$$

By Doob's inequality, we have

$$
\begin{aligned}
\mathbb{E}\left|M_{t}-M_{t}^{\epsilon}\right|^{p} & \leq\left(\frac{p}{p-1}\right)^{p} \mathbb{E}\left|R_{t}^{\epsilon}\right|^{p} \\
& \leq K_{p, t}\left(\frac{p}{p-1}\right)^{p} \sigma_{0}(\epsilon)^{p} .
\end{aligned}
$$

Part 3 of the proposition then follows by choosing $\delta=\sigma_{0}(\epsilon)^{\frac{p}{p+1}}$. $\square$
3. Approximation of the compensated sum of small jumps by a Brownian motion. In this section we will replace $R^{\epsilon}$ by a Brownian motion. This method gives better results, subject to a convergence assumption. In fact, Asmussen and Rosinski proved ([1], Theorem 2.1) that, if $X$ is a Lévy process, then the process $\sigma(\epsilon)^{-1} R^{\epsilon}$ converges in distribution to a standard Brownian motion, when $\epsilon \rightarrow 0$, if only if for any $k>0$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{\sigma(k \sigma(\epsilon) \wedge \epsilon)}{\sigma(\epsilon)}=1 \tag{3.1}
\end{equation*}
$$

Condition (3.1) is implied by the condition

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{\sigma(\epsilon)}{\epsilon}=+\infty \tag{3.2}
\end{equation*}
$$

The conditions (3.1) and (3.2) are equivalent, if $\nu$ does not have atoms in some neighbourhood of zero ([1], Proposition 2.1).

Note that, if the Asmussen-Rosinski's condition is not satisfied we can prove that the bounds obtained in Section 2 are valid for the Brownian approximation, using the same argument as in Section 2.
3.1. Estimates for smooth functions. The errors resulting from Brownian approximation have not been much studied in the literature, at least theoretically. There are some results which we can find in $[7,8]$.

Proposition 3.1. Let $X$ be an infinite activity Lévy process and $t>0$,

1. If $f \in C^{1}(\mathbb{R})$ and satisfies $\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}\right)\right|<\infty$, and if there exists $\beta>1$ such that $\left(\sup _{\epsilon \in[0,1]} \mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}+\theta \sigma(\epsilon) \hat{W}_{t}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ and $\left(\sup _{\epsilon \in[0,1]} \mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ are finite and integrable with respect to $\theta$ on $[0,1]$, then

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)=o\left(\sigma_{0}(\epsilon)\right)
$$

2. If $f \in C^{2}(\mathbb{R})$ and satisfies $\mathbb{E}\left|f^{\prime}\left(X_{t}^{\epsilon}\right)\right|+\mathbb{E}\left|f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right|<\infty$, and if there exists $\beta>1$ such that $\left(\sup _{\epsilon \in[0,1]} \mathbb{E}\left|f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta \sigma(\epsilon) \hat{W}_{t}\right)-f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ and $\left(\sup _{\epsilon \in[0,1]} \mathbb{E}\left|f^{\prime \prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime \prime}\left(X_{t}^{\epsilon}\right)\right|^{\beta}\right)^{\frac{1}{\beta}}$ are finite and integrable with respect to $\theta$ on $[0,1]$, then

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)=o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

Examples of functions satisfying the above conditions are noted after Proposition 2.2.

Proof. By Proposition 2.2, we have

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=\frac{\sigma(\epsilon)^{2} t}{2} \mathbb{E} f^{\prime \prime}\left(X_{t}^{\epsilon}\right)+o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

On the other hand, using the same reasoning as the proof of Proposition 2.2 (we will replace $R^{\epsilon}$ by $\left.\sigma(\epsilon) \hat{W}\right)$ we get

$$
\mathbb{E}\left(f\left(X_{t}^{\epsilon}+\sigma(\epsilon) \hat{W}_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)=\frac{\sigma(\epsilon)^{2} t}{2} \mathbb{E} f^{\prime \prime}\left(X_{t}^{\epsilon}\right)+o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

Hence

$$
\mathbb{E}\left(f\left(X_{t}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)=o\left(\sigma_{0}(\epsilon)^{2}\right)
$$

The combination of Proposition 6.2 of [7] and the Spitzer's identity for Lévy processes (Proposition 1 of [10]) leads to the following result.

Proposition 3.2. Let $X$ be an integrable infinite activity Lévy process, then

$$
\left|\mathbb{E} M_{t}-\mathbb{E} \hat{M}_{t}^{\epsilon}\right| \leq 4 \max \left(1+\sqrt{\frac{2}{\pi}}, A\right) \sigma(\epsilon) \rho(\epsilon)\left(1+\log \left(\frac{\sqrt{t}}{2 \rho(\epsilon)}\right)\right)
$$

where $A$ is a positive constant $<16.5$. Compared to the estimate of Theorem 2.6, we have gained a factor of about $\rho(\epsilon)$.

Proof. Using Spitzer's identity (see Proposition 1 of [10] for details), we have

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leq s \leq t} X_{s}=\int_{0}^{t} \frac{\mathbb{E} X_{s}^{+}}{s} d s \\
& \mathbb{E} \sup _{0 \leq s \leq t}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)=\int_{0}^{t} \frac{\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}}{s} d s .
\end{aligned}
$$

Set

$$
I^{\epsilon}=\left|\mathbb{E} \sup _{0 \leq s \leq t} X_{s}-\mathbb{E} \sup _{0 \leq s \leq t}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)\right|
$$

Let $\delta>0$, then

$$
\begin{aligned}
I^{\epsilon} & =\left|\int_{0}^{t} \frac{\mathbb{E} X_{s}^{+}-\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}}{s} d s\right| \\
& \leq \int_{0}^{\delta}\left|\mathbb{E} X_{s}^{+}-\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}\right| \frac{d s}{s}+\int_{\delta}^{t}\left|\mathbb{E} X_{s}^{+}-\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}\right| \frac{d s}{s} .
\end{aligned}
$$

We will call $I_{1}^{\epsilon}$ (resp. $I_{2}^{\epsilon}$ ) the first (resp. the second) term of the last expression. Note that the function $x \rightarrow x^{+}$is 1-Lipschitz, So by Proposition 6.2 of [7], we have

$$
\left|\mathbb{E}\left(X_{s}^{\epsilon}+R_{s}^{\epsilon}\right)^{+}-\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}\right| \leq A \sigma(\epsilon) \rho(\epsilon),
$$

where $A<16.5$. So

$$
I_{2}^{\epsilon} \leq A \sigma(\epsilon) \rho(\epsilon) \int_{\delta}^{t} \frac{d s}{s}=A \sigma(\epsilon) \rho(\epsilon) \log \left(\frac{t}{\delta}\right)
$$

On the other hand

$$
\left|\mathbb{E} X_{s}^{+}-\mathbb{E}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)^{+}\right| \leq \mathbb{E}\left|R_{s}^{\epsilon}-\sigma(\epsilon) \hat{W}_{s}\right| \leq\left(1+\sqrt{\frac{2}{\pi}}\right) \sqrt{s} \sigma(\epsilon)
$$

Hence

$$
I_{1}^{\epsilon} \leq\left(1+\sqrt{\frac{2}{\pi}}\right) \sigma(\epsilon) \int_{0}^{\delta} \frac{d s}{\sqrt{s}}=A_{1} \sigma(\epsilon) \sqrt{\delta}
$$

where $A_{1}=2\left(1+\sqrt{\frac{2}{\pi}}\right)$. Finally

$$
I^{\epsilon} \leq \max \left(A, A_{1}\right) \sigma(\epsilon)\left(\sqrt{\delta}+\rho(\epsilon) \log \left(\frac{t}{\delta}\right)\right)
$$

The right term of the above inequality is minimal for $\delta=4 \rho(\epsilon)^{2}$. So

$$
I^{\epsilon} \leq 2 \max \left(A, A_{1}\right) \sigma(\epsilon) \rho(\epsilon)\left(1+\log \left(\frac{\sqrt{t}}{2 \rho(\epsilon)}\right)\right) .
$$

This concludes the proposition.
3.2. Estimates by Skorokhod embedding. We will use a powefull tool to prove the results of this section. This is the the Skorokhod embedding Theorem. We will begin by defining some useful notations.

Definition 3.3. We define

$$
\begin{aligned}
& \beta(\epsilon)=\frac{\int_{|x| \leq \epsilon} x^{4} \nu(d x)}{\left(\sigma_{0}(\epsilon)\right)^{4}}, \beta_{1}^{t}(\epsilon)=\beta(\epsilon)^{\frac{1}{6}}\left(\sqrt{\log \left(\frac{t}{\beta(\epsilon)^{\frac{1}{3}}}+3\right)}+1\right) \\
& \beta_{2}^{t}(\epsilon)=\beta(\epsilon)^{\frac{1}{4}}\left(\log \left(\frac{t}{\beta(\epsilon)^{\frac{1}{4}}}+3\right)+1\right), \beta_{p, \theta}(\epsilon)=\beta(\epsilon)^{\frac{p \theta}{p+4 \theta}}\left(\log \left(\frac{1}{\beta(\epsilon)^{\frac{p \theta}{p+4 \theta}}}\right)\right)^{p} .
\end{aligned}
$$

Remark 3.4. Note that under the condition (3.2), we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \beta(\epsilon)=0 . \tag{3.3}
\end{equation*}
$$

The proof of Proposition 3.2 cannot be extended to the Lipschitz functions, because the reformulation of the spitzer identity for Lévy processes cannot be applied in that case. We have to use an other method.

Theorem 3.5. Let $X$ be an integrable infinite activity Lévy process, and $f$ be a Lipschitz function, then

$$
\left|\mathbb{E} f\left(M_{t}\right)-\mathbb{E} f\left(\hat{M}_{t}^{\epsilon}\right)\right| \leq C \sigma_{0}(\epsilon) \beta_{1}^{t}(\epsilon),
$$

where $C$ is a positive constant independent of $\epsilon$.
Compared to the estimate of Theorem 2.6, we have gained the factor $\beta_{1}^{t}(\epsilon)$.
Proof. Set

$$
\begin{aligned}
I_{f}^{\epsilon} & =\left|\mathbb{E}\left(f\left(\sup _{0 \leq s \leq t} X_{s}\right)-f\left(\sup _{0 \leq s \leq t}\left(X_{s}^{\epsilon}+\sigma(\epsilon) \hat{W}_{s}\right)\right)\right)\right| \\
I_{f}^{\epsilon}(n) & =\left|\mathbb{E}\left(f\left(\sup _{0 \leq k \leq n} X_{\frac{k t}{n}}\right)-f\left(\sup _{0 \leq k \leq n}\left(X_{\frac{k t}{n}}^{\epsilon}+\sigma(\epsilon) \hat{W}_{\frac{k t}{n}}\right)\right)\right)\right| .
\end{aligned}
$$

Because $f$ is, say, $K$-Lipschitz, we can show that

$$
I_{f}^{\epsilon}(n) \leq K \mathbb{E}\left(\sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right|+\sigma(\epsilon) \sup _{0 \leq s \leq t}\left|\hat{W}_{s}\right|\right)
$$

As the right hand side expression is integrable, by dominated convergence we can deduce that $\lim _{n \rightarrow+\infty} I_{f}^{\epsilon}(n)=I_{f}^{\epsilon}$. So we will consider $I_{f}^{\epsilon}(n)$. For $k \in\{1, \ldots, n\}$, we have

$$
R_{\frac{k t}{n}}^{\epsilon}=\frac{1}{\sqrt{n}} \sum_{j=1}^{k} V_{j}^{n}
$$

where $V_{j}^{n}=\sqrt{n}\left(R_{\frac{j t}{n}}^{\epsilon}-R_{(j-1) \frac{t}{n}}^{\epsilon}\right)$. The r.v.'s $\left(V_{j}^{n}\right)_{j \in\{1, \ldots, n\}}$ are i.i.d. and have the same distribution as $\sqrt{n} R_{\frac{t}{n}}^{\epsilon}$. But $\mathbb{E} V_{1}^{n}=0$, and $\operatorname{var}\left(V_{1}^{n}\right)=\sigma(\epsilon)^{2} t$, by Theorem 1 of [19] (see pp. 163) there exists positive i.i.d. r.v.'s, $\left(\tau_{j}\right)_{j \in 1, \ldots, n}$, and a standard Brownian motion, $\hat{B}$, such that $\left(\sum_{j=1}^{k} V_{j}^{n}, k \in\{1, \ldots, n\}\right)$ and $\left(\hat{B}_{\tau_{1}+\cdots+\tau_{k}}, k \in\{1, \ldots, n\}\right)$ have the same join distribution. Thus $\left(R_{\frac{k t}{n}}^{\epsilon}, k \in\{1, \ldots, n\}\right)$ and $\left(\hat{B}_{\frac{\tau_{1}+\cdots+\tau_{k}}{n}}, k \in\{1, \ldots, n\}\right)$ have the same join distribution. Furthermore $\mathbb{E} \tau_{1}=\operatorname{var}\left(V_{1}\right)$ and for any $q \geq 1$, there exists a positive constant $L_{q}$, such that

$$
\begin{equation*}
\mathbb{E} \tau_{1}^{q} \leq L_{q} \mathbb{E} V_{1}^{2 q} \tag{3.4}
\end{equation*}
$$

We also have $\left(\sigma(\epsilon) \hat{W}_{\frac{k t}{n}}, k \in\{1, \ldots, n\}\right)={ }^{d}\left(\hat{B}_{\frac{\sigma(\epsilon)^{2} k t}{n}}, k \in\{1, \ldots, n\}\right)$. Set

$$
T_{k}=\frac{\tau_{1}+\cdots+\tau_{k}}{n}, T_{k}^{\epsilon}=\frac{\sigma(\epsilon)^{2} k t}{n}
$$

Thus

$$
I_{f}^{\epsilon}(n) \leq K \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|
$$

The following theorem concludes the proof.
Theorem 3.6.

1. We have

$$
\limsup _{n \rightarrow+\infty} \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \leq C \sigma_{0}(\epsilon) \beta_{1}^{t}(\epsilon)
$$

2. and

$$
\limsup _{n \rightarrow+\infty} \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{2} \leq C \sigma_{0}(\epsilon)^{2} \beta_{2}^{t}(\epsilon) .
$$

3. For any real $p \geq 1$ and for any real $\theta \in(0,1)$, we also have

$$
\limsup _{n \rightarrow+\infty} \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{p} \leq C_{p, \theta} \sigma_{0}(\epsilon)^{p} \beta_{p, \theta}(\epsilon)
$$

where $C$ and $C_{p, \theta}$ are constants independent of $\epsilon$.
This theorem is the main result of this section. The following result will be also useful for the sequel.

Lemma 3.7. Let $\delta>0$, then we have

$$
\limsup _{n \rightarrow+\infty} \mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right] \leq \frac{4 L_{2} t \sigma_{0}(\epsilon)^{4} \beta(\epsilon)}{\delta^{2}}
$$

Proof. By Markov's inequality, we have

$$
\mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right] \leq \frac{\mathbb{E} \sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|^{2}}{\delta^{2}}
$$

On the other hand $\left(T_{k}-T_{k}^{\epsilon}\right)_{1 \leq k \leq n}$ is a martingale, so using Doob's inequality, we get

$$
\begin{aligned}
\mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right] & \leq \frac{4 \mathbb{E}\left|T_{n}-T_{n}^{\epsilon}\right|^{2}}{\delta^{2}} \\
& \leq \frac{4}{\delta^{2}} \frac{\operatorname{var}\left(\tau_{1}\right)}{n} \\
& \leq \frac{4}{\delta^{2}} \frac{\mathbb{E} \tau_{1}^{2}}{n} \\
& \leq \frac{4 L_{2} \mathbb{E} V_{1}^{4}}{n \delta^{2}}, \quad \text { by }(3.4) \\
& =\frac{4 L_{2} n \mathbb{E}\left(R_{\frac{t}{n}}^{\epsilon}\right)^{4}}{\delta^{2}}
\end{aligned}
$$

But by Proposition 2.1, we have $\mathbb{E}\left|R_{\frac{t}{n}}^{\epsilon}\right|^{4}=\frac{t}{n} \int_{|x| \leq \epsilon} x^{4} \nu(d x)+3\left(\frac{t}{n} \sigma(\epsilon)^{2}\right)^{2}$. So

$$
\lim _{n \rightarrow+\infty} n \mathbb{E}\left(R_{\frac{t}{n}}^{\epsilon}\right)^{4}=t \int_{|x| \leq \epsilon}|x|^{4} \nu(d x)=\sigma_{0}(\epsilon)^{4} \beta(\epsilon) t
$$

Thus

$$
\limsup _{n \rightarrow+\infty} \mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right] \leq \frac{4 L_{2} t \sigma_{0}(\epsilon)^{4} \beta(\epsilon)}{\delta^{2}}
$$

$\square$
Proof. [Proof of Theorem 3.6] For $\delta>0$, we have

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \leq & \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \mathbb{1}_{\left\{\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right| \leq \delta\right\}} \\
& +\mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \mathbb{1}_{\left\{\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right\}}
\end{aligned}
$$

Set

$$
\begin{aligned}
& I_{1}=\mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \mathbb{1}_{\left\{\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right| \leq \delta\right\}} \\
& I_{2}=\mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \mathbb{1}_{\left\{\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right\}}
\end{aligned}
$$

On $\left\{\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right| \leq \delta\right\}$, set, for $k$ fixed

$$
\begin{aligned}
& s_{1}=T_{k}^{\epsilon} \wedge T_{k} \\
& s_{2}=T_{k}^{\epsilon} \vee T_{k}
\end{aligned}
$$

We have $s_{1} \leq s_{2} \leq s_{1}+\delta$. Let $j$ be such that $j \delta \leq s_{1}<(j+1) \delta$, we have $s_{1} \leq s_{2} \leq$ $(j+2) \delta$. If $j \delta \leq s_{1} \leq s_{2} \leq(j+1) \delta$, we have

$$
\begin{aligned}
\left|\hat{B}_{s_{1}}-\hat{B}_{s_{2}}\right| & \leq\left|\hat{B}_{s_{1}}-\hat{B}_{j \delta}\right|+\left|\hat{B}_{j \delta}-\hat{B}_{s_{2}}\right| \\
& \leq 2 \sup _{0 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+1} \sup _{j \delta \leq u \leq(j+1) \delta}\left|\hat{B}_{u}-\hat{B}_{j \delta}\right| .
\end{aligned}
$$

If $j \delta \leq s_{1} \leq(j+1) \delta \leq s_{2} \leq(j+2) \delta$, we have

$$
\begin{aligned}
\left|\hat{B}_{s_{1}}-\hat{B}_{s_{2}}\right| & \leq\left|\hat{B}_{s_{1}}-\hat{B}_{j \delta}\right|+\left|\hat{B}_{j \delta}-\hat{B}_{(j+1) \delta}\right|+\left|\hat{B}_{(j+1) \delta}-\hat{B}_{s_{2}}\right| \\
& \leq 3 \sup _{0 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+2} \sup _{j \delta \leq u \leq(j+1) \delta}\left|\hat{B}_{u}-\hat{B}_{j \delta}\right|
\end{aligned}
$$

Hence

$$
\begin{aligned}
I_{1} & \leq 3 \mathbb{E} \sup _{0 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+2} \sup _{j \delta \leq u \leq(j+1) \delta}\left|\hat{B}_{u}-\hat{B}_{j \delta}\right| \\
& =3 \mathbb{E} \sup _{1 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3} \sup _{(j-1) \delta \leq u \leq j \delta}\left|\hat{B}_{u}-\hat{B}_{j \delta}\right|
\end{aligned}
$$

The r.v.'s $\left(\sup _{(j-1) \delta \leq u \leq j \delta}\left|\hat{B}_{u}-\hat{B}_{j \delta}\right|\right)_{1 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3}$ are i.i.d. with the same distribution as $\sup _{0 \leq u \leq \delta}\left|\hat{B}_{u}\right| \sim \sqrt{\delta} \sup _{0 \leq u \leq 1}\left|\hat{B}_{u}\right|$. Then

$$
I_{1} \leq 3 \sqrt{\delta} \mathbb{E} \sup _{1 \leq j \leq\left[\frac{\sigma\left(\epsilon \epsilon^{2} t\right.}{\delta}\right]+3} V_{j}
$$

where $\left(V_{j}\right)_{1 \leq j \leq\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3}$ are i.i.d. r.v.'s with the same distribution as $\sup _{0 \leq u \leq 1}\left|\hat{B}_{u}\right|$. On the other hand, we know that if $\left(V_{j}\right)_{1 \leq j \leq m}$ are i.i.d. r.v.'s satisfying $\mathbb{E} e^{\alpha V_{1}^{2}}<\infty$ where $\alpha$ is a positive real, then

$$
\mathbb{E} \sup _{1 \leq j \leq m} V_{j} \leq g\left(m \mathbb{E} e^{\alpha V_{1}^{2}}\right)
$$

where $g: x \in[1,+\infty) \rightarrow \sqrt{\frac{1}{\alpha} \log (x)}$. Indeed, since $g$ is concave, we have

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq j \leq m} V_{j} & =\mathbb{E} \sup _{1 \leq j \leq m} g\left(e^{\alpha V_{j}^{2}}\right) \\
& =\mathbb{E} g\left(\sup _{1 \leq j \leq m} e^{\alpha V_{j}^{2}}\right), \text { because } \mathrm{g} \text { is non-decreasing } \\
& \leq g\left(\mathbb{E} \sup _{1 \leq j \leq m} e^{\alpha V_{j}^{2}}\right), \text { by Jensen's inequality } \\
& \leq g\left(\mathbb{E} \sum_{j=1}^{m} e^{\alpha V_{j}^{2}}\right), \text { because } \mathrm{g} \text { is non-decreasing } \\
& \leq g\left(m \mathbb{E} e^{\alpha V_{1}^{2}}\right)
\end{aligned}
$$

In our case $V_{1}=\sup _{0 \leq u \leq 1}\left|\hat{B}_{u}\right|$. So

$$
V_{1} \leq \sup _{0 \leq u \leq 1} \hat{B}_{u}+\sup _{0 \leq u \leq 1}\left(-\hat{B}_{u}\right)
$$

Thus

$$
\begin{aligned}
e^{\alpha V_{1}^{2}} & \leq e^{2 \alpha\left(\left(\sup _{0 \leq u \leq 1} \hat{B}_{u}\right)^{2}+\left(\sup _{0 \leq u \leq 1}\left(-\hat{B}_{u}\right)\right)^{2}\right)} \\
& \leq\left(\mathbb{E} e^{4 \alpha\left(\sup _{0 \leq u \leq 1} \hat{B}_{u}\right)^{2}}\right)^{\frac{1}{2}}\left(\mathbb{E} e^{4 \alpha\left(\sup _{0 \leq u \leq 1}\left(-\hat{B}_{u}\right)\right)^{2}}\right)^{\frac{1}{2}} \\
& \leq \mathbb{E} e^{4 \alpha\left(\sup _{0 \leq u \leq 1} \hat{B}_{u}\right)^{2}}
\end{aligned}
$$

But the probability density function of $\sup _{0 \leq u \leq 1} \hat{B}_{u}$ is $2 \frac{e^{-\frac{x^{2}}{2}}}{\sqrt{2 \pi}} \mathbb{1}_{x \geq 0}$, so an easy computation give that for any real $\beta<\frac{1}{2}$

$$
\begin{equation*}
\mathbb{E} e^{\beta\left(\sup _{0 \leq u \leq 1} \hat{B}_{u}\right)^{2}}=(1-2 \beta)^{-\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Thus choosing $\alpha<\frac{1}{8}$, we get

$$
\mathbb{E} e^{\alpha V_{1}^{2}} \leq(1-8 \alpha)^{-\frac{1}{2}}
$$

Hence for $\alpha \in\left(0, \frac{1}{8}\right)$

$$
\begin{aligned}
I_{1} & \leq 3 \sqrt{\delta} \sqrt{\frac{1}{\alpha} \log \left(\left(\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3\right) \mathbb{E} e^{\alpha V_{1}^{2}}\right)} \\
& \leq 3 \sqrt{\frac{1}{\alpha}\left(1+\frac{\log \left(\mathbb{E} e^{\alpha V_{1}^{2}}\right)}{\log (3)}\right)} \sqrt{\delta \log \left(\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3\right)} \\
& \leq 3 \sqrt{\frac{1}{\alpha}\left(1-\frac{\log (1-8 \alpha)}{2 \log (3)}\right)} \sqrt{\delta \log \left(\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3\right)} .
\end{aligned}
$$

So

$$
\begin{aligned}
I_{1} & \leq C_{\alpha} \sqrt{\delta \log \left(\left[\frac{\sigma(\epsilon)^{2} t}{\delta}\right]+3\right)} \\
& \leq C_{\alpha} \sqrt{\delta \log \left(\frac{\sigma(\epsilon)^{2} t}{\delta}+3\right)}
\end{aligned}
$$

Notice that $C_{\alpha}=3 \sqrt{\frac{1}{\alpha}\left(1-\frac{\log (1-8 \alpha)}{2 \log (3)}\right)}$ and the first inequality come from the fact that for any $x, y \in \mathbb{R}^{+}$we have $\log (x+3)+y \leq\left(1+\frac{y}{\log (3)}\right) \log (x+3)$. Consider now $I_{2}$. We have

$$
\begin{aligned}
I_{2} & \leq\left(\mathbb{E}\left(\sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|\right)^{2}\right)^{\frac{1}{2}}\left(\mathbb{P}\left[\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right]\right)^{\frac{1}{2}} \\
& \leq\left(\mathbb{E}\left(\sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}\right|+\sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}^{\epsilon}}\right|\right)^{2}\right)^{\frac{1}{2}}\left(\mathbb{P}\left[\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right]\right)^{\frac{1}{2}} .
\end{aligned}
$$

So

$$
I_{2} \leq\left(\left(\mathbb{E} \sup _{0 \leq s \leq t}\left|R_{s}^{\epsilon}\right|^{2}\right)^{\frac{1}{2}}+\left(\mathbb{E} \sup _{0 \leq s \leq \sigma(\epsilon)^{2} t}\left|\hat{B}_{s}\right|^{2}\right)^{\frac{1}{2}}\right)\left(\mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right]\right)^{\frac{1}{2}}
$$

Using Doob's inequality, we get

$$
I_{2} \leq 2\left(\left(\mathbb{E}\left|R_{t}^{\epsilon}\right|^{2}\right)^{\frac{1}{2}}+\left(\mathbb{E}\left|\hat{B}_{\sigma(\epsilon)^{2} t}\right|^{2}\right)^{\frac{1}{2}}\right)\left(\mathbb{P}\left[\sup _{0 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right]\right)^{\frac{1}{2}}
$$

Hence

$$
I_{2} \leq 4 \sqrt{t} \sigma(\epsilon)\left(\mathbb{P}\left[\sup _{1 \leq k \leq n}\left|T_{k}-T_{k}^{\epsilon}\right|>\delta\right]\right)^{\frac{1}{2}}
$$

So, by Lemma 3.7, we have

$$
\limsup _{n \rightarrow+\infty} I_{2} \leq 4 \sqrt{t} \sigma(\epsilon)\left(\frac{4 L_{2} t \sigma_{0}(\epsilon)^{4} \beta(\epsilon)}{\delta^{2}}\right)^{\frac{1}{2}}
$$

Hence

$$
\begin{aligned}
\limsup _{n \rightarrow+\infty} \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| & \leq C_{\alpha} \sqrt{\delta \log \left(\frac{\sigma(\epsilon)^{2} t}{\delta}+3\right)}+\frac{8 t}{\delta} \sigma(\epsilon) \sigma_{0}(\epsilon)^{2} \sqrt{\beta(\epsilon) L_{2}} \\
& \leq C_{\alpha, t}\left(\sqrt{\delta \log \left(\frac{\sigma_{0}(\epsilon)^{2} t}{\delta}+3\right)}+\frac{1}{\delta} \sigma_{0}(\epsilon)^{3} \sqrt{\beta(\epsilon)}\right)
\end{aligned}
$$

where $C_{\alpha, t}=\max \left(C_{\alpha}, 8 \sqrt{L_{2}} t\right)$. Choosing $\delta=\sigma_{0}(\epsilon)^{2} \beta(\epsilon)^{\frac{1}{3}}$, we get

$$
\limsup _{n \rightarrow+\infty} \mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| \leq C_{\alpha, t} \sigma_{0}(\epsilon) \beta(\epsilon)^{\frac{1}{6}}\left(\sqrt{\log \left(\frac{t}{\beta(\epsilon)^{\frac{1}{3}}}+3\right)}+1\right)
$$

For the second part of the theorem we will use the following definition for $g$ :

$$
g(x)=\frac{1}{\alpha} \log (x), x \in[1,+\infty) .
$$

And for the third part of the theorem, the function $g$ will be defined as follows

$$
g(x)=\left(\frac{1}{\alpha} \log (x)\right)^{p}
$$

The proofs of the second and the third part of the theorem can be found in [9].
With the method used above, we can derived results for functions depending on $X$ at a given time. To prove the following propositions, we will use the same notations as in the proof of Theorem 3.5.

Proposition 3.8. Let $X$ be an infinite activity Lévy process, and $f$ be a Lipschitz function. Then

$$
\left|\mathbb{E} f\left(X_{t}\right)-\mathbb{E} f\left(\hat{X}_{t}^{\epsilon}\right)\right| \leq C \beta_{1}^{t}(\epsilon) \sigma_{0}(\epsilon),
$$

where $C$ is a positive constant.
Proof. We have

$$
R_{t}^{\epsilon}={ }^{d} \hat{B}_{T_{n}}, \sigma(\epsilon) \hat{W}_{t}={ }^{d} \hat{B}_{T_{n}^{\epsilon}}
$$

So, if $f$ is $K$-Lipschitz, we have

$$
\begin{aligned}
\left|\mathbb{E} f\left(X_{t}\right)-\mathbb{E} f\left(X_{t}^{\epsilon}+\sigma(\epsilon) \hat{W}_{t}\right)\right| & =\left|\mathbb{E} f\left(X_{t}^{\epsilon}+\hat{B}_{T_{n}}\right)-\mathbb{E} f\left(X_{t}^{\epsilon}+\hat{B}_{T_{n}^{\epsilon}}\right)\right| \\
& \leq K \mathbb{E}\left|\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right| .
\end{aligned}
$$

We conclude with Theorem 3.6.
If we replace condition $f^{\prime}$ bounded by $f^{\prime}$ Lipschitz, then we get the following result.

Proposition 3.9. Let $X$ be a Lévy process, $f$ be a continuously differentiable function satisfying $f^{\prime}$ is Lipschitz. Then

$$
\left|\mathbb{E} f\left(X_{t}\right)-\mathbb{E}\left(2 f\left(X_{t}^{\epsilon}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)\right| \leq C \beta_{2}^{t}(\epsilon) \sigma_{0}(\epsilon)^{2}
$$

where $C$ is a positive constant.
Proof. We have

$$
R_{t}^{\epsilon}={ }^{d} \hat{B}_{T_{n}}, \sigma(\epsilon) \hat{W}_{t}={ }^{d} \hat{B}_{T_{n}^{\epsilon}}
$$

We have shown in the proof of proposition 2.2 that

$$
\mathbb{E} f\left(X_{t}\right)-\mathbb{E} f\left(X_{t}^{\epsilon}\right)=\int_{0}^{1} \mathbb{E}\left[f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right) R_{t}^{\epsilon}\right] d \theta
$$

Because $R^{\epsilon}$ is independent of $X^{\epsilon}$ and $\hat{W}$, we have

$$
\mathbb{E} f\left(X_{t}\right)-\mathbb{E} f\left(X_{t}^{\epsilon}\right)=\int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}+\theta \sigma(\epsilon) \hat{W}_{t}\right)\right) R_{t}^{\epsilon}\right] d \theta
$$

By the same way, we will get

$$
\mathbb{E} f\left(\hat{X}_{t}^{\epsilon}\right)-\mathbb{E} f\left(X_{t}^{\epsilon}\right)=\int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta \sigma(\epsilon) \hat{W}_{t}\right)-f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)\right) \sigma(\epsilon) \hat{W}_{t}\right] d \theta
$$

Set $I^{\epsilon}=\mathbb{E} f\left(X_{t}\right)-\mathbb{E}\left(2 f\left(X_{t}^{\epsilon}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)$. Thus

$$
\begin{aligned}
I^{\epsilon} & =\mathbb{E}\left(f\left(X_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right)+\mathbb{E}\left(f\left(\hat{X}_{t}\right)-f\left(X_{t}^{\epsilon}\right)\right) \\
& =\int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta R_{t}^{\epsilon}\right)-f^{\prime}\left(X_{t}^{\epsilon}+\theta \sigma(\epsilon) \hat{W}_{t}\right)\right)\left(R_{t}^{\epsilon}-\sigma(\epsilon) \hat{W}_{t}\right)\right] d \theta \\
& =\int_{0}^{1} \mathbb{E}\left[\left(f^{\prime}\left(X_{t}^{\epsilon}+\theta \hat{B}_{T_{n}}\right)-f^{\prime}\left(X_{t}^{\epsilon}+\theta \hat{B}_{T_{n}^{\epsilon}}\right)\right)\left(\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right)\right] d \theta
\end{aligned}
$$

Therefore, if $f$ is $K$-Lipschitz, we get

$$
\begin{aligned}
\left|\mathbb{E} f\left(X_{t}\right)-\mathbb{E}\left(2 f\left(X_{t}^{\epsilon}\right)-f\left(\hat{X}_{t}^{\epsilon}\right)\right)\right| & \leq \int_{0}^{1} K \theta \mathbb{E}\left(\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right)^{2} d \theta \\
& =\frac{K}{2} \mathbb{E}\left(\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right)^{2}
\end{aligned}
$$

We conclude with Theorem 3.6. $\mathrm{\square}$
For exotic payoffs, we have the following results.
Proposition 3.10. Let $X$ be an infinite activity Lévy process, and $f$ be a function from $\mathbb{R}^{+} \times \mathbb{R}$ in $\mathbb{R} K$-Lipschitzwith respect to its second variable. We assume that $\frac{\epsilon}{\sigma(\epsilon)}$ is bounded. Then

$$
\left|\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, X_{\tau}\right)-\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, \hat{X}_{\tau}^{\epsilon}\right)\right| \leq C \sigma_{0}(\epsilon) \beta_{1}^{t}(\epsilon),
$$

where $\mathcal{T}_{[0, t]}$ is the set of stopping times with values in $[0, t]$, and $C$ is a positive constant independent of $\epsilon$.

Proof. Set $t_{k}=\frac{k t}{n}$, and

$$
\begin{aligned}
& p(t)=\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, X_{\tau}\right), p^{\epsilon}(t)=\sup _{\tau \in \mathcal{T}_{[0, t]}} \mathbb{E} f\left(\tau, \hat{X}_{\tau}^{\epsilon}\right) \\
& p_{n}(t)=\sup _{\tau \in \mathcal{T}_{[0, t]}^{n}} \mathbb{E} f\left(\tau, X_{\tau}\right), p_{n}^{\epsilon}(t)=\sup _{\tau \in \mathcal{T}_{[0, t]}^{n}} \mathbb{E} f\left(\tau, \hat{X}_{\tau}^{\epsilon}\right),
\end{aligned}
$$

where $\mathcal{T}_{[0, t]}^{n}$ is the set of stopping times with values in $\left\{t_{k}, k=1, \ldots, n\right\}$. We know that

$$
\lim _{n \rightarrow+\infty} p_{n}(t)=p(t), \lim _{n \rightarrow+\infty} p_{n}^{\epsilon}(t)=p^{\epsilon}(t)
$$

Let $\theta \in \mathcal{T}_{[0, t]}^{n}$, we have

$$
\begin{aligned}
\mathbb{E} f\left(\theta, X_{\theta}\right) & =\mathbb{E} f\left(\theta, X_{\theta}^{\epsilon}\right)+\mathbb{E}\left(f\left(\theta, X_{\theta}\right)-f\left(\theta, \hat{X}_{\theta}^{\epsilon}\right)\right) \\
& \leq p_{n}^{\epsilon}(t)+\mathbb{E} \sup _{1 \leq k \leq n}\left(f\left(t_{k}, X_{t_{k}}\right)-f\left(t_{k}, \hat{X}_{t_{k}}^{\epsilon}\right)\right) \\
& =p_{n}^{\epsilon}(t)+\mathbb{E} \sup _{1 \leq k \leq n}\left(f\left(t_{k}, X_{t_{k}}^{\epsilon}+R_{t_{k}}^{\epsilon}\right)-f\left(t_{k}, X_{t_{k}}^{\epsilon}+\sigma(\epsilon) \hat{W}_{t_{k}}\right)\right) \\
& =p_{n}^{\epsilon}(t)+\mathbb{E} \sup _{1 \leq k \leq n}\left(f\left(t_{k}, X_{t_{k}}^{\epsilon}+B_{T_{k}}\right)-f\left(t_{k}, X_{t_{k}}^{\epsilon}+B_{T_{k}^{\epsilon}}\right)\right) \\
& \leq p_{n}^{\epsilon}(t)+K \mathbb{E} \sup _{1 \leq k \leq n}\left|B_{T_{k}}-B_{T_{k}^{\epsilon}}\right|
\end{aligned}
$$

So

$$
p_{n}(t) \leq p_{n}^{\epsilon}(t)+K \mathbb{E} \sup _{1 \leq k \leq n}\left|B_{T_{k}}-B_{T_{k}^{\epsilon}}\right| .
$$

By the same reasoning, we get

$$
p_{n}^{\epsilon}(t) \leq p_{n}(t)+K \mathbb{E} \sup _{1 \leq k \leq n}\left|B_{T_{k}}-B_{T_{k}^{\epsilon}}\right|
$$

Therefore

$$
\left|p_{n}(t)-p_{n}^{\epsilon}(t)\right| \leq K \mathbb{E} \sup _{1 \leq k \leq n}\left|B_{T_{k}}-B_{T_{k}^{\epsilon}}\right|
$$

We conclude with Theorem 3.6.

Proposition 3.11. Let $X$ be a Lévy process and $p>1$. We assume that $\mathbb{E} e^{p M_{t}}<$ $\infty$, then for any $x \in \mathbb{R}$ and for any $\theta \in(0,1)$

$$
\left|\mathbb{E}\left(e^{M_{t}}-x\right)^{+}-\mathbb{E}\left(e^{\hat{M}_{t}^{\epsilon}}-x\right)^{+}\right| \leq C_{p, \theta} \sigma_{0}(\epsilon)\left(\beta_{\frac{p}{p-1}, \theta}(\epsilon)\right)^{1-\frac{1}{p}},
$$

where $C_{p, \theta}$ is a positive constant independent of $\epsilon$.
Proof. Define

$$
M_{t}^{n}=\sup _{0 \leq k \leq n}\left(X_{k \frac{t}{n}}^{\epsilon}+R_{k \frac{t}{n}}^{\epsilon}\right), \hat{M}_{t}^{\epsilon, n}=\sup _{0 \leq k \leq n}\left(X_{k \frac{t}{n}}^{\epsilon}+\sigma(\epsilon) \hat{W}_{k \frac{t}{n}}^{\epsilon}\right) .
$$

We know that $\lim _{n \rightarrow+\infty} M_{t}^{n}=M_{t}$ a.s. and $\lim _{n \rightarrow+\infty} \hat{M}_{t}^{\epsilon, n}=\hat{M}_{t}^{\epsilon}$ a.s.. Set

$$
U_{t}^{n}=\sup _{0 \leq k \leq n}\left(X_{k \frac{t}{n}}^{\epsilon}+\hat{B}_{T_{k}}\right), \hat{U}_{t}^{\epsilon, n}=\sup _{0 \leq k \leq n}\left(X_{k \frac{t}{n}}^{\epsilon}+\hat{B}_{T_{k}^{\epsilon}}\right) .
$$

So $M_{t}^{n}={ }^{d} U_{t}^{n}$ and $\hat{M}_{t}^{\epsilon, n}={ }^{d} \hat{U}_{t}^{\epsilon, n}$. By mean value theorem, we have

$$
e^{U_{t}^{n}}-e^{\hat{U}_{t}^{\epsilon, n}}=\left(U_{t}^{n}-\hat{U}_{t}^{\epsilon, n}\right) e^{\bar{U}_{t}^{\epsilon, n}}
$$

where $\bar{U}_{t}^{\epsilon, n}$ is between $U_{t}^{n}$ and $\hat{U}_{t}^{\epsilon, n}$. Set

$$
I_{n}^{\epsilon}=\left|\mathbb{E}\left(e^{U_{t}^{n}}-x\right)^{+}-\mathbb{E}\left(e^{\hat{U}_{t}^{\epsilon, n}}-x\right)^{+}\right|
$$

Thus

$$
\begin{aligned}
I_{n}^{\epsilon} & \leq \mathbb{E}\left|e^{U_{t}^{n}}-e^{\hat{U}_{t}^{\epsilon, n}}\right| \\
& \leq \mathbb{E}\left|U_{t}^{n}-\hat{U}_{t}^{\epsilon, n}\right| e^{\bar{U}_{t}^{\epsilon, n}} \\
& \leq \mathbb{E} \sup _{0 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right| e^{\bar{U}_{t}^{\epsilon, n}} \\
& \leq\left(\mathbb{E} \sup _{0 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{\frac{p}{p-1}}\right)^{1-\frac{1}{p}}\left(\mathbb{E} e^{p \bar{U}_{t}^{\epsilon, n}}\right)^{\frac{1}{p}} \\
& \leq\left(\mathbb{E} \sup _{0 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{\frac{p}{p-1}}\right)^{1-\frac{1}{p}}\left(\mathbb{E}\left(e^{p M_{t}^{n}}+e^{p \hat{M}_{t}^{\epsilon, n}}\right)\right)^{\frac{1}{p}} \\
& \leq\left(\mathbb{E} \sup _{0 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{\frac{p}{p-1}}\right)^{1-\frac{1}{p}}\left(\mathbb{E}\left(e^{p M_{t}}+e^{p \hat{M}_{t}^{\epsilon}}\right)\right)^{\frac{1}{p}} .
\end{aligned}
$$

But

$$
\begin{aligned}
\mathbb{E}\left(e^{p M_{t}}+e^{p \hat{M}_{t}^{\epsilon}}\right) & \leq \mathbb{E}\left(e^{p M_{t}}+e^{p \sigma(\epsilon) \sup _{0 \leq s \leq t} \hat{W}_{s}} e^{p M_{t}^{\epsilon}}\right) \\
& \leq \mathbb{E} e^{p M_{t}}+2 e^{\frac{p^{2}}{2} \sigma(\epsilon)^{2} t} \mathbb{E} e^{p M_{t}^{\epsilon}} \\
& \leq 2 e^{\frac{p^{2}}{2} \sigma(\epsilon)^{2} t} \mathbb{E}\left(e^{p M_{t}}+e^{p M_{t}^{\epsilon}}\right)
\end{aligned}
$$

So using dominated convergence, Theorem 3.6 and Lemma 2.8, we get

$$
\begin{aligned}
\left|\mathbb{E}\left(e^{M_{t}}-x\right)^{+}-\mathbb{E}\left(e^{\hat{M}_{t}^{\epsilon}}-x\right)^{+}\right| & =\lim _{n \rightarrow+\infty}\left|\mathbb{E}\left(e^{M_{t}^{n}}-x\right)^{+}-\mathbb{E}\left(e^{\hat{M}_{t}^{\epsilon, n}}-x\right)^{+}\right| \\
& =\limsup _{n \rightarrow+\infty}\left|\mathbb{E}\left(e^{U_{t}^{n}}-x\right)^{+}-\mathbb{E}\left(e^{\hat{U}_{t}^{\epsilon, n}}-x\right)^{+}\right| \\
& \leq C_{p, \theta} \sigma_{0}(\epsilon)\left(\beta \frac{p}{p-1}, \theta(\epsilon)\right)^{1-\frac{1}{p}}
\end{aligned}
$$

## $\square$

3.3. Estimates for cumulative distribution functions. The bounds obtained in this section are better than those obtained by truncation, provided that condition (3.2) is satisfied.

Proposition 3.12. Let $X$ be an infinite activity Lévy process. Set

$$
\tilde{\beta}_{\rho, \theta}(\epsilon)=\beta_{\frac{1}{\rho}-1, \theta}(\epsilon)
$$

1. If $b>0$, then

$$
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[\hat{X}_{t}^{\epsilon} \geq x\right]\right| \leq C \sigma_{0}(\epsilon) \beta_{1}^{t}(\epsilon)
$$

2. If $X_{t}$ has a locally bounded probability density function and $x \in \mathbb{R}$, then for any pair of reals $\theta, \rho \in(0,1)$

$$
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[\hat{X}_{t}^{\epsilon} \geq x\right]\right| \leq C_{x, t, \rho, \theta} \sigma_{0}(\epsilon)^{1-\rho}\left(\tilde{\beta}_{\rho, \theta}(\epsilon)\right)^{\rho}
$$

3. If $M_{t}$ has a locally bounded probability density function on $(0,+\infty)$ and $x>0$, then for any pair of reals $\theta, \rho \in(0,1)$

$$
\left|\mathbb{P}\left[M_{t} \geq x\right]-\mathbb{P}\left[\hat{M}_{t}^{\epsilon} \geq x\right]\right| \leq C_{x, t, \rho, \theta} \sigma_{0}(\epsilon)^{1-\rho}\left(\tilde{\beta}_{\rho, \theta}(\epsilon)\right)^{\rho}
$$

The positive constants $C$ and $C_{x, t \rho, \theta}$ independent of $\epsilon$.
Proof. We will use the same notations as in the proofs of Theorem 3.5 and Proposition 3.11. Recall that $R_{t}^{\epsilon}={ }^{d} \hat{B}_{T_{n}}$ and $\sigma(\epsilon) \hat{W}_{t}={ }^{d} \hat{B}_{T_{n}^{\epsilon}}$. Set

$$
Y_{t}=X_{t}^{\epsilon}+\hat{B}_{T_{n}}, \hat{Y}_{t}^{\epsilon}=X_{t}^{\epsilon}+\hat{B}_{T_{n}^{\epsilon}} .
$$

Thus

$$
\begin{aligned}
\left|\mathbb{P}\left[X_{t} \geq x\right]-\mathbb{P}\left[\hat{X}_{t}^{\epsilon} \geq x\right]\right| & =\left|\mathbb{P}\left[Y_{t} \geq x\right]-\mathbb{P}\left[\hat{Y}_{t}^{\epsilon} \geq x\right]\right| \\
& =\left|\mathbb{P}\left[Y_{t} \geq x, \hat{Y}_{t}^{\epsilon}<x\right]-\mathbb{P}\left[Y_{t}<x, \hat{Y}_{t}^{\epsilon} \geq x\right]\right|
\end{aligned}
$$

But, in the case $b>0$

$$
\begin{aligned}
\mathbb{P}\left[Y_{t} \geq x, \hat{Y}_{t}^{\epsilon}<x\right] & =\mathbb{P}\left[x-\left(Y_{t}-\hat{Y}_{t}^{\epsilon}\right) \leq \hat{Y}_{t}^{\epsilon}<x\right] \\
& =\mathbb{P}\left[x-\left(\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right) \leq b B_{t}+\left(\hat{Y}_{t}^{\epsilon}-b B_{t}\right)<x\right]
\end{aligned}
$$

By construction, $b B_{t}$ is independent of $\left(\hat{Y}_{t}^{\epsilon}-b B_{t}\right)$ and of $\left(\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right)$. We know that $\frac{1}{b \sqrt{2 \pi t}}$ is an upper bound of the probability density function of $b B_{t}$, so

$$
\mathbb{P}\left[Y_{t} \geq x, \hat{Y}_{t}^{\epsilon}<x\right] \leq \frac{1}{b \sqrt{2 \pi t}} \mathbb{E}\left|\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right|
$$

We get the first part of the proposition by using Theorem 3.6. Consider now the second part of the proposition. By Lemma 2.11, we know that there exists $K_{x, t}>0$ such that

$$
\begin{aligned}
\left|\mathbb{P}\left[Y_{t} \geq Y\right]-\mathbb{P}\left[\hat{Y}_{t}^{\epsilon} \geq x\right]\right| & \leq K_{x, t} \delta+\frac{\mathbb{E}\left|Y_{t}-\hat{Y}_{t}^{\epsilon}\right|^{p}}{\delta^{p}} \\
& =K_{x, t} \delta+\frac{\mathbb{E}\left|\hat{B}_{T_{n}}-\hat{B}_{T_{n}^{\epsilon}}\right|^{p}}{\delta^{p}} .
\end{aligned}
$$

By Theorem 3.6, we know that there exists $C_{t, p, \theta}>0$ such that

$$
\begin{aligned}
\left|\mathbb{P}\left[Y_{t} \geq Y\right]-\mathbb{P}\left[\hat{Y}_{t}^{\epsilon} \geq x\right]\right| & \leq K_{x, t} \delta+C_{t, p, \theta} \frac{\sigma_{0}(\epsilon)^{p} \beta_{p, \theta}(\epsilon)}{\delta^{p}} \\
& \leq \max \left(K_{x, t}, C_{t, p, \theta}\right)\left(\delta+\frac{\sigma_{0}(\epsilon)^{p} \beta_{p, \theta}(\epsilon)}{\delta^{p}}\right) \\
& \leq 2 \max \left(K_{x, t}, C_{t, p, \theta}\right) \sigma_{0}(\epsilon)^{1-\frac{1}{p+1}} \beta_{p, \theta}(\epsilon)^{\frac{1}{p+1}} .
\end{aligned}
$$

The last inequality is obtained by choosing $\delta=\sigma_{0}(\epsilon)^{1-\frac{1}{p+1}} \beta_{p, \theta}(\epsilon)^{\frac{1}{p+1}}$. We set

$$
\begin{aligned}
I(\epsilon) & =\left|\mathbb{P}\left[M_{t} \geq x\right]-\mathbb{P}\left[\hat{M}_{t}^{\epsilon} \geq x\right]\right| \\
I^{n}(\epsilon) & =\left|\mathbb{P}\left[M_{t}^{n} \geq x\right]-\mathbb{P}\left[\hat{M}_{t}^{\epsilon, n} \geq x\right]\right|
\end{aligned}
$$

Note that $\lim _{\epsilon \rightarrow 0} I^{n}(\epsilon)=I(\epsilon)$. So (see the proof of Proposition 3.11)

$$
I^{n}(\epsilon)=\left|\mathbb{P}\left[U_{t}^{n} \geq x\right]-\mathbb{P}\left[\hat{U}_{t}^{\epsilon, n} \geq x\right]\right|
$$

Using the proof of Lemma 2.11, we get

$$
\begin{aligned}
I^{n}(\epsilon) & \leq \mathbb{P}\left[x \leq U_{t}^{n}<x+\delta\right]+\frac{\mathbb{E}\left|U_{t}^{n}-\hat{U}_{t}^{\epsilon, n}\right|^{p}}{\delta^{p}} \\
& \leq \mathbb{P}\left[x \leq U_{t}^{n}<x+\delta\right]+\frac{\mathbb{E} \sup _{1 \leq k \leq n}\left|\hat{B}_{T_{k}}-\hat{B}_{T_{k}^{\epsilon}}\right|^{p}}{\delta^{p}} .
\end{aligned}
$$

But

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \mathbb{P}\left[x \leq U_{t}^{n}<x+\delta\right] & =\lim _{n \rightarrow+\infty} \mathbb{P}\left[x \leq M_{t}^{n}<x+\delta\right] \\
& =\mathbb{P}\left[x \leq M_{t}<x+\delta\right] \\
& \leq C_{x, t} \delta,
\end{aligned}
$$

where $C_{x, t}$ is a positive constant given by Lemma 2.11. Thus by Theorem 3.6

$$
\begin{aligned}
I(\epsilon) & \leq C_{x, t} \delta+\frac{C_{t, p, \theta}}{\delta^{p}} \sigma_{0}(\epsilon)^{p} \beta_{p, \theta}(\epsilon) \\
& \leq 2 \max \left(C_{x, t}, C_{t, p, \theta}\right) \sigma_{0}(\epsilon)^{1-\frac{1}{p+1}} \beta_{p, \theta}(\epsilon)^{\frac{1}{p+1}}
\end{aligned}
$$

The last inequality is obtained by choosing $\delta=\sigma_{0}(\epsilon)^{1-\frac{1}{p+1}} \beta_{p, \theta}(\epsilon)^{\frac{1}{p+1}}$. $\square$
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