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Abstract

We study the Gross-Pitaevskii (GP) energy functional for a fast rotating Bose-Einstein condensate
on the unit disc in two dimensions. Writing the coupling parameter as 1/ε2 we consider the asymptotic
regime ε → 0 with the angular velocity Ω proportional to (ε2| log ε|)−1. We prove that if Ω =
Ω0(ε2| log ε|)−1 and Ω0 > (3π)−1 then a minimizer of the GP energy functional has no zeros in an
annulus at the boundary of the disc that contains the bulk of the mass. The vorticity resides in a
complementary ‘hole’ around the center where the density is vanishingly small. Moreover, we prove a
lower bound to the ground state energy that matches, up to small errors, the upper bound obtained
from an optimal giant vortex trial function, and also that the winding number of a GP minimizer
around the disc is in accord with the phase of this trial function.
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1 Introduction

An ultracold Bose gas in a magneto-optical trap exhibits remarkable phenomena when the trap is set
in rotational motion. In the ground state the gas is a superfluid and responds to the rotation by the
creation of quantized vortices whose number increases with the angular velocity. The literature on this
subject is vast but there exist some excellent reviews [A, Co, Fe1]. The mathematical analysis is usually
carried out in the framework of the (time independent) Gross-Pitaevskii (GP) equation that has been
derived from the many-body quantum mechanical Hamiltonian in [LSY] for the non-rotating case and in
[LS] for a rotating system at fixed coupling constant and rotational velocity. When these parameters tend
to infinity the leading order approximation was established in [BCPY] but it is still an open problem to
derive the full GP equation rigorously in this regime. The present paper, however, is not concerned with
the many-body problem and the GP description will be assumed throughout.

When studying gases in rapid rotation a distinction has to be made between the case of harmonic traps,
where the confining external potential increases quadratically with the distance from the rotation axis,
and anharmonic traps where the confinement is stronger. In the former case there is a limiting angular
velocity beyond which the centrifugal forces drive the gas out of the trap. In the latter case the angular
velocity can in principle be as large as one pleases [Fe2]. Using variational arguments it was predicted in
[FB] that at sufficiently large angular velocities in such traps a phase transition changing the character of
the wave function takes place: Vortices disappear from the bulk of the density and the vorticity resides
in a ‘giant vortex’ in the central region of the trap where the density is very low. This phenomenon was
also discussed and studied numerically in both earlier and later works [FJS, FZ, KB, KF, KTU], but
proving theorems that firmly establish it mathematically has remained quite challenging.

The emergence of a giant vortex state at large angular velocity with the interaction parameter fixed
was proved in [R1] for a quadratic plus quartic trap potential. The present paper is concerned with
the combined effects of a large angular velocity and a large interaction parameter on the distribution
of vorticity in an anharmonic trap. In particular, we shall establish rigorous estimates on the relation
between the interaction strength and the angular velocity required for creating a giant vortex. The
physical regime of interest and hence the mathematical problem treated is rather different from that in
[R1] but a common feature is that the annular shape of the condensate is created by the centrifugal
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forces at fast rotation. By contrast, the paper [AAB] focuses on a situation where, even at slow rotation
speeds, the condensate has a fixed annular shape due to the choice of the trapping potential. The basic
methodology of the present paper is related to that of [AAB] and [IM1, IM2] but with important novel
aspects that will become apparent in the sequel.

As in the papers [CRY1, CY], that deal mainly with rotational velocities below the giant vortex
transition, the mathematical model we consider is that of a two-dimensional ‘flat’ trap in two dimensions.
The angular velocity vector points in the direction orthogonal to the plane and the energy functional in
the rotating frame of reference is1

EGP[Ψ] :=

∫
B

d~r
{
|∇Ψ|2 − 2~Ω ·Ψ∗~LΨ + ε−2|Ψ|4

}
, (1.1)

where we have denoted the angular velocity by 2~Ω, the integral domain is the unit disc B = {~r ∈ R2 :

r ≤ 1}, and ~L = −i~r ∧ ∇ is the angular momentum operator. It is also useful to write the functional in
the form

EGP[Ψ] =

∫
B

d~r

{∣∣∣(∇− i ~A)Ψ
∣∣∣2 − Ω2r2|Ψ|2 + ε−2|Ψ|4

}
, (1.2)

where the vector potential ~A is given by

~A := ~Ω ∧ ~r = Ωr~eϑ. (1.3)

Here (r, ϑ) are two-dimensional polar coordinates and ~eϑ a unit vector in the angular direction. The
complex valued Ψ is normalized in L2(B) and the ground state energy is defined as

EGP := inf
‖Ψ‖2=1

EGP[Ψ]. (1.4)

The minimization in (1.4) leads to Neumann boundary conditions on ∂B. Alternatively we could have
imposed Dirichlet boundary conditions, or considered the case of a homogeneous trapping potential as
in [CRY2]. Our general strategy should apply to those cases, but this requires further investigation (see
Section 1.2).
We denote by ΨGP a minimizer of (1.2), i.e., any normalized function such that EGP[ΨGP] = EGP.
The minimizer is in general not unique because vortices can break the rotational symmetry [CRY1,
Proposition 2.2] but any minimizer satisfies the variational equation (GP equation)

−∆ΨGP − 2~Ω · ~LΨGP + 2ε−2
∣∣ΨGP

∣∣2 ΨGP = µGPΨGP, (1.5)

with Neumann boundary conditions and the chemical potential

µGP := EGP +
1

ε2

∫
B

d~r
∣∣ΨGP

∣∣4 . (1.6)

The subsequent analysis concerns the asymptotic behavior of ΨGP and EGP as ε→ 0 with Ω tending to
∞ in a definite way.

As discussed in [CRY1] the centrifugal term −Ω2r2|Ψ|2 in (1.2) creates for Ω & ε−1 a ‘hole’ around
the center where the density |ΨGP|2 is exponentially small while the mass is concentrated in an annulus
of thickness ∼ εΩ at the boundary. Moreover, by establishing upper and lower bounds on EGP, it was
shown in [CY] that in the asymptotic parameter regime

| log ε| � Ω� (ε2| log ε|)−1 (1.7)

1The notation “a := b” means that a is by definition equal to b.
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the ground state energy is to subleading order correctly reproduced by the energy of a trial function
exhibiting a lattice of vortices reaching all the way to the boundary of the disc. It can even be shown that
in the whole regime (1.7) the vorticity of a true minimizer ΨGP in the annulus is uniformly distributed2

with density Ω/π.

1.1 The Main Results

In this paper we investigate the case

Ω =
Ω0

ε2| log ε|
(1.8)

with Ω0 a fixed constant and prove that for Ω0 sufficiently large a phase transition takes place: Vortices
disappear from the bulk of the density and all vorticity is contained in a hole where the density is low.

To state this result precisely, we first recall from [CRY1] that the leading order in the asymptotic
expansion of the GP ground state energy is given by the minimization of the ‘Thomas-Fermi’ (TF)
functional obtained from EGP by simply neglecting the kinetic term:

ETF[ρ] :=

∫
B

d~r
{
−Ω2r2ρ+ ε−2ρ2

}
, (1.9)

where ρ plays the role of the density |Ψ|2. The minimizing normalized density, denoted by ρTF, can be
computed explicitly (see Appendix). For Ω > 2π−1/2ε−1 it vanishes for r < Rh with

1−R2
h = (2/

√
π)(εΩ)−1 ∼ Ω−1

0 ε| log ε|, (1.10)

while for Rh ≤ r ≤ 1 it is given by

ρTF(r) =
(εΩ)2

2
(r2 −R2

h). (1.11)

Our proof of the disappearance of vortices is based on estimates that require the TF density to be
sufficiently large. For this reason we consider an annulus

Ã := {~r : Rh + ε| log ε|−1 ≤ r ≤ 1} (1.12)

where ρTF(r) & Ω0ε
−1| log ε|−3. Our result on the disappearance of vortices from the essential support

of the density is as follows:

Theorem 1.1 (Absence of vortices in the bulk).
If Ω is given by (1.8) with Ω0 > (3π)−1, then ΨGP does not have any zero in Ã for ε > 0 small enough.
More precisely, for ~r ∈ Ã,

∣∣|ΨGP(~r)|2 − ρTF(r)
∣∣ ≤ C | log ε|3

ε7/8
� ρTF(r). (1.13)

Remark 1.1 (Bulk of the condensate).
The annulus Ã contains the bulk of the mass. Indeed, because

∫
Ã ρ

TF = 1− o(1) and ΨGP is normalized,
(1.13) implies that also

∫
Ã |Ψ

GP|2 = 1− o(1).

The proof of Theorem 1.1 is based on precise energy estimates that involve a comparison of the energy
of the restriction of ΨGP to Ã with the energy of a giant vortex trial function. By the latter we mean a
function of the form

2Cf. [CY, Theorem 3.3]. This theorem is stated only for the case Ω . ε−1 but it holds in fact true in the whole region
(1.7) [R2].
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Ψ(~r) = f(~r) exp(iΩ̂ϑ) (1.14)

with f real valued and Ω̂ ∈ N. It is convenient to write3

Ω̂ = [Ω]− ω (1.15)

with ω ∈ Z and use ω as label for the Ω̂-dependent quantities in the sequel. We define a functional of f
by

ÊGP
ω [f ] := EGP[f exp(iΩ̂ϑ)] =

∫
B

d~r
{
|∇f |2 + (Ω̂2 r−2 − 2ΩΩ̂)f2 + ε−2f4

}
. (1.16)

Minimizing the functional ÊGP
ω [f ] (see Proposition 2.3), that is convex in f2, over L2-normalized f for

fixed Ω̂, we obtain an energy denoted by ÊGP
ω and a minimizer that is rotationally symmetric, without a

zero for r > 0, and unique up to sign4. We denote the unique positive minimizer by gω. If 0 ≤ ω ≤ Cε−1

the corresponding density g2
ω is close to ρTF (see Remark 1.3 below).

It is clear that
EGP ≤ EGP[gω exp(iΩ̂ϑ)] = ÊGP

ω (1.17)

for any value of ω and hence
EGP ≤ ÊGP := inf

ω∈Z
ÊGP
ω . (1.18)

Our second main result is a lower bound that matches (1.18) up to small errors (see Remark 1.4
below) and an estimate of the phase that optimizes ÊGP

ω .

Theorem 1.2 (Ground state energy).
For Ω0 > (3π)−1 and ε > 0 small enough the ground state energy is

EGP = ÊGP −O
(

| log ε|3/2

ε1/2(log | log ε|)2

)
. (1.19)

Moreover ÊGP = ÊGP
ωopt

, with ωopt ∈ N satisfying

ωopt =
2

3
√
πε

(
1 +O(| log ε|−1/2)

)
. (1.20)

Because ΨGP does not have any zeros in the annulus Ã the winding number (degree) of ΨGP around
the unit disc is well defined. Our third main result is that the giant vortex phase [Ω] − ωopt is, up to
eventual small errors, equal to this winding number.

Theorem 1.3 (Degree of a minimizer).
For Ω0 > (3π)−1 and ε > 0 small enough, the winding number of ΨGP is

deg {ΨGP, ∂B} = [Ω]− ωopt(1 + o(1)) (1.21)

with ωopt as in (1.20).

The following remarks are intended to elucidate the phase difference ωopt and to justify the claim that

the remainder in (1.19) is, indeed, a small correction to ÊGP.

3We use the notation ‘[ · ]’ for the integer part of a real number.
4Instead of requiring f to be real we could have required f to be radial in which case the minimizer is unique up to a

constant phase.
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Remark 1.2 (Giant vortex phase).
For a fixed trial function f the energy (1.16) is minimal for

Ω̂ = Ω

(∫
d~r r−2f2

)−1

+O(1). (1.22)

If f2 is close to ρTF and thus essentially concentrated in an annulus of width ∼ (εΩ) = O(ε| log ε|), it
follows that

0 < (Ω− Ω̂) = O(ε−1). (1.23)

The leading term 2/(3
√
π)ε−1 in (1.20) can, indeed, be computed from (1.22) with f2 = ρTF, or more

simply, for f2(r) increasing linearly from 0 at r = Rh to its maximal value at r = 1. It is worth noting
that if f2(r) were constant in the interval [Rh, 1], the leading term for ω according to (1.22) would be
2/(
√
πε) and the phase Ω̂ therefore approximately equal to (Ω/π) × area of the hole. The optimal Ω̂ is

closer to Ω because of the inhomogeneity of the density in the annulus.

Remark 1.3 (Giant vortex density functional).
The functional (1.16) can also be written

ÊGP
ω [f ] =

∫
B

d~r
{
|∇f |2 − Ω2r2f2 +B2

ωf
2 + ε−2f4

}
(1.24)

with
Bω(r) := Ω̂/r − Ωr. (1.25)

If ω = O(ε−1), then Bω(r) = O(ε−1) close to the boundary of the disc. Neglecting the term B2
ωf

2 as well
as the gradient term in (1.24) in comparison with the centrifugal and interaction terms leads to the TF
functional evaluated at f2. This makes plausible the assertion above that g2

ω is close to ρTF if ω = O(ε−1)
and this will indeed be proved in Section 2.

Remark 1.4 (Composition of the ground state energy).
If one drops the gradient term in (1.24) but retains the term with B2

ω, one obtains a modified (and
ω-dependent) TF functional

ÊTF
ω [ρ] :=

∫
B

d~r
{
−Ω2r2ρ+B2

ωρ+ ε−2ρ2
}
. (1.26)

Its minimizer and minimizing energy ÊTF
ω can be computed explicitly (see the Appendix) and one sees

that the energy is minimal for ω = 2/(3
√
πε)(1 + o(1)). Denoting the minimal value by ÊTF, we have

ÊTF = ETF +O(ε−2), (1.27)

while
ETF = −Ω2 − 4/(3

√
π)ε−1Ω = O(ε−4| log ε|−2) +O(ε−3| log ε|−1). (1.28)

The term O(ε−2) in (1.27) is the angular kinetic energy corresponding to the third term in (1.24). The
difference between ÊGP and ÊTF is the radial kinetic energy of the order (εΩ)2 = O(ε−2| log ε|−2). The
remainder in (1.19) is thus much smaller than all terms in ÊGP. It is also smaller than the energy a
vortex in Ã would have, which is | log ε| × density = O(ε−1).
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1.2 The Proof Strategy

We now explain the general strategy for the proof of the main results.
The first step is an energy splitting as in [LM]. We write a generic, normalized wave function as

Ψ(~r) = gω(r)w(~r) with a complex valued function w. The identity∫
B

d~r |∇Ψ|2 =

∫
B

d~r (−∆gω)gω|w|2 +

∫
B

d~r g2
ω|∇w|2 (1.29)

holds by partial integration and the boundary condition on gω. Using the variational equation for gω and
writing w(~r) = exp(iΩ̂ϑ)v(~r) and Ω̂ as in (1.15), we obtain a splitting of the energy functional:

EGP[Ψ] = ÊGP
ω + Eω[v] (1.30)

with

Eω[v] :=

∫
B

d~r

{
g2
ω|∇v|2 − g2

ω
~Bω · (iv,∇v) +

g4
ω

ε2
(1− |v|2)2

}
(1.31)

where
~Bω(r) := Bω(r)~eϑ =

[
([Ω]− ω) r−1 − Ωr

]
~eϑ (1.32)

and we have used the notation
(iv,∇v) := 1

2 i(v̄∇v − v∇v̄). (1.33)

Since the divergence of the two-dimensional vector field g2
ω
~Bω vanishes we can write

g2
ω
~Bω = ∇⊥Fω (1.34)

with a scalar potential Fω and the dual gradient ∇⊥ = (−∂y, ∂x). Stokes theorem then gives

Eω[v] =

∫
B

d~r
{
g2
ω|∇v|2 + Fωcurl(iv,∇v)

}
−
∫
∂B

dσ Fω(iv, ∂τv) +

∫
B

d~r
g4
ω

ε2
(1− |v|2)2. (1.35)

Here and in the rest of the paper ‘curl (iv,∇v)’ stands for the 3-component of ∇ ∧ (iv,∇v), ∂τ is the
tangential derivative and dσ the Lebesgue measure on the circle, i.e, given a ball BR of radius R centered
at the origin, ∂τ := R−1∂ϑ and dσ := Rdϑ on ∂BR.

The giant vortex trial function gω exp(iΩ̂ϑ) gives an upper bound to the energy and hence we see
from (1.30) that

Eω[u] ≤ 0 (1.36)

where u is the remaining factor of ΨGP after the giant vortex trial function has been extracted, e.g.,
ΨGP = gω exp(iΩ̂ϑ)u. The proof of Theorem 1.1 is based on a lower bound on Eω[u] that, for Ω0 large
enough, would be positive and hence contradict (1.36) if u had zeros in Ã. The main steps are as follows:

• Concentration of the density: There is an annulus A, slightly larger than Ã, so that the supremum
of |ΨGP|2 over B \ A is5 O(ε∞). The same holds for g2

ω provided ω ≤ Cε−1. This implies that for
v = u the integrations in (1.31) can be restricted to A up to errors that are O(ε∞).

• Optimization of the phase: Choice of ω = O(ε−1) so that Fω, chosen to vanish on the inner boundary
of A, is small on ∂B.

• Boundary estimate: Using the variational equations for ΨGP and gω and the smallness of Fω on
the boundary it is proved that the boundary term in (1.35) is small. This step uses the Neumann
boundary conditions on ∂B in a strong way and its extension to the case of Dirichlet boundary
conditions is a nontrivial open problem.

5We use the symbol O(ε∞) to denote a remainder which is smaller than any positive power of ε, e.g., exponentially
small.
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• Vortex balls: Isolation of the possible zeros of u in ‘vortex balls’ and an estimate of the first term
in (1.35) from below in terms of the infimum of g2

ω on the vortex balls and the winding numbers of
u around the centers. For the construction of vortex balls a suitable upper bound on the last term
in (1.35) is essential.

• Jacobian estimates: Approximation of the integral of Fω against the vorticity curl(iu,∇u) by a
sum of the values of Fω at the centers of the vortex balls multiplied by the corresponding winding
numbers.

• Gradient estimates: Estimates on ∇u leading to a lower bound on the last term in (1.35) that, for
Ω0 large enough, excludes zeros of u.

A key point to notice is that the vortex ball construction in combination with the jacobian estimates
leads to a cost function defined as

Hω(r) := 1
2g

2
ω(r)| log ε|+ Fω(r). (1.37)

The first term is, to leading approximation, the kinetic energy of a vortex of unit strength at radius r,
the second term is the gain due to the potential energy of the vortex in the field g2

ω
~Bω. If Hω is negative

at some point, the energy may be lowered by inserting a vortex at this point. A positive value of Hω

means that the cost of the kinetic energy outweighs the gain. Note that Hω depends on Ω0 through Fω;
in fact it is not difficult to see that6

|Fω(r)| ≤ C

Ω0
g2
ω(r)| log ε|. (1.38)

Hence, if Ω0 is large enough, the cost function is positive everywhere on the annulus and vortices are
energetically unfavorable. An upper bound, (3π)−1, on the critical value for Ω0 is computed in the
Appendix. We believe it to be optimal, i.e., that there will be vortices in the bulk if one takes Ω0 < (3π)−1

but this requires further investigation.
The construction of vortex balls is a technique introduced independently by Jerrard [J] and Sandier

[Sa] in Ginzburg-Landau (GL) theory, whereas the jacobian estimates originate from the work [JS]. Both
techniques are described in details in the monograph [SS]. This method has been applied in [AAB] and
[IM1, IM2] to functionals that at first sight look exactly like (1.31). There is, however, an essential
difference: While in [AAB] and [IM1, IM2] the size of the relevant integral domain is fixed, the weight
function g2

ω is in our case concentrated in an annulus whose width tends to zero as ε→ 0. This shrinking
of the width of the annulus and the large gradient of g2

ω are the main reasons for the complications
encountered in the proof of our main theorems.

To appreciate the difficulty the following consideration is helpful. As already noted, the concentration
of g2

ω on the annulus Ã of width O(ε| log ε|) implies that Bω = O(ε−1) on this annulus. From (1.36) and
the Cauchy-Schwarz inequality applied to the second term in (1.31), one obtains the bound∫

Ã
d~r

g4
ω

ε2
(1− |u|2)2 ≤ C

ε2
. (1.39)

Now, although g4
ω ∼ (εΩ)2 ∼ ε−2| log ε|−2 on Ã, the estimate (1.39) is not sufficient for the construction

of vortex balls on Ã. In fact, (1.39) is compatible with the vanishing of u on a ball of radius O(ε| log ε|),
i.e., comparable to the width of Ã, while for a construction of vortex balls one must be able to isolate
the possible zeros of u in balls of much smaller radius.

6Here, as in the rest of the paper, C stands for a finite, positive constant whose value may vary from one formula to
another.
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The solution of this problem, elaborated in Section 4, involves a division of the annulus into cells of
area ∼ (εΩ)2 with the upshot that a local version of (1.39) holds in every cell. The local version,∫

Cell

d~r
g4
ω

ε2
(1− |u|2)2 ≤ C

ε2
× (number of of cells)

−1 ∼ | log ε|
ε

(1.40)

means that, in the cell, u can only vanish in a region of area O(ε3| log ε|3) that is much smaller than the
area of the cell, i.e., ∼ ε2| log ε|2. Hence the vortex ball technique applies in the cells where (1.40), or a
sufficiently close approximation to it, holds. The gist of the proof of a global lower bound, that eventually
leads to Theorems 1.1 and 1.2, is a stepwise increase in the number of cells where an estimate close to
(1.40) is valid until all potential zeros in the annulus are included in vortex balls. The proof of Theorem
1.3 involves in addition an estimate on the winding number of u.

In the sketch of the proof strategy above we have for simplicity deviated slightly from the actual
procedure that will be followed in the sequel. Namely, for technical reasons, we find it necessary to
restrict the considerations to a problem on the annulus before the splitting of the GP energy functional
as in (1.30). This means that, instead of the function gωopt and the optimal phase ωopt defined above, we
shall work with corresponding quantities for a functional like (1.24) but with the integration restricted
to A. The main reason for this complication is lack of precise information about the behavior of ΨGP

in a neighborhood of the origin. In fact, the distribution of the ‘giant vorticity’ of ΨGP in the hole is
unknown. In particular it is not known whether ΨGP vanishes at the origin like gω, which has a zero
there of order Ω̂.

1.3 Heuristic Considerations

A heuristic argument for the giant vortex transition, based on an analogy with an electrostatic problem,
has been given in [CY] and goes as follows: Writing a wave function as Ψ(~r) = |Ψ(~r)| exp(iϕ(~r)) with a
real phase ϕ the kinetic energy term in (1.2) is∫

B
d~r
{
|∇|Ψ||2 + |Ψ|2|∇ϕ− ~A|2

}
(1.41)

with ~A(~r) = Ωr~eϑ. We focus on the second term and consider the situation that the phase ϕ contains,
besides the giant vortex, also a possible contribution from a vortex of unit degree at a point ~r0 in the
annulus of thickness ∼ (Ωε)

−1
. The phase can thus be written

ϕ(~r) := Ω̂ϑ+ arg(~r − ~r0). (1.42)

where arg(x, y) = arctan(y/x). The modulus |Ψ| vanishes at ~r0 and is small in a disc (‘vortex core’)
of radius ∼

√
ε/Ω ∼ ε3/2| log ε|1/2 around ~r0. The phase arg(~r − ~r0) can be regarded as the imaginary

part of the complex logarithm if we identify R2 with C. The corresponding real part, i.e., conjugate
harmonic function, is log |~r−~r0| which is the 2d electrostatic potential of a unit point charge localized in
~r0. Likewise, the conjugate harmonic function of Ω̂ϑ is Ω̂ log r, i.e., the electrostatic potential of a charge
Ω̂ placed at the origin. By the Cauchy-Riemann equations for the complex logarithm we can write

∇ϕ = ∂rϕ ~er + r−1∂ϑϕ ~eϑ = ∂rχ ~eϑ − r−1∂ϑχ ~er (1.43)

with
χ(~r) := Ω̂ log r + log |~r − ~r0|. (1.44)

After a rotation by π/2, i.e., replacement of ~eϑ by ~er at every point, the vector potential has also an
electrostatic interpretation: Ωr~er is the electrostatic field of a uniform charge distribution with charge
density Ω/π. Employing (1.43) we now have

|∇ϕ− ~A|2 = |∇χ− Ωr~er|2 (1.45)
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and ~E(~r) := ∇χ−Ωr~er is the electric field generated by the point charges and the uniform background.
We can now apply Newton’s theorem to argue that the effect of the giant vortex, i.e., the first term in

(1.44), is to neutralize in the annulus the field generated by the uniform charge distribution in the ‘hole’,
i.e., the second term in (1.45), provided Ω̂ is chosen to match the area of the hole times the uniform charge
density. By the same argument the point charge at ~r0 neutralizes, outside a disc of radius ∼ 1/

√
Ω, the

effect of one unit of the continuous charge.
The total charge of the continuous distribution in the annulus is Q ∼ Ω(Ωε)−1 ∼ ε−1. Inserting the

vortex reduces the effective charge by one unit so the corresponding energy gain is ∼ ε−1. On the other
hand, the energy associated with the electrostatic field from the point charge outside the vortex core
(that is cut off by the modulus of the wave function) is ∼ |Ψ|2| log ε| ∼ (Ωε)| log ε|. The condition for the
cost outweighing the gain is Ωε| log ε|−1 & ε−1, i.e.,

Ω &
1

ε2| log ε|
, (1.46)

marking the transition to the giant vortex phase.
It is also instructive to consider a version of the functional (1.31) where the variables have been scaled

so that the width of the annulus becomes O(1). We define

` := (εΩ)−1 = Ω−1
0 ε| log ε|, ~s := `−1~r, ǧ(~s) := gω(`~s), v̌(~s) := v(`~s), ~̌B(~s) := ` ~Bω(`~s). (1.47)

Then (1.31) is equal to

Ě [v̌] :=

∫
B̌

d~s ǧ2

{
|∇v̌|2 − ~̌B · (iv̌,∇v̌) +

ǧ2

ε2
(1− |v̌|2)2

}
(1.48)

with B̌ := B`−1 a ball of radius `−1 = Ω0 ε
−1| log ε|−1. For the sake of a heuristic consideration we now

assume that g2
ω is constant, ∼ `−1, on the annulus of width ` and zero otherwise. We define a new small

parameter
ε̌ := ε`1/2 ∼ ε3/2| log ε|1/2 (1.49)

and note that
|B̌| ∼ ε−1` ∼ Ω−1

0 (| log ε̌|+O(log | log ε̌|)). (1.50)

We are thus led to consider the functional∫
Ǎ

d~r

{
|∇v̌|2 − ~̌B · (iv̌,∇v̌) +

1

ε̌2
(1− |v̌|2)2

}
(1.51)

on an annulus Ǎ of width O(1) and an effective vector potential of strength O(Ω−1
0 | log ε̌|). This is

reminiscent of the situation considered in [AAB] and [IM1, IM2] where the domain is fixed and the
rotational velocity is proportional to the logarithm of the small parameter. Moreover, increasing Ω0

decreases the coefficient in front of the logarithm. Hence for large Ω0 this coefficient is small and if
the analysis of [AAB] and [IM1, IM2] would apply, one could conclude that vortices are absent. This
reduction of the problem to known results is, however, too simplistic because the annulus Ǎ is not fixed:
Although its width stays constant, its diameter and hence the area increases as ε̌−2/3| log ε̌|−2/3. A new
ingredient is needed, and in our approach this is the division of the annulus into cells as mentioned in the
previous subsection. In the scaled version (1.48) of the energy functional these cells are (essentially) of
fixed size. When writing the actual proofs we prefer to use the original unscaled variables but the picture
provided by the scaling is still helpful, in particular for comparison with [AAB] and [IM1, IM2].
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1.4 Organization of the Paper

The paper is organized as follows. In Section 2 we gather some definitions and notation that are to
be used in the rest of the paper. We also prove useful estimates on the matter densities, both for the
actual GP minimizer |ΨGP|2 and for the ‘giant vortex profiles’ gω. In Section 3 we introduce the auxiliary
problem that we are going to study on the annulus A and prove that it indeed captures the main energetic
features of the full problem. Section 4 is devoted to the study of the auxiliary problem via tools from
the GL theory. We conclude the proof of our main results in Section 5. Finally an Appendix gathers
important facts about the TF functionals that we use in our analysis, as well as the analysis of the cost
function that leads to an upper bound on the critical speed.

2 Useful Estimates

In this Section we state some useful estimates which are going to be used in the rest of the paper. Some
of them are simple consequences of energy considerations and in particular energy upper bounds, whereas
others depend in a crucial way on the variational equations solved by ΨGP, etc., and apply therefore only
to (global) minimizers.

In the first part of the Section we investigate the properties of any GP minimizer: Starting from
simple energy estimates, we prove the concentration of ΨGP on an annulus of width O(ε| log ε|) close to
the boundary of the trap and in particular its exponential smallness inside the hole. This is the major
result about ΨGP.
The second part of the Section is devoted to the analysis of the densities associated with the giant vortex
energy. We shall introduce first some notation and then, exploiting energy considerations, discuss the
properties of those minimizers: Most of them are very similar to the ones proven for ΨGP, as, e.g., the
exponential smallness, but we also need other general properties as, for instance, an a priori bound on
the gradient of the densities and an estimate of their difference from the TF density ρTF.

2.1 Estimates for GP Minimizers

We briefly recall the main notation: Given the GP energy functional EGP[Ψ] defined in (1.2), we denote
by EGP its infimum over L2-normalized wave functions. Any GP minimizer is denoted by ΨGP and solves
the variational equation (1.5).
The TF functional ETF[ρ] was introduced in (1.9) and ETF and ρTF stand for its ground state energy
and density respectively (see also the Appendix).
Any further label to the functionals EGP and ETF, as, e.g., EGP

D , denotes a restriction of the integration in
the functional to the domain D. The same convention is used for the corresponding ground state energies
and minimizers.
Finally we use the notation B(~r, %) for a ball of radius % centered at ~r, whereas BR is a ball with radius
R centered at the origin.

The starting point is a simple GP energy upper bound proven for instance in [CY, Proposition 4.2],
i.e.,

EGP ≤ ETF + Ω| log ε| ≤ ETF + Cε−2. (2.1)

A straightforward consequence of such an upper bound is that the L2 norm of ΨGP is concentrated in
the support ATF := {~r : Rh ≤ r ≤ 1} of the TF minimizer. At the same time the bound implies an
useful upper bound on |ΨGP|:

Proposition 2.1 (Preliminary estimates for ΨGP).
As ε→ 0,∥∥|ΨGP|2 − ρTF

∥∥
L2(B)

≤ O(1),
∥∥ΨGP

∥∥2

L∞(B)
≤
∥∥ρTF

∥∥
L∞(B)

(
1 +O(

√
ε| log ε|)

)
. (2.2)
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Proof. In order to prove the first statement it is sufficient to use the fact that ρTF is the positive part of
the function (ε2/2)(µTF + Ω2r2) together with the normalization of ρTF and ΨGP and estimate∫

B
d~r
[
|ΨGP|2 − ρTF

]2
=
∥∥ΨGP

∥∥4

4
+
∥∥ρTF

∥∥2

2
− 2

∫
B

d~r |ΨGP|2 ρTF ≤∥∥ΨGP
∥∥4

4
+
∥∥ρTF

∥∥2

2
− ε2µTF − ε2Ω2

∫
B

d~r r2|ΨGP|2 = ε2
(
ETF

[
|ΨGP|2

]
− ETF

)
≤

ε2
(
EGP − ETF

)
≤ C, (2.3)

by (2.1).
The proof of the second inequality is similar to the proof of Lemma 5.1 in [CY] and involves the

variational equation (1.5). We define
ρGP := |ΨGP|2. (2.4)

The crucial point is that at any maximum point of ρGP in the closed ball B̄, it has to be ∆ρGP ≤ 0. This
is trivially true in the open ball B but can be extended to the boundary thanks to Neumann boundary
conditions: Since ∂rΨ

GP = 0 at the boundary ∂B, which implies ∂rρ
GP = 0 there, ρGP can have a

maximum at ~r0 ∈ ∂B only if ∇ρGP(~r0) = 0 and therefore ∆ρGP(~r0) ≤ 0.
From the variational equation (1.5) solved by ΨGP, one can estimate

−∆ρGP ≤ 4ε−2
(
ε2µGP + ε2Ω2r2 − 2ρGP

)
ρGP ≤ 4ε−2

(
ε2µGP + ε2Ω2 − 2ρGP

)
ρGP, (2.5)

by using the properties

−∆ρGP = −ΨGP∗∆ΨGP −ΨGP∆ΨGP∗ − 2
∣∣∇ΨGP

∣∣2 ,∣∣ΨGP∗2~Ω · ~LΨGP
∣∣ ≤ ∣∣∇ΨGP

∣∣2 + Ω2r2
∣∣ΨGP

∣∣2 . (2.6)

Now since ∆ρGP ≤ 0 at any maximum point of ρGP, one immediately has∥∥ΨGP
∥∥2

∞ ≤ (ε2µGP + ε2Ω2)/2 ≤ ρTF(1) + Cε2|µGP − µTF|.

Now
ρTF(1) =

∥∥ρTF
∥∥
∞ = CεΩ = Cε−1| log ε|−1, (2.7)

and the difference between the chemical potentials (see (1.6) and (A.2) for the definitions) can be esti-
mated as follows

|µGP − µTF| ≤ EGP − ETF + ε−2
(∥∥ρTF

∥∥1/2

∞ +
∥∥ΨGP

∥∥
∞

)∥∥|ΨGP|2 − ρTF
∥∥

2
≤

Cε−2
[
1 +

∥∥ρTF
∥∥1/2

∞

(
1 + ε3| log ε||µGP − µTF|

)1/2] ≤
Cε−5/2| log ε|−1/2

(
1 + ε3/2| log ε|1/2|µGP − µTF|1/2

)
,

which yields
|µGP − µTF| ≤ Cε−5/2| log ε|−1/2 (2.8)

and thus the result.

A consequence of the L2 estimate in (2.2) is that the L2 norm of ΨGP is concentrated inside the
support of ρTF or, in other words, the mass of ΨGP inside the hole BRh

is small. Indeed one can easily
realize that the first inequality in (2.2) implies∥∥ΨGP

∥∥2

L2(BRh
)
≤ O(

√
ε| log ε|), (2.9)
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since, due to the normalization of ρTF and its support in ATF,

1 =
∥∥ΨGP

∥∥2

L2(BRh
)

+
∥∥ΨGP

∥∥2

L2(ATF)
=
∥∥ΨGP

∥∥2

L2(BRh
)

+

∫
ATF

d~r
(∣∣ΨGP

∣∣2 − ρTF
)

+ 1 ≥∥∥ΨGP
∥∥2

L2(BRh
)

+ 1−O(
√
ε| log ε|)).

This simple estimate can be refined (see, e.g., [CRY1, Proposition 2.5]) and one can actually show
that ΨGP is exponentially small in ε inside BRh

. Next Proposition is devoted to the proof of two pointwise
inequalities of this kind:

Proposition 2.2 (Exponential smallness of ΨGP inside the hole).
As ε→ 0 and for any ~r ∈ B, ∣∣ΨGP(~r)

∣∣2 ≤ Cε−1| log ε|−1 exp

{
− 1− r2

1−R2
h

}
. (2.10)

Moreover there exist a strictly positive constant c such that for any 1/2 ≤ r ≤ Rh −O(ε7/6),∣∣ΨGP(~r)
∣∣2 ≤ Cε−1| log ε|−1 exp

{
− c

ε1/6

}
. (2.11)

Remark 2.1 (Comparison between (2.10) and (2.11)).
At first sight the pointwise estimates in (2.10) and (2.11) look very similar. In fact, since 1 − R2

h =
O(ε| log ε|), one can easily realize that the first one yields a much better upper bound than the latter as
soon as 1−r2 � O(ε5/6), i.e., in particular for 1−r2 = O(1). The main drawback of the first inequality is
however that it becomes much weaker and even useless if one gets closer to the radius Rh. More precisely
as soon as 1 − r2 . O(ε) the bound is no longer exponentially small in ε. On the opposite the second
inequality has no r dependence and a worse coefficient in the exponential function but it holds true and
yields some exponential smallness up to a distance of order ε7/6 from the boundary ∂BRh

. Because of
this fact the second inequality will be crucial in the reduction of the original problem to another one on
an annulus close to the support of the TF minimizer. The first inequality, on the contrary, will be useful
in a region far from the boundary of the hole ∂BRh

and close to the origin, where the second bound does
not apply.

Note also that the factor in front of the exponential in both (2.10) and (2.11) is essentially given by
the sup of |ΨGP|2 over the domain B. In the case of the first inequality this is actually needed in order
to make it meaningful on the whole of B.

Proof. The starting point of the proof of (2.10) is the inequality (2.5) together with the estimate (2.8),
which yield

−∆ρGP ≤ 4ε−2
[
ρ̃TF(r) + Cε−

1
2 | log ε|− 1

2 − ρGP
]
ρGP, (2.12)

where we have set

ρ̃TF(r) :=
ε2

2

[
µTF + Ω2r2

]
, (2.13)

which coincides with the TF density ρTF inside ATF and is negative everywhere else. More precisely, for
any ~r such that r2 ≤ R2

h − ε, one has

−∆ρGP + 2ε−3| log ε|−2ρGP ≤ 0, (2.14)

since in that region

ρ̃TF(r) + Cε−
1
2 | log ε|− 1

2 ≤ −ε3Ω2(1− o(1)) ≤ − 1

2ε| log ε|2
.
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On the other hand the function

W (r) := exp

{
r2 − 1

1−R2
h − ε

}
,

satisfies for any r ≤ 1

−∆W + 2ε−3| log ε|−2W ≥ C

ε2| log ε|2
[
−ε| log ε| − r2 + ε−1

]
W ≥ 0.

If we then multiply W by ‖ρGP‖∞ we get then a supersolution to (2.14), so that by the maximum principle
(see, e.g., [E, Theorem 1 at p. 508]) ∣∣ΨGP(~r)

∣∣2 ≤ ∥∥ΨGP
∥∥2

∞W (r),

for any r ≤ Rh−ε. However W (r) is an increasing function and W (
√
R2

h − ε) = ‖ρGP‖∞ by construction,
which implies that the estimate trivially holds true for any ~r ∈ B. The estimate (2.10) is a consequence
of (2.2) and the inequality 1−R2

h = ε| log ε| � ε.
Concerning the proof of the second inequality (2.11), we first notice that (2.12) implies that, for any

~r ∈ BRh
such that r ≤ Rh −O(ε7/6),

−∆ρGP ≤ −Cε−17/6| log ε|−2ρGP, (2.15)

since in that region

ρ̃TF(r) =
ε2Ω2

2

(
r2 −R2

h

)
≤ − C

ε5/6| log ε|2
. (2.16)

For any ~r0 such that r0 ≤ Rh−O(ε7/6) we can thus consider the annulus I = {~r ∈ B : r ∈ [r0−%, r0 +%]}
for some % = O(ε7/6), such that r0 + % ≤ Rh −O(ε7/6), i.e., the outer boundary of the annulus is still at
a distance of order ε7/6 from ∂BRh

, and it is straightforward to verify that the function

U(r) :=
∥∥ρGP

∥∥
∞ exp

{
%2 − (r − r0)2

ε5/2

}
, (2.17)

satisfies

−∆U = −
[

4(r − r0)2

ε5
+

2

ε5/2
+

2(r − r0)

ε5/2r

]
U(r) ≥ −C

[
%2

ε5
+

1

ε5/2

]
U(r) ≥

− Cε−8/3U(r)� −Cε−17/6| log ε|−2U(r), (2.18)

where we have used the fact that |r − r0| ≤ % inside I and % = O(ε7/6). Denoting now V (~r) =
ρGP(~r)− U(r), we aim at proving that V ≤ 0, but one has, for any ~r ∈ I,

−∆V (~r) ≤ −Cε−17/6| log ε|−2V (~r).

Now at any maximum point of V in the interior of I it must be ∆V ≤ 0, which implies V ≤ 0 because of the
above inequality. Hence it remains only to prove that V ≤ 0 at boundary ∂I since the function might have
a positive maximum there. However by construction V ≤ 0 at ∂I since U(r0− %) = U(r0 + %) = ‖ρGP‖∞
and thus V (~r) is negative everywhere. In particular ρGP(~r) ≤ U(r) for all ~r such that r = r0 and
% = O(ε7/6), which yields (2.11).
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2.2 The Giant Vortex Densities

We now discuss some basic properties of the energy functional (1.16) together with those of an analogous
functional where the integration is restricted to an annulus A = {~r : R< ≤ r ≤ 1} ⊂ B with R< < Rh

and |R< −Rh| � ε| log ε|. A precise choice for R< will be made at the beginning of Section 3 (see (3.2))
but the results contained in this Section applies to any R< satisfying the above conditions.
As indicated at the end of Section 1.2 the restricted functional is for technical reasons actually more
useful for the proof of the main results than the original functional. It is defined in analogy with (1.16)
and (1.24) for real valued functions f on A by

ÊGP
A,ω[f ] :=

∫
A

d~r
{
|∇f |2 + ([Ω]− ω)2r−2f2 − 2Ω([Ω]− ω)f2 + ε−2f4

}
=∫

A
d~r
{
|∇f |2 − Ω2r2f2 +B2

ωf
2 + ε−2f4

}
, (2.19)

with Bω(r) given by (1.25). We use A as a subindex to label quantities associated with the annulus and
thus denote the infimum of the functional (2.19) by

ÊGP
A,ω := inf

‖f‖2=1
ÊGP
A,ω[f ] (2.20)

while ÊGP
ω stands for the corresponding infimum of (1.16).

We shall use the short-hand notation ÊGP
? , ÊGP

? , g?, etc., for quantities related either to (1.16) or (2.19),
e.g., a statement about g? is meant to apply to both gω and gA,ω.

Proposition 2.3 (Minimization of ÊGP
? ).

For any ω ∈ Z such that |ω| ≤ O(ε−1), the ground state energies ÊGP
? satisfy the estimates

ETF ≤ ÊTF
ω ≤ ÊGP

? ≤ ÊTF
ω +O(ε−2| log ε|−2) ≤ ETF +O(ε−2). (2.21)

The minimizers gω and gA,ω exist, are radially symmetric and unique up to a global sign, which can be
chosen so that they are given by positive functions solving the variational equation

−∆g? +
([Ω]− ω)2

r2
g? − 2Ω([Ω]− ω)g? + 2ε−2g3

? = µ̂GP
? g?, (2.22)

where the chemical potentials µ̂GP
? are fixed by the L2 normalization of g?, i.e., µ̂GP

? = ÊGP
? + ε−2‖g?‖44.

In addition g? are smooth and increasing and satisfy Neumann conditions at the boundary ∂B, i.e.,
∂rg?(1) = 0; gA,ω satisfies an identical condition at the inner boundary as well, i.e., ∂rgA,ω(R<) = 0.

Proof. The lower bounds to the ground state energies are simply obtained by neglecting positive terms
(the kinetic energies) in the functionals: In the case of ÊGP

ω (the other case is identical), one has

ÊGP
ω [f ] ≥ ÊTF[f2] ≥ ÊTF ≥ ETF,

where we refer to the Appendix for the simple proof of the last inequality.
The upper bound can be easily obtained by testing the functionals on suitable regularizations of

√
ρ̂TF
ω

(see (A.6) for its definition and [CY], where such regularizations are performed on
√
ρTF): The main

correction to the energy is due to the radial kinetic energy of the regularization and one can easily realize
that this energy can be made of order O(ε−2| log ε|−2), since

√
ρ̂TF
ω is a monotone function going from 0

to O(ε−1| log ε|−1) in an interval of size O(ε| log ε|).
The last inequality is also discussed in the Appendix but it is basically due to the estimate∣∣Bω(~r)

∣∣ ≤ Ω
∣∣r−1 − r

∣∣+ C|ω|+O(1) ≤ Cε−1, (2.23)
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for any ω such that |ω| ≤ O(ε−1) and ~r ∈ A.
We remark that the restriction of the integration to the annulus A has no effect because the support
of the trial function can be assumed to be contained inside the support of ρ̂TF

ω , i.e., the region where
r ≥ R̂ω. On the other hand by (A.9), R̂ω ≥ Rh − O(ε2| log ε|2), for any ω ∈ Z such that |ω| ≤ Cε−1,
which implies that the support of ρ̂TF

ω is contained inside A.
Existence and uniqueness of the minimizers trivially follow from strict convexity of the functionals

with respect to the density f2, which can be made clearer by writing them as

ÊGP
? [
√
ρ] =

∫
d~r
{
|∇√ρ|2 + ([Ω]− ω)2r−2ρ+ ε−2ρ2

}
− 2Ω([Ω]− ω), (2.24)

where ρ = f2 and we have used the L2 normalization of f . Similarly the radial symmetry of g? can be
proven by averaging over the angular variable and exploiting the convexity of the functional.
All the other properties of g?, including the variational equations (2.22), are trivial consequences of the
minimization: Positivity can be proven by noticing that the minimizers g? are actually ground states of
suitable one-dimensional Schrödinger operators and therefore can not vanish except at the origin (see,
e.g., [LL, Theorem 11.8]). Smoothness follows from (2.22) by a simple bootstrap argument, etc.
The only property which requires a brief discussion is the monotonicity and we state it in a separate
Lemma.

Lemma 2.1 (Monotonicity of the density).
Let ρ(r) ≥ 0 be the L1-normalized minimizer of∫ 1

R

dr r

{ ∣∣∣∣d√ρdr

∣∣∣∣2 +
a

r2
ρ+ bρ2

}
in H1(B \ BR) ∩ L2(B \ BR) with a, b > 0 and 0 ≤ R < 1. Then ρ is monotonously increasing in r.

Proof. After a transformation of variables r2 7→ s and considering ρ as a function of s, the functional
takes the form ∫ 1

R2

ds

{
s

∣∣∣∣d√ρds

∣∣∣∣2 +
a

s
ρ+ bρ2

}
and the normalization condition is ∫ 1

R2

ds ρ = const.

Suppose the assertion is false. Then ρ has a maximum at s = s1 for some R ≤ s1 < 1 and a local
minimum at some s2 with s1 < s2 ≤ 1. For 0 < ε < ρ(s1) − ρ(s2) consider the set Iε = {s < s2 :
ρ(s1)− ε ≤ ρ(s) ≤ ρ(s1)}. Then, because ρ is continuous,

Φ(ε) :=

∫
Iε

ds ρ(s)

is strictly positive and Φ(ε)→ 0 as ε→ 0. Likewise, for δ > 0 we consider Jδ = {s > s1 : ρ(s2) ≤ ρ(s) ≤
ρ(s2) + δ} and the function

Γ(δ) :=

∫
Jδ

ds ρ(s)

that has the same properties as Φ.
Since both Φ and Γ are continuous, strictly positive and tend to zero when their arguments tends to zero,
there exist ε̄, δ̄ > 0 such that ρ(s2) + δ̄ < ρ(s1)− ε̄ and Φ(ε̄) = Γ(δ̄): Because ρ is continuous one can, for
any given δ̄ > 0, always find an ε̄ > 0 such that the equality Φ(ε̄) = Γ(δ̄) holds and ε̄→ 0 as δ̄ → 0. The
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inequality ρ(s2) + δ̄ < ρ(s1)− ε̄ is fulfilled if δ̄, and hence also ε̄, are small enough.
We now define a new function ρ̄ by putting

ρ̄(s) :=

 ρ(s1)− ε̄, if s ∈ Iε̄,
ρ(s2) + δ̄, if s ∈ Jδ̄,
ρ(s), otherwise.

We now compute the energy of the new density ρ̄. Note that it belongs by definition to the minimization
domain and it is normalized in L1 because Φ(ε̄) = Γ(δ̄).
The kinetic energy of ρ̄ vanishes in the intervals Iε̄ and Jδ̄ and the potential term for ρ̄ is strictly smaller
than for ρ because 1/s is strictly decreasing and the value of ρ̄ on Iε̄ is larger than on Jδ̄. Finally∫ 1

R2

ds ρ̄2 <

∫ 1

R2

ds ρ2

because when modifying ρ to define ρ̄, mass is moved from Iε̄ to Jδ where the density is lower.
Altogether the functional evaluated on ρ̄ is strictly smaller than on ρ and this contradicts the assumption
that ρ is a minimizer.

As next we compare the densities g2
? with the TF density and prove exponential smallness in the hole.

The analogue of Proposition 2.1 is

Proposition 2.4 (Preliminary estimates for g?).
As ε→ 0 and for any ω ∈ Z such that |ω| ≤ O(ε−1),∥∥g2

? − ρTF
∥∥
L2(B)

= O(1), ‖g?‖2L∞(B) ≤
∥∥ρTF

∥∥
L∞(B)

(
1 +O(

√
ε| log ε|

)
. (2.25)

Proof. The proof of the L2 estimate is exactly the same as for the first inequality in (2.2). The only
difference occurs in the energy remainder on the r.h.s. of (2.3) which can now be bounded by ε2(ÊGP

? −
ETF) ≤ C because of (2.21). Here the condition on ω, i.e., |ω| ≤ Cε−1, is used as in Proposition 2.3.

The sup estimate can be proven by applying the same argument used to prove the second inequality
in (2.2) to the variational equations (2.22) solved by g?, exploiting as well Neumann boundary conditions:
Indeed thanks to the monotonicity of the potential ([Ω]− ω)2r−2, one obtains the inequality

−∆g2
? ≤ 4ε−2

(
ε2µ̂GP

? + 2ε2Ω([Ω]− ω)− ε2([Ω]− ω)2 − 2g2
?

)
g2
?,

which as in the proof of Proposition 2.1 implies

‖g?‖2∞ ≤
ε2µ̂GP

? + 2ε2Ω([Ω]− ω)− ε2([Ω]− ω)2

2
. (2.26)

The difference between the chemical potential can be estimated as in (2.8):∣∣µ̂GP
? − µTF

∣∣ ≤ O(ε−5/2| log ε|−1/2), (2.27)

so that ‖g?‖2∞ ≤ ρTF(1)(1 + o(1)).

As for ΨGP the above estimates imply the exponential smallness of the densities g? inside the hole.
Moreover the L2 estimate (2.2) can be refined to a pointwise estimate inside ATF and one can actually
prove that there is a region where the difference between g? and ρTF is much smaller than ρTF:
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Proposition 2.5 (Exponential smallness of g? inside the hole).
As ε→ 0 and for any ~r ∈ B

g2
?(r) ≤ Cε−1| log ε|−1 exp

{
− 1− r2

1−R2
h

}
. (2.28)

Moreover there exists a strictly positive constant c such that for any 1/2 ≤ r ≤ Rh −O(ε7/6),

g2
?(r) ≤ Cε−1| log ε|−1 exp

{
− c

ε1/6

}
. (2.29)

Proof. The proof can be easily reduced to the proof of Proposition 2.2 by using (2.27).

Proposition 2.6 (Pointwise estimate for g?).
As ε→ 0 and for any ω ∈ Z with |ω| ≤ O(ε−1)∣∣g2

?(r)− ρTF(r)
∣∣ ≤ Cε2| log ε|2(r2 −R2

h)−3/2ρTF(r) (2.30)

for any ~r ∈ ATF such that r ≥ Rh +O(ε3/2| log ε|2).

Proof. The proof is similar to the proof of Proposition 1 in [AAB] but for the sake of completeness we
bring here all the details.

The variational equation (2.22) can be rewritten in the following form

−∆g? =
2

ε2

[
ρ̃?(r)− g2

?

]
g?, (2.31)

where the function ρ̃? is given by

ρ̃?(r) := 1
2

(
ε2µ̂GP

? + ε2Ω2r2 − ε2B2
ω(r)

)
. (2.32)

Moreover by (2.23) and (2.27)∥∥ρ̃? − ρTF
∥∥
L∞(ATF)

≤ ε2
∣∣µ̂GP − µTF

∣∣+O(1) ≤ O(ε−1/2| log ε|−1/2). (2.33)

On the other hand, for any ~r ∈ ATF such that r−Rh ≥ O(ε3/2| log ε|2), ρTF(r) ≥ O(ε−1/2) and therefore

ρ̃?(r) ≥ ρTF(r)(1− C| log ε|−1/2) > Cε−1/2 (2.34)

and in particular ρ̃? is strictly positive for such ~r, which is crucial in order to apply the maximum principle.
The pointwise estimates are indeed proven by providing local super- and subsolutions to (2.31).

For the upper bound, we consider an interval [r0− δ, r0 + δ], where Rh +Cε3/2| log ε|2 + δ < r0 < 1− δ
with δ � 1, and the function

W (r) :=
√
ρ̃?(r0 + δ) coth

[
coth−1

(√
ρ̃?(1)

ρ̃?(r0 + δ)

)
+
δ2 − |r − r0|

3δε

√
2ρ̃?(r0 + δ)

]
. (2.35)

One has (see [AS, Proof of Proposition 2.1]) for any r ∈ [r0 − δ, r0 + δ]

−∆W ≥ 2

ε2

(
ρ̃?(r0 + δ)−W 2

)
W ≥ 2

ε2

(
ρ̃?(r)−W 2

)
W, (2.36)

where we have used the fact that ρ̃?(r) is an increasing function of r. Moreover at the boundary of the
interval W (r0−δ) = W (r0 +δ) =

√
ρ̃?(1) which is not smaller than g? thanks to the upper bound (2.26),
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which reads g2
? ≤ ρ̃?(1). Therefore W (r) is a supersolution to (2.31) in the interval [r0− δ, r0 + δ] and by

the maximum principle

g?(r0) ≤W (r0) =
√
ρ̃?(r0 + δ) coth

[
δ

3ε

√
2ρ̃?(r0 + δ)

]
(2.37)

where we have used the fact that coth(x) is a non-increasing function.
By the explicit expression (2.32) and the inequality (2.34), one has

|ρ̃?(r0 + δ)− ρ̃?(r0)| ≤ Cε2Ω2δ, (2.38)

ρ̃?(r0) ≥ ρTF(r0)
(

1−O(| log ε|−1/2
)
≥ Cε2Ω2(r2

0 −R2
h), (2.39)

so that (2.37) becomes

g?(r0) ≤
√
ρ̃?(r0)

(
1 +

Cδ

r2
0 −R2

h

)
coth

[
δ

3ε

√
2ρ̃?(r0 + δ)

]
. (2.40)

When the argument of coth tends to ∞, i.e.,

δ

ε

√
ρ̃?(r0 + δ)� 1,

we can bound

coth(x) =
1 + e−2x

1− e−2x
≤ (1 + Ce−2x),

and obtain the inequality

g?(r0) ≤
√
ρ̃?(r0)

(
1 +

Cδ

r2
0 −R2

h

)(
1 + C exp

{
−2δ

3ε

√
2ρ̃?(r0 + δ)

})
. (2.41)

By (2.39) the second error term on the r.h.s. of the above expression is bounded from above by

exp

{
−CδΩ

√
r2
0 −R2

h

}
,

so that by taking

δ = Cε2| log ε|2
√
r2
0 −R2

h, (2.42)

such an error can be made smaller than any power of ε, since one can choose the constant coefficient in
δ arbitrarily large. With such a choice the other error term becomes

Cε2| log ε|2
(
r2
0 −R2

h

)−3/2
> Cε1/2| log ε|1/2,

since by definition r2 − R2
h ≤ 1 − R2

h ≤ O(ε| log ε|). Hence the second factor on the r.h.s. of (2.41) can
be absorbed in the above remainder.
Moreover for any r ≥ Rh, δ ≤ ε5/2| log ε|1/2 � ε3/2 and one can extend the estimate to any r ≥
Rh +O(ε3/2| log ε|2). For the same reason the estimate applies also to the region [1 − 2δ, 1]: There one
can use (2.26) and the fact that ρ̃?(1) − ρ̃?(1 − 2δ) ≤ CΩ2ε2δ ≤ Cε1/2, which is much smaller than the
error term above.
The final estimate is then

g?(r) ≤
√
ρ̃?(r)

[
1 + Cε2| log ε|2

(
r2 −R2

h

)−3/2
]
, (2.43)
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for any Rh + Cε3/2| log ε|2 ≤ r ≤ 1.
The next step is the replacement of ρ̃? with ρTF by means of (2.33), which yields an additional remainder
given by

ρTF(r)−1
∣∣ρ̃?(r)− ρTF(r)

∣∣ ≤ C(εΩ)−2
(
r2 −R2

h

)−1 ∥∥ρ̃? − ρTF
∥∥
L∞(ATF)

≤

Cε2| log ε|2
(
r2 −R2

h

)−1
, (2.44)

which can however be absorbed in the error term in (2.40), since r2 −R2
h ≤ ε| log ε|.

In order to prove a corresponding lower bound, we fix some r0 and δ as before, i.e., such that
Rh + Cε3/2| log ε|2 + δ < r0 < 1 − δ and δ � 1. Since ρ̃? is an increasing function of r and g? is
positive

−∆g? ≥
2

ε2

[
ρ̃?(r0 − δ)− g2

?

]
g?. (2.45)

Then we denote by h(r) the function solving for ~r ∈ B

−∆h = ε̃−2
(
1− h2

)
h,

with Dirichlet boundary condition h(1) = 0 and ε̃→ 0. In [Se] it was proven that h satisfies the bound

1− c exp

{
−1− r2

2ε̃

}
≤ h(r) ≤ 1.

If we now set

h̃(r) :=
√
ρ̃?(r0 − δ) h

(
|r − r0|

δ

)
, (2.46)

ε̃ :=
ε

δ
√

2ρ̃?(r0 − δ)
, (2.47)

then h̃ solves in [r0 − δ, r0 + δ] the equation

−∆h̃ =
2

ε2

[
ρ̃?(r0 − δ)− h̃2

]
h̃,

with Dirichlet conditions at the boundary r = r0±δ. Thanks to (2.45), g? is a supersolution for the same
problem, so that by the maximum principle g?(r) ≥ h̃(r) inside the interval and in particular

g?(r0) ≥ h̃(r0) ≥
√
ρ̃?(r0 − δ)

[
1− c exp

{
− 1

2ε̃

}]
, (2.48)

for any Rh + Cε3/2| log ε|2 + δ < r0 < 1− δ.
Note that by choosing δ as in (2.42) the remainder in the above expression can be made smaller than
any power of ε. However the estimate of ρ̃?(r − δ) in terms of ρ̃?(r) provides the same remainder as in
the upper bound proof, i.e.,

g?(r) ≥
√
ρ̃?(r)

[
1− Cε2| log ε|2

(
r2 −R2

h

)−3/2
]
.

The extension of the estimate to the whole region [Rh +O(ε3/2| log ε|2), 1] as well as the replacement of
ρ̃? with ρTF can be done exactly as in the upper bound and the remainders included in the above error
term.

We conclude the Section with an useful estimate of the gradient of the densities g?:
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Proposition 2.7 (Gradient estimate for g?).
As ε→ 0 and for any R > Rh +O(ε3/2| log ε|2), one has

‖∇g?‖L∞(B\BR) ≤ Cε
−1
(
R2 −R2

h

)−1/4 ‖g?‖L∞(B) , (2.49)

which inside Ã = {~r : Rh + ε| log ε|−1 ≤ r ≤ 1} becomes

‖∇g?‖L∞(Ã) ≤ Cε
−7/4| log ε|−3/4. (2.50)

Proof. We first exploit the fact that any g? is radial to rewrite (2.22) as

−g′′? − r−1g′? + ([Ω]− ω)2r−2g? + 2ε−2g3
? =

(
µ̂GP
? + 2Ω[Ω− ω]

)
g? (2.51)

and take the L∞ norm inside B \ BR, for some R > Rh + O(ε3/2| log ε|2), of both sides to obtain (see
(2.32))

‖g′′?‖L∞(B\BR) ≤ C
∥∥r−1g′?

∥∥
L∞(B\BR)

+ Cε−2
∥∥(ρ̃? − g2

?)g?
∥∥
L∞(B\BR)

≤

C
[
‖g′?‖L∞(B\BR) + ε−2

(
R2 −R2

h

)−1/2 ‖g?‖L∞(B)

]
, (2.52)

by (2.33) and the pointwise estimate (2.30):∥∥ρ̃? − g2
?

∥∥
L∞(B\BR)

≤
∥∥ρTF − g2

?

∥∥
L∞(B\BR)

+O(ε−1/2| log ε|−1/2) ≤

C
(
R2 −R2

h

)−1/2
+O(ε−1/2| log ε|−1/2) ≤ C

(
R2 −R2

h

)−1/2
,

since R2 −R2
h ≤ Cε| log ε|.

On the other hand by the Gagliardo-Nirenberg inequality (see, e.g., [N, Theorem at p. 125])

‖g′?‖L∞(B\BR) ≤ C ‖g
′′
?‖

1/2
L∞(B\BR) ‖g?‖

1/2
L∞(B) ≤

C
[
ε−1

(
R2 −R2

h

)−1/4 ‖g?‖L∞(B) + ‖g′?‖
1/2
L∞(B\BR) ‖g?‖

1/2
L∞(B)

]
, (2.53)

which implies the result.

3 Reduction to an Auxiliary Problem on an Annulus

The first step towards the proof of the main results is the reduction of the original GP energy functional
to an analogous functional on a suitable annulus. The main ingredients of such a reduction are, on the
one hand, the exponential smallness of the GP minimizer proven in last Section (see, e.g., (2.10), (2.11),
(2.28), etc.), which intuitively implies that all the L2 mass and therefore the energy are concentrated in a
annulus close to the boundary, and on the other a decoupling of the GP energy functional, which allows
the extraction of the giant vortex energies introduced in (1.16).
The second part of the Section is devoted to the discussion of the optimal giant vortex phase: Whereas
both the energy splitting and upper bound hold true for any reasonable phase ω, they are useful only
for specific choices of the phase. As we are going to see, the optimal phase ω0 can be defined as the
minimizer of a suitable coupled problem in the annulus.
We also discuss the existence of the analogous minimizer associated with the original problem in the ball
B, i.e., the phase ωopt occurring in Theorems 1.2 and 1.3, as well as some relevant properties of it.
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3.1 Energy Decoupling

Before stating the main result of this Section, we first recall and introduce some notation.
The main object of the reduction is an annulus

A := {~r : R< ≤ r ≤ 1} , (3.1)

where the inner radiusR< < Rh has to be chosen in a proper way so that two conditions are simultaneously
fulfilled: The radius R< should be sufficiently far from Rh in such a way that the exponential smallness
proven in Propositions 2.2 and 2.5 applies inside the complement of A. At the same time, R< must not
be too far from Rh; in fact we shall in Section 4 need that |R< − Rh| � ε| log ε|−1 (see (4.90) and the
use of (4.22) in the proof of Proposition 4.1).
All these conditions are satisfied if one chooses

R< := Rh − ε8/7. (3.2)

The apparently strange power of ε occurring in the above expression is essentially motivated by the
pointwise estimates (2.11) and (2.29), which hold true for any r ≤ Rh − O(ε7/6): In the definition of
the inner radius of the annulus we could have chosen any R< satisfying such a condition in addition to
|R< − Rh| � ε| log ε|−1. In particular any remainder given by a power of ε smaller than 7/6 but larger
than 1 would have been all right. However for the sake of simplicity we make an explicit choice among
the allowed remainders and take ε8/7.

The auxiliary problem on the annulus is associated with the estimate of the energy functional

EA,ω[v] :=

∫
A

d~r g2
A,ω

{
|∇v|2 − ~Bω · (iv,∇v) + ε−2g2

A,ω
(
1− |v|2

)2}
, (3.3)

where ~Bω is defined in (1.32). According to the convention used in the rest of the paper, Eω without the
label A stands for the same energy as above but with the integral extended to the whole of B.

A key ingredient in the proof of the GP energy asymptotics is a lower estimate of (3.3). In fact in the
next Proposition, which is the main result proven in this Section, we show that the energy (3.3) provides
a lower bound to EGP − ÊGP

A,ω when v is suitably linked to ΨGP:

Proposition 3.1 (Reduction to an annulus).
For any ω ∈ Z such that |ω| ≤ O(ε−1) and for ε sufficiently small

ÊGP
A,ω + EA,ω[uω]−O(ε∞) ≤ EGP ≤ ÊGP

A,ω +O(ε∞), (3.4)

where the function uω ∈ H1(A) is given by the decomposition

ΨGP(~r) =: gA,ω(r)uω(~r) exp {i([Ω]− ω)ϑ} . (3.5)

Proof. The proof of (3.4) is done by proving suitable upper and lower bounds to the GP ground state
energy.

The upper bound is obtained by testing EGP on a trial function of the form g̃(r) exp{i([Ω] − ω)ϑ},
where g̃ is an appropriate regularization of gA,ω, and using the definition (2.19). Since gA,ω does not
vanish at R<, it is not in the minimization domain of EGP and one has to regularize it at the boundary
∂R<, e.g., taking

g̃(r) := c

 gA,ω(r) if ~r ∈ A,
ε−ngA,ω(R<)(R< − εn − r) if R< − εn ≤ r ≤ R<,
0 if r ≤ R< − εn,

(3.6)
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where c is a normalization constant and n some arbitrary power greater than 0. Thanks to the exponential
smallness (2.29), which implies gA,ω(R<) = O(ε∞), the normalization constant is c = 1−O(ε∞) and the
energy of g̃ in [R< − εn, R<] is exponentially small as well. The upper bound trivially follows.

The lower bound is mainly a consequence of a classical result of energy decoupling, which has been
already used in different contexts, e.g., in [LM].
The starting point is however a reduction to the annulus A of the GP energy functional: Exploiting the
exponential smallness (2.11) of ΨGP, it is very easy to show that

EGP = EGP
[
ΨGP

]
≥ EGP
A
[
ΨGP

]
−O(ε∞), (3.7)

where we have used the symbol EGP
A to denote the restriction of the integration to A. Note that in the

above inequality one can avoid the estimate of the gradient of ΨGP by simply rewriting the functional as
in (1.2) and neglecting all the positive terms given by the integration over B \A; the only negative term
(centrifugal energy) can then be estimated by (2.11).
Thanks to the exponential smallness, one also has that the L2 mass of ΨGP outside A is very small, i.e.,∥∥ΨGP

∥∥
L2(A)

≥ 1−O(ε∞). (3.8)

Now inside A the decomposition (3.5) is well defined and therefore one can calculate

EGP
A
[
ΨGP

]
= EA,ω[uω] +

∫
A

d~r
{
|uω|2 |∇gA,ω|2 + gA,ω∇gA,ω · ∇ |uω|2 + ([Ω]− ω)

2
r−2g2

A,ω |uω|
2−

2Ω ([Ω]− ω) g2
A,ω |uω|

2
+ ε−2g4

A,ω

(
2 |uω|2 − 1

)}
.

A simple integration by parts then yields∫
A

d~r gA,ω∇gA,ω · ∇ |uω|2 = −
∫
A

d~r
{
|uω|2 |∇gA,ω|2 + gA,ω |uω|2 ∆gA,ω

}
,

since the boundary terms vanish because of the Neumann conditions satisfied by gA,ω at the boundaries
∂BR< and ∂B. Then one can replace in the above expression ∆gA,ω by means of the variational equation
(2.22) and the result is

EGP
A
[
ΨGP

]
= EA,ω[uω] + µ̂GP

A,ω

∫
A

d~r g2
A,ω |uω|

2 − ε−2

∫
A

d~r g4
A,ω =

EA,ω[uω] + µ̂GP
A,ω

∥∥ΨGP
∥∥2

L2(A)
− ε−2 ‖gA,ω‖4L4(A) ≥ EA,ω[uω] + ÊGP

A,ω −O(ε∞), (3.9)

by (3.8) and the definition of the chemical potential µ̂GP
A,ω (see Proposition 2.3).

3.2 Optimal Phases and Densities

The idea behind the decomposition (3.5) is that, after the extraction from ΨGP of a density gω and a
giant vortex phase, i.e., the phase factor exp{i([Ω] − ω)ϑ}, what is left is a function uω, which contains
all the remaining vorticity in ΨGP. Therefore in the giant vortex regime, one would like to prove that
|uω| ∼ 1 inside a suitable annulus at the boundary of the trap, and the key tool to prove such a behavior
is a detailed analysis of the reduced energy EA,ω.
However, in order to prove such a result, both the phase and the associated density gA,ω have to be
chosen in an appropriate way: The result stated in Proposition 3.1 is basically independent of ω, i.e., it
applies to any reasonable giant vortex phase ω. Nevertheless the leading order term in the GP energy
asymptotics is given in (3.4) by ÊGP

A,ω which depends in crucial way on ω and it is clear that, in order
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to extract some delicate information about uω like the absence of zeros, the estimate (upper bound) of
the reduced energy EA,ω[uω] through (3.4) has to be very precise. This leads to the definition of a giant
vortex optimal phase (associated with the annulus A), which is nothing but the minimizer of the energy
ÊGP
A,ω with respect to ω.

In the next Proposition we show that there exists at least one ω0 minimizing ÊGP
A,ω as well as some

properties which are going to be crucial in the rest of the proof.

Proposition 3.2 (Properties of the optimal phase ω0 and density gA,ω0
).

For every ε > 0 there exists an ω0 ∈ Z minimizing ÊGP
A,ω. It satisfies

ω0 =
2

3
√
πε

(
1 +O(| log ε|−1/2)

)
. (3.10)

Moreover the minimizer gA,ω0 of ÊGP
A,ω0

satisfies the bound∫
A

d~r g2
A,ω0

(
Ω− [Ω]− ω0

r2

)
= O(1). (3.11)

Proof. The existence of a minimizing ω0 ∈ Z can be easily proven by noticing that limω→±∞ ÊGP
A,ω = +∞

since by (2.19)

ÊGP
A,ω ≥ ([Ω]− ω)

2 − 2Ω ([Ω]− ω) ,

which implies that, for given ε > 0, only finitely many ω ∈ Z can minimize the energy.
The main ingredient for the proof of (3.10) is the energy bound (2.21), which implies, for any ω ∈ Z

such that |ω| ≤ Cε−1,
ÊTF
ω0
≤ ÊGP

A,ω0
≤ ÊGP

A,ω ≤ ÊTF
ω +O(ε−2| log ε|−2), (3.12)

by definition of ω0. Choosing now ω = [2/(3
√
πε)] in the r.h.s. of the above expression and using (A.10)

for ÊTF
ω , we get the inequality

ETF +

[
ω0 −

2

3
√
πε

]2

+
2

9πε2
− Cε−2| log ε|−1 ≤ ÊTF

ω0
≤ ETF +

2

9πε2
+ Cε−2| log ε|−1, (3.13)

which yields the result.
We now prove (3.11). A simple estimate yields

ÊGP
A,ω0±1 [gA,ω0 ] = ÊGP

A,ω0
[gA,ω0 ]± 2

∫
A

d~r
[
Ω− ([Ω]− ω0) r−2

]
g2
A,ω0

+

∫
A

d~r r−2g2
A,ω0

≤

ÊGP
A,ω0

± 2

∫
A

d~r
[
Ω− ([Ω]− ω0) r−2

]
g2
A,ω0

+R−2
< . (3.14)

Now suppose that ∣∣∣∣∫
A

d~r
[
Ω− ([Ω]− ω0) r−2

]
g2
A,ω0

∣∣∣∣ > 2

3
,

then, since R< = 1− o(1), (3.14) would imply that there exists some ω̄ ∈ Z equal to ω0 ± 1 such that

ÊGP
A,ω̄ ≤ ÊGP

A,ω̄ [gA,ω0
] < ÊGP

A,ω0
,

which contradicts the fact that ω0 minimizes ÊGP
A,ω. Note that the above argument implies that the

constant on the r.h.s. of (3.11) is actually smaller than 1, i.e.,∣∣∣∣∫
A

d~r
[
Ω− ([Ω]− ω0) r−2

]
g2
A,ω0

∣∣∣∣ < 1. (3.15)
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As anticipated above and in the Introduction, there is another giant vortex phase that naturally
emerges in the study of the above functionals, i.e., the one associated with the energy in the whole ball
B: More precisely it is defined as the minimizer of

ÊGP
ω := inf

‖f‖2=1
ÊGP
ω [f ]

with respect to ω ∈ Z and denoted by ωopt:

Proposition 3.3 (Optimal phase ωopt).

For every ε > 0 there exists an ωopt ∈ Z minimizing ÊGP
ω . It satisfies

ωopt =
2

3
√
πε

(
1 +O(| log ε|−1/2)

)
. (3.16)

Proof. The proof is basically identical to the one of (3.10): For instance it is sufficient to replace (3.12)
with the corresponding version in B (see (2.21)).

4 Estimates of the Reduced Energy

In this Section we study the auxiliary problem introduced in Section 3. From now on we shall simplify
notations by dropping some subscripts:

gA,ω0
:= g,

also

~B(r) := ~Bω0(r) =

(
[Ω]− ω0

r
− Ωr

)
~eϑ, (4.1)

and

E [v] :=

∫
A

d~r

{
g2 |∇v|2 − g2 ~B · (iv,∇v) +

g4

ε2

(
1− |v|2

)2}
.

The following energy is crucial in our analysis:

F [v] :=

∫
A

d~r

{
g2 |∇v|2 +

g4

ε2

(
1− |v|2

)2}
. (4.2)

We recall that u := uω0 is defined by

ΨGP(~r) =: g(r)u(~r) exp {i([Ω]− ω0)ϑ} (4.3)

and that from Proposition 3.1 we have
E [u] ≤ O(ε∞). (4.4)

We also need to define a reduced annulus

Ã := {~r : R> ≤ r ≤ 1} (4.5)

with
R> := Rh + ε| log ε|−1. (4.6)

An important point is that from (2.30) we have the lower bound

g2(r) ≥ C

ε| log ε|3
on Ã. (4.7)

The main result of this Section is
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Proposition 4.1 (Bounds for the reduced energies).
Let u be defined by (4.3). If Ω0 > (3π)−1 we have for ε small enough

F [u] ≤ C | log ε|5/2

ε1/2(log | log ε|)2
(4.8)

E [u] ≥ −C | log ε|3/2

ε1/2 log | log ε|
. (4.9)

Since the proof of Proposition 4.1 is rather involved we sketch the main ideas before going into the
details.
It is useful to introduce a potential function F defined as follows:

F (r) :=

∫ r

R<

ds g2(s)

(
Ωs− ([Ω]− ω0)

1

s

)
=

∫ r

R<

ds g2(s) ~B(s) · ~eϑ. (4.10)

We have
∇⊥F = g2 ~B, F (R<) = 0, (4.11)

i.e., F is the “primitive” of g2 ~B vanishing at R<. We refer to Subsection 4.1 for further properties of F .
Integrating by parts we have∫

A
d~r
{
g2 |∇u|2 − g2 ~B.(iu,∇u)

}
=

∫
A

d~r
{
g2 |∇u|2 + F curl(iu,∇u)

}
−
∫
∂B

dσ F (1)(iu, ∂τu) (4.12)

and thus the energy E [u] can be rewritten as follows

E [u] =

∫
A

d~r g2 |∇u|2 +

∫
A

d~r F curl(iu,∇u)−
∫
∂B

dσ F (1)(iu, ∂τu) +

∫
A

d~r
g4

ε2

(
1− |u|2

)2
. (4.13)

It is in this form that the energy is best bounded from below.
The boundary term (third term in (4.13)) is estimated in the following way : The property of ω0 given
in (3.11) implies that F (1) = O(1). We combine this fact with an estimate of the circulation of u on the
boundary of the unit ball that we provide in Subsection 4.2. Proving this estimate requires to derive a
PDE satisfied by u, and use it in much the same way as in the proof of the Pohozaev identity [P].
The two first terms can be estimated in terms of the vorticity of u. Indeed, suppose that |u| ∼ 1 except
in some balls (that we identify with vortices) whose radii are much smaller than the width of A. Let us
denote this balls by {B(~aj , t)}j∈J with J ⊂ N and t� ε| log ε|, i.e., much smaller than the width of the

annulus. Then by Stokes theorem, if the degree of u around ~aj is dj (we systematically neglect remainder
terms in this sketch) ∫

A
d~r F curl(iu,∇u) '

∑
j∈J

2πF (aj)dj . (4.14)

Minimizing the sum of the first and the last term with respect to t yields t ∝ ε3/2| log ε|1/2 (see also [CY]
for heuristics about the optimal size of the vortex core), which implies an estimate of the form∫

A
d~r g2 |∇u|2 '

∑
j∈J

2πg2(aj)|dj | log

(
ε| log ε|

t

)
'
∑
j∈J

πg2(aj)|dj || log ε|. (4.15)

In Subsections 4.3 and 4.4 we give a rigorous version of this heuristic analysis. The main tools were
originally introduced in the context of GL theory (we refer to [BBH2, SS] and references therein). The
method of growth and merging of vortex balls introduced independently by Sandier [Sa] and Jerrard [J]
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provides a lower bound of the form (4.15) (see Subsection 4.3). On the other hand, the jacobian estimates
of Jerrard and Soner [JS] allow to deduce in Subsection 4.4 that

curl(iu,∇u) '
∑
j∈J

2πdjδ(~r − ~aj), (4.16)

i.e., the vorticity measure of u is close to a sum of Dirac masses. This implies an estimate of the form
(4.14).
Having performed this analysis, the role of the critical velocity becomes clear: We have essentially (note
that the boundary term is negligible in a first approach)

E [u] '
∑
j∈J

2π|dj |
(

1

2
g2(aj)| log ε|+ F (aj)

)
. (4.17)

If Ω0 > (3π)−1 the sum in the parenthesis is positive for any ~aj in the bulk (see the Appendix), which
means that vortices become energetically unfavorable.
So far we have assumed that the zeros of u were isolated in small ‘vortex’ balls. One can show that this
is indeed the case by exploiting upper bounds to F [u] (this energy controls, via the co-area formula the
size of the set where |u| is no close to 1). We derive a first bound from our a priori estimate on E [u]
(4.4) in Subsection 4.1. We emphasize however that this first bound is not strong enough to construct
vortex balls in the whole annulus A. To get around this point we split in Subsection 4.3 the annulus into
cells, and distinguish between two type of cells. In ‘good’ cells we have the proper control and perform
locally the vortex balls construction. On the other hand we are able to show that there are relatively
few ‘bad’ cells where the construction is not possible. Thus the analysis in the good cells allows to get
lower bounds for E [u]. These bounds can in turn be used to improve our control on F [u] and reduce the
number of bad cells. The analysis can then be repeated, but now on a larger set. Finally we see that
there are no bad cells. Such an induction process is ‘hidden’ at the end of the proof of Proposition 4.1 in
Subsection 4.5 (see in particular the discussion after (4.102)).

4.1 Preliminaries

We first give some elementary estimates on B and F that we need in our analysis:

Lemma 4.1 (Useful properties of ~B and F ).

Let ~B and F be defined in (4.1) and (4.10) respectively. We have

‖B‖L∞(A) ≤ Cε−1, (4.18)

‖F‖L∞(A) ≤ Cε−1, (4.19)

‖∇F‖L∞(A) ≤ Cε−2| log ε|−1, (4.20)

|F (1)| =
∣∣∣∣∫ 1

R<

ds g2(s) ~B(s) · ~eϑ
∣∣∣∣ ≤ C. (4.21)

Moreover there is a constant C such that

|F (r)| ≤ C min

(
|r −R<|

ε
g2(r), 1 +

C

ε2| log ε|
|r − 1|

)
(4.22)

for any ~r ∈ A.

Proof. We have
~B(r) =

(
(Ω− [Ω])r + [Ω](r − r−1) + ω0r

−1
)
~eϑ
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so (4.18) is a consequence of |ω0| ≤ Cε−1 (see (3.10)) and the fact that |A| ∝ ε| log ε| (see (3.1) and (3.2))
and Ω ∝ ε−2| log ε|−1.
We obtain (4.20) from (2.25), (4.11) and (4.18). On the other hand F (R<) = 0, which implies that (4.19)
follows from (4.20) and |A| ∝ ε| log ε|. Moreover (4.21) is exactly the same as (3.11) in Proposition 3.2.
To prove (4.22) we prove that |F (r)| is smaller than both terms on the right-hand side. From equation
(4.10) we have

|F (r)| ≤ ‖B‖L∞(A)

∫ r

R<

ds g2(s) ≤ Cε−1

∫ r

R<

ds g2(s)

but g2 is increasing so ∫ r

R<

ds g2(s) ≤ g2(r)|r −R<|.

We deduce that |F (r)| is smaller than the first term on the right-hand side of (4.22). On the other hand,
using (4.20) and (4.21) we have immediately

|F (r)| ≤ C +
C

ε2| log ε|
|r − 1|

for some finite constant C. Thus (4.22) is proven.

We now prove the energy bounds that are the starting point for the vortex balls construction in
Subsection 4.3.

Lemma 4.2 (Preliminary energy bounds).
We have, for ε > 0 small enough,

F [u] ≤ C

ε2
, (4.23)

E [u] ≥ −C
ε2
. (4.24)

Proof. We have, using (4.18) together with the normalization of ΨGP,∣∣∣∣∫
A

d~r g2 ~B · (iu,∇u)

∣∣∣∣ ≤ 1

2

∫
A

d~r g2 |∇u|2 +
1

2

∫
A

d~r g2B2|u|2 ≤ 1

2

∫
A

d~r g2 |∇u|2 +
C

ε2
. (4.25)

Equation (4.24) immediately follows. We obtain (4.23) from (4.4):

F [u] = E [u] +

∫
A

d~r g2 ~B · (iu,∇u) ≤ O(ε∞) +

∣∣∣∣∫
A

d~r g2 ~B · (iu,∇u)

∣∣∣∣ ≤
1

2

∫
A

d~r g2 |∇u|2 +
C

ε2
≤ 1

2
F [u] +

C

ε2
. (4.26)

Subtracting 1
2F [u] from both sides of the last inequality we get (4.23).

4.2 Equation for u and Boundary Estimate

We first derive from the equations for ΨGP and g an equation satisfied by u:

Lemma 4.3 (Equation for u).
Let u be defined by (4.3). We have on A

−∇(g2∇u)− 2ig2 ~B · ∇u+ 2
g4

ε2

(
|u|2 − 1

)
u = λg2u (4.27)
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where λ ∈ R satisfies the estimate

|λ| ≤ C
(
|E [u]|+ 1

ε3/2| log ε|1/2
F [u]1/2

)
. (4.28)

Moreover u satisfies the boundary condition

∂ru = 0 on ∂B. (4.29)

Proof. In this proof we use the short hand notation

~̂
Ω = Ω̂~er := ([Ω]− ω0)~er. (4.30)

The equation for u is a consequence of the variational equation (1.5) satisfied by ΨGP,

−∆ΨGP − 2~Ω · ~LΨGP + 2ε−2
∣∣ΨGP

∣∣2 ΨGP = µGPΨGP, (4.31)

and that solved by g (see (2.22)),

−∆g +

(
Ωr − Ω̂

r

)2

g − Ω2r2 + 2ε−2g3 = µ̂GPg. (4.32)

Direct computations starting from (4.3) show that

−∆ΨGP =

(
− u∆g − g∆u− 2∇u · ∇g +

Ω̂2

r2
gu+

2

r2
g
~̂
Ω · ~Lu

)
eiΩ̂ϑ (4.33)

and

−2~Ω · ~LΨGP =

(
− 2g~Ω · ~Lu− 2ΩΩ̂gu

)
eiΩ̂ϑ. (4.34)

Plugging the equation for g in (4.33) we obtain

−∆ΨGP =
(
−g∆u− 2∇u · ∇g + µ̂GPgu+ 2ΩΩ̂gu− 2ε−2g3u+ 2g

~̂
Ω · ~Lu

)
eiΩ̂ϑ. (4.35)

Next, combining (4.31), (4.34) and (4.35), we have

−g∆u− 2∇u · ∇g +
2

ε2
g3
(
|u|2 − 1

)
u+

2

r2
g
~̂
Ω · ~Lu− 2g~Ω · ~Lu = λgu (4.36)

where
λ = µGP − µ̂GP. (4.37)

There only remains to multiply (4.36) by g and reorganize the terms to obtain (4.27).
The Neumann condition (4.29) is a straightforward consequence of the corresponding boundary conditions
for g and ΨGP.
We now turn to the proof of (4.28). Multiplying (4.27) by u∗ and integrating over A, we obtain, recalling
(3.8),

|λ| (1−O(ε∞)) ≤ |λ|
∫
A

d~r |ΨGP|2 = |λ|
∫
A

d~r g2|u|2 = E [u] +

∫
A

d~r
g4

ε2

(
|u|4 − 1

)
. (4.38)

Using Cauchy-Schwarz inequality∣∣∣∣∫
A

g4

ε2

(
|u|4 − 1

)∣∣∣∣ ≤ (∫
A

g4

ε2

(
|u|2 − 1

)2)1/2(∫
A

1

ε2

(
g2|u|2 + g2

)2)1/2

so (4.28) follows using the upper bounds (2.2) and (2.25) on g2|u|2 = |ΨGP|2 and g2 respectively together
with |A| ∝ ε| log ε|.
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We remark that the equation satisfied by u is exactly of the form that we would have obtained if u
had been a minimizer of E under a mass constraint for gu.

We are now able to estimate the circulation of u at the boundary of the unit ball:

Lemma 4.4 (Boundary estimate).
We have, for ε > 0 small enough,∫

∂B
dσ g2 |∂τu|2 +

∫
∂B

dσ
g4

ε2

(
1− |u|2

)2 ≤ C

ε3/2| log ε|1/2
F [u] +

C

ε
|E [u]|. (4.39)

Proof. The main idea is a Pohozaev-like trick, like in [BBH2, Theorem 3.2]. We multiply both sides of
(4.27) by (r −R>)~er · ∇u∗, then integrate over Ã ⊂ A (see (4.5) for the definition of Ã) and take the
real part. Recall that 1−R> ∝ ε| log ε|.
The first term is given by

− 1

2

∫
Ã

d~r
{

(r −R>)~er · ∇u∗ · ∇
(
g2∇u

)
+ (r −R>)~er · ∇u · ∇

(
g2∇u∗

)}
=∫

Ã
d~r

{(
1− R>

2r

)
g2 |∇u|2 +

1

2
g2 (r −R>)~er · ∇|∇u|2

}
=

1

2

∫
∂B

dσ g2 (1−R>) |∂τu|2 −
∫
Ã

d~r g (r −R>)~er · ∇g |∇u|2, (4.40)

where we have integrated by parts twice, remembering the Neumann boundary conditions for g and u on
∂B.
The third terms yields

1

ε2

∫
Ã

d~r
{

(r −R>)~er · ∇u∗g4(|u|2 − 1)u+ (r −R>)~er · ∇u g4(|u|2 − 1)u∗
}

=

1

2ε2

∫
Ã

d~r g4 (r −R>)~er · ∇
(
1− |u|2

)2
=

1

2ε2

∫
∂B

dσ (1−R>) g4
(
1− |u|2

)2−
1

ε2

∫
Ã

d~r

{(
1− R>

2r

)
g4
(
1− |u|2

)2
+ 2g3 (r −R>)~er · ∇g

(
1− |u|2

)2}
. (4.41)

Altogether we thus obtain

1

2
(1−R>)

∫
∂B

dσ

{
g2 |∂τu|2 +

g4

ε2

(
1− |u|2

)2}
=∫

Ã
d~r
{
g (r −R>)~er · ∇g |∇u|2 + 2ig2 (r −R>)~er · ∇u∗ ~B · ∇u

}
+

1

ε2

∫
Ã

d~r

{(
1− R>

2r

)
g4
(
1− |u|2

)2
+ 2g3 (r −R>)~er · ∇g

(
1− |u|2

)2}
+

λ

2

∫
Ã

d~r g2 (r −R>)~er · ∇|u|2. (4.42)

We then estimate the moduli of the terms of the r.h.s.. Obviously∫
Ã

d~r
g4

ε2

(
1− R>

2r

)(
1− |u|2

)2 ≤ F [u]. (4.43)

Using (4.6) and (4.18) we obtain∣∣∣∣ ∫
Ã

d~r ig2 (r −R>)~er · ∇u∗ ~B · ∇u
∣∣∣∣ ≤ C| log ε|

∫
Ã

d~r g2|∇u|2 ≤ C| log ε|F [u], (4.44)
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whereas, using the normalization of ΨGP, (4.23) and (4.28),∣∣∣∣λ2
∫
Ã

d~r g2 (r −R>)~er · ∇|u|2
∣∣∣∣ =

∣∣∣∣λ ∫
Ã

d~r g2u (r −R>)~er · ∇u∗
∣∣∣∣ ≤

Cε| log ε|
(
|E [u]|+ 1

ε3/2| log ε|1/2
F [u]1/2

)(∫
Ã

d~r g2|u|2
)1/2(∫

Ã
d~r g2|∇u|2

)1/2

≤

C| log ε| |E [u]|+ C| log ε|1/2

ε1/2
F [u]. (4.45)

Combining (2.50) with (4.7), we obtain∣∣∣∣ 1

ε2

∫
Ã

d~r g3 (r −R>)~er · ∇g
(
1− |u|2

)2∣∣∣∣ ≤
C| log ε|9/4

ε1/4

∫
Ã

d~r
1

ε2
g4(1− |u|2)2 ≤ C| log ε|9/4

ε1/4
F [u]. (4.46)

By similar arguments ∣∣∣∣∫
Ã

d~r g (r −R>)~er · ∇g |∇u|2
∣∣∣∣ ≤ C| log ε|9/4

ε1/4
F [u]. (4.47)

Gathering equations (4.42) to (4.47), we have

1

2
(1−R>)

∫
∂B

dσ

{
g2 |∂τu|2 +

g4

ε2

(
1− |u|2

)2} ≤ C| log ε| |E [u]|+ C| log ε|1/2

ε1/2
F [u]

and there only remains to divide by 1−R> ∝ ε| log ε| to get the result.

4.3 Cell Decomposition and Vortex Ball Construction

In this Subsection we aim at constructing vortex balls for u. Namely, we want to construct a collection of
balls whose radii are much smaller than the width of A and that cover the set where |u| is not close to 1.
The usual of way of performing this task is to exploit bounds on F [u]. Unfortunately, the bound (4.23)
is not sufficient for our purpose. It only implies that the area of the set where u can possibly vanish is of
order ε2| log ε|2, whereas the vortex balls method requires to cover it by balls of radii much smaller than
the width of A, which is O(ε| log ε|). However, the estimates of Lemma 4.2 are definitely not optimal
and can be improved by using a procedure of local vortex balls construction.
The idea is the following: If the bound (4.23) could be localized (in a sense made clear below), we could
construct vortex balls. As this is not the case we split the annulus A into regions where the bound can be
localized and therefore vortex balls can be constructed as usual, and regions where this is not the case.

Definition 4.1 (Good and bad cells).
We cover A with (almost rectangular) cells of side length Cε| log ε|, using a corresponding division of
the angular variable. We denote by N ∝ ε−1| log ε|−1 the total number of cells and label the cells as
An, n ∈ {1, ..., N}. Let 0 ≤ α < 1

2 be a parameter to be fixed later on.

• We say that An is an α-good cell if∫
An

d~r

{
g2 |∇u|2 +

g4

ε2

(
1− |u|2

)2} ≤ | log ε|
ε

ε−α. (4.48)

We denote by NG
α the number of α-good cells and GSα the (good) set they cover.
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• We say that An is an α-bad cell if∫
An

d~r

{
g2 |∇u|2 +

g4

ε2

(
1− |u|2

)2}
>
| log ε|
ε

ε−α. (4.49)

We denote by NB
α the number of α-bad cells and BSα the (bad) set they cover.

Note that the annulus A has a width ` ∝ ε| log ε| (which implies that N ∝ ε−1| log ε|−1) so that we
are actually dividing it into bad cells where there is much more energy that what would be expected from
the localization of the bound (4.23) (namely C`ε−2 ∝ ε−1| log ε|) and regions (good cells) of reasonably
small energy. A first consequence of this is, neglecting the good cells and using (4.23),

NB
α ≤

ε

| log ε|
εαF [u] ≤ C

ε| log ε|
εα � N, (4.50)

i.e., there are very few α-bad cells. A consequence of the refined bound (4.8) that we are aiming at is
that there are actually no α-bad cells at all.

We now construct the vortex balls in the good set. The proof is merely sketched because it is an
adaptation of well-established methods (see [SS] and references therein). Note that the construction is
possible only in the subdomain Ã where the density is large enough.

Proposition 4.2 (Vortex ball construction in the good set).
Let 0 ≤ α < 1

2 . There is a certain ε0 so that, for ε ≤ ε0 there exists a finite collection {Bi}i∈I :=
{B(~ai, %i)}i∈I of disjoint balls with centers ~ai and radii %i such that

1.
{
~r ∈ GSα ∩ Ã : ||u| − 1| > | log ε|−1

}
⊂ ∪Ii=1Bi,

2. for any α-good cell An,
∑
i,Bi∩An 6=∅ %i = ε| log ε|−5.

Setting di := deg{u, ∂Bi}, if Bi ⊂ Ã ∩GSα, and di = 0 otherwise, we have the lower bounds∫
Bi

d~r g2 |∇u|2 ≥ 2π

(
1

2
− α

)
|di|g2(ai) |log ε|

(
1− C log |log ε|

|log ε|

)
. (4.51)

Proof. We begin by covering the subset of GSα ∩Ã where u can possibly vanish by balls of much smaller
radii than those announced in the Proposition. Let An be an α-good cell. We have, using (4.7) and
(4.48),∫

An∩Ã
d~r

{
|∇u|2 +

1

ε3| log ε|3
(
1− |u|2

)2} ≤
Cε| log ε|3

∫
An

d~r

{
g2 |∇u|2 +

g4

ε2

(
1− |u|2

)2} ≤ C| log ε|4ε−α.

Then, using the Cauchy-Schwarz inequality,∫
An∩Ã

d~r
|∇|u||

∣∣1− |u|2∣∣
ε3/2| log ε|3/2

≤ C| log ε|4ε−α

and the coarea formula implies∫
t∈R+

dt

∣∣1− t2∣∣
ε3/2| log ε|3/2

H1
({
~r ∈ An ∩ Ã : |u|(~r) = t

})
≤ C| log ε|4ε−α,
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Figure 1: Initial collection of vortex balls

where H1 stands for the 1-dimensional Hausdorff measure. We argue as in [SS, Propositions 4.4 and 4.8]
to deduce from this that the set {~r ∈ An ∩ Ã : ||u| − 1| > | log ε|−1} can be covered by a finite number

of disjoint balls {B(~̃aj , %̃j)}j∈J with
∑
j∈J %̃j ≤ Cε3/2−α| log ε|13/2. Doing likewise on each α-good cell,

we get a collection {B(~̃ai, %̃i)}i∈I , covering {~r ∈ GSα ∩ Ã : ||u| − 1| > | log ε|−1} and satisfying∑
i∈I,B(~̃ai,%̃i)∩An 6=∅

%̃i ≤ Cε3/2−α| log ε|13/2, for any α-good cell An. (4.52)

The balls in this collection may overlap because we have constructed them locally in the cells. However,
by merging the balls that intersect as in [SS, Lemma 4.1], we can construct a finite collection of disjoint

balls (still denoted by B(~̃ai, %̃i)) satisfying the same bounds on their radii and still covering {~r ∈ GSα∩Ã :
||u| − 1| > | log ε|−1}.
The collection B(~̃ai, %̃i) is represented in Figure 1. The gray regions are those were u could vanish, i.e.,
bad cells and vortex balls. The dashed circle is the inner boundary of Ã.
We now let the balls in our initial collection grow and merge using the method described in [SS, Section

4.2], adding lower bounds on the conformal annuli constructed. In brief, the idea is to introduce a process
parametrized by a variable t (interpreted as ‘time’) so that, as t increases, the balls will grow all with
the same dilatation factor. There are two phases in the process: When balls grow independently their
radii get multiplied by some factor, say m(t), and we add lower bounds to the kinetic energy of u on the
annuli between the initial and grown balls. When two or more balls hit, we merge them into larger balls
(see [SS, Lemma 4.1]), and continue with the growing phase. Figure 2 shows this process.
The lower bounds on the annuli are obtained by integrating the kinetic energy over circles centered at
the balls centers ~ai during the growth phases:∫

B(~ai,m(t)%i)\B(~ai,%i)

d~r |∇u|2 ≥ 2πd2
i log (m(t))

(
1− | log ε|−1

)
, (4.53)

where di := deg{u, ∂B(~ai, %i)}.
The main point in this computation is that ||u| − 1| < | log ε|−1 (in particular u can not vanish) between
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Figure 2: Growth and merging process

the circles ∂B(~ai, %i) and ∂B(~ai,m(t)%i). Thus the degree of u is di on any circle ∂B(~ai, %) with %i < % <
m(t)%i.
To add the lower bounds obtained during the different growth phases we use that if two balls, say B(~ap, %p)
and B(~aq, %q) merge into a new ball B(~as, %s) one has always d2

p + d2
q ≥ |dp|+ |dq| ≥ |dp + dq| = |ds|. This

accounts for the fact that we get a factor |di| in (4.51), whereas the factor in (4.53) is d2
i .

We stop the process when we have a collection of disjoint balls {Bi}i∈I := {B(~ai, %i)}i∈I satisfying the
condition 2 of Proposition 4.2 (the property 1 is satisfied by construction, since it holds true for the initial
family of balls), i.e., the balls are large enough, so that we have∫

B(~ai,%i)

d~r |∇u|2 ≥ 2π

(
1

2
− α

)
|di| |log ε|

(
1− C log |log ε|

|log ε|

)
, (4.54)

where di := deg{u, ∂Bi}, if Bi ⊂ GSα ∩ Ã, and di = 0 otherwise. The final configuration is drawn in
Figure 3.

The logarithmic factor
(

1
2 − α

)
|log ε|

(
1− C log|log ε|

|log ε|

)
comes from the logarithm of the dilatation factor

of the collections of balls, i.e., ∑
i∈I %i∑
i∈Ĩ %̃i

≥ Cεα−1/2| log ε|−23/2.

On the other hand, using (2.30) and the fact that |∇ρTF| ≤ Cε−2| log ε|−2 (see (1.11)), we have∣∣∣∣min
~r∈Bi

g2(r)− g2(ai)

∣∣∣∣ ≤ C (ε1/2| log ε|3/2
∥∥ρTF

∥∥
L∞(A)

+

∣∣∣∣min
~r∈Bi

ρTF(r)− ρTF(ai)

∣∣∣∣) ≤
C
(
ε−1/2| log ε|1/2 + ε−2| log ε|−2%i

)
≤ Cε−1| log ε|−7 ≤ C| log ε|−4g2(ai), (4.55)

because ~ai ∈ Ã and %i ≤ Cε| log ε|−5. We conclude from (4.54) and (4.55) that the lower bound (4.51)
holds on each ball we have constructed by bounding below g2 with its minimum on the ball Bi. The error
min~r∈Bi g

2(~r)− g2(ai) can then be absorbed into the g2(ai) log | log ε| term.
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Figure 3: Final configuration of cells and vortex balls.

4.4 Jacobian Estimate

We now turn to the jacobian estimate. With the vortex balls that we have constructed, it is to be
expected that in the α-good set the vorticity measure of u will be close to a sum of Dirac masses

curl(iu,∇u) '
∑
i∈I

diδ(~r − ~ai),

where δ(~r−~ai) stands for the Dirac mass at ~ai. Indeed, outside of the balls |u| ' 1, so curl(iu,∇u) ' 0,
and the balls have very small radii compared to the size of A.
Proposition 4.3 gives a rigorous statement of this fact. Note that we can quantify the difference between
curl(iu,∇u) and

∑
i diδ(~r − ~ai) in terms of the energy only in the domain Ã where the density is large

enough.

Proposition 4.3 (Jacobian estimate).
Let 0 ≤ α < 1

2 and φ be any piecewise-C1 test function with compact support

supp(φ) ⊂ Ã ∩GSα.

Let {Bi}i∈I := {B(~ai, %i)}i∈I be a disjoint collection of balls as in Proposition 4.2. Setting di :=

deg{u, ∂Bi}, if Bi ⊂ Ã ∩GSα, and di = 0 otherwise, one has∣∣∣∣∑
i∈I

diφ(~ai)−
∫
GSα∩Ã

d~r φ curl(iu,∇u)

∣∣∣∣ ≤ C ‖∇φ‖L∞(GSα) ε
2| log ε|−2F [u]. (4.56)

Proof. We argue as in [SS, Chapter 6]. We first introduce a function ξ : R+ → R+ as follows: ξ(x) = 2x,
if x ∈ [0, 1/2], and ξ(x) = 1, if x ∈ [1/2,+∞[. This function satisfies

• ξ(t) ≤ 2t and ξ′(t) ≤ 2,

• |ξ(t)− t| ≤ |1− t| and |ξ(t)− 1| ≤ |1− t|,
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•
∣∣ξ(t)2 − t2

∣∣ ≤ 3t |1− t|,

and we define w as a regularization of u (in the sense that |w| = 1 and therefore curl(iw,∇w) = 0 when
|u| is far enough from 0):

w =
ξ(|u|)
|u|

u. (4.57)

Remark that we have (iw,∇w) = |w|2
|u|2 (iu,∇u) and this has a meaning even if u vanishes. By integrating

by parts on GSα ∩ Ã and using the assumptions on φ, one has∫
GSα∩Ã

d~r [curl(iu,∇u)− curl(iw,∇w)]φ =∫
∂B

dσ [(iu, ∂τu)− (iw, ∂τw)]φ−
∫
GSα∩Ã

d~r [(iu,∇u)− (iw,∇w)]∇⊥φ. (4.58)

For the first term we have easily∣∣∣∣∫
∂B

dσ [(iu, ∂τu)− (iw, ∂τw)]φ

∣∣∣∣ ≤ C ∫
∂B

dσ |(iu, ∂τu)φ| . (4.59)

We turn to the second term in the r.h.s. of (4.58):∣∣∣∣ ∫
GSα∩Ã

dσ [(iu,∇u)− (iw,∇w)]∇⊥φ
∣∣∣∣ ≤ ‖∇φ‖L∞(GSα)

∫
Ã

d~r |(iu,∇u)− (iw,∇w)| ≤

‖∇φ‖L∞(GSα)

∫
Ã

d~r

(
|u|2 − |w|2

)
|u|

|∇u| ≤ ‖∇φ‖L∞(GSα) ‖1− |u|‖L2(Ã) ‖∇u‖L2(Ã) ≤

C ‖∇φ‖L∞(GSα) ε
5/2| log ε|9/2F [u] (4.60)

using the properties of ξ, the Cauchy-Schwarz inequality, the definition (4.2) of F [u], g2 ≥ Cε−1| log ε|−3

on Ã and (1− |u|)2 ≤
(
1− |u|2

)2
.

We now evaluate ∫
GSα∩Ã

d~r curl(iw,∇w)φ =
∑
i∈I

∫
Bi∩Ã

d~r curl(iw,∇w)φ, (4.61)

which follows from the fact that ||u| − 1| < | log ε|−1 outside ∪i∈IBi, so that |w| = 1 and curl(iw,∇w) = 0
outside ∪i∈IBi. If Bi ⊂ Ã ∩GSα, we have∫

Bi
d~r |curl(iw,∇w)| |φ(~r)− φ(~ai)| ≤ C ‖∇φ‖L∞(Bi)

%i

∫
Bi

d~r |∇u|2 (4.62)

and ∫
Bi

d~r curl(iw,∇w) = deg{u, ∂Bi} = di (4.63)

by definition of w and di. On the other hand, if Bi * Ã ∩GSα then Bi ∩ ∂
(
Ã ∩GSα

)
6= ∅ and thus

∣∣∣∣ ∫
Bi∩Ã

d~r curl(iw,∇w)φ

∣∣∣∣ ≤ ∫
Bi∩Ã∩GSα

d~r |φ||∇w|2 ≤ 4

∫
Bi∩Ã∩GSα

d~r |φ||∇u|2 ≤

C ‖∇φ‖L∞(Bi) %i

∫
Bi∩Ã∩GSα

d~r |∇u|2, (4.64)
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because |∇w| ≤ 2|∇u| and φ is supported in the interior of Ã ∩ GSα. Gathering equations (4.58) to
(4.64), we obtain∣∣∣∣∑

i∈I
diφ(~ai)−

∫
GSα∩Ã

d~r φ curl(iu,∇u)

∣∣∣∣ ≤ C ‖∇φ‖L∞(GSα) ε
5/2| log ε|9/2F [u]+

C
∑
i

‖∇φ‖L∞(Bi) %i

∫
Bi∩Ã∩GSα

d~r |∇u|2 (4.65)

and the result follows because, using %i ≤ ε| log ε|−5 and (4.7),

∑
i

‖∇φ‖L∞(Bi) %i

∫
Bi∩Ã∩GSα

d~r |∇u|2 ≤ C ‖∇φ‖L∞(GSα) ε
2| log ε|−2

∑
i

∫
Bi∩Ã∩GSα

d~r g2|∇u|2 ≤

C ‖∇φ‖L∞(GSα) ε
2| log ε|−2F [u]. (4.66)

Note that (4.56) is equivalent to saying that the
(
C1
c (Ã ∩GSα)

)∗
norm of curl(iu,∇u)−

∑
i diδ(~r−~ai)

is controlled by the energy.

4.5 Completion of the Proof of Proposition 4.1

We now complete the proof of Proposition 4.1, collecting the estimates of the preceding Subsections.
We want to avoid any unwanted boundary term when performing integrations by parts in the proof below.
Indeed, our radial frontiers between the good set and the bad set are somewhat artificial and have no
physical interpretation. Therefore it is difficult to estimate integrals on this boundaries.
To get around this point we need to introduce an azimuthal partition of unity on the annulus in order to
‘smooth’ the radial boundaries appearing in our construction. This requires new definitions:

Definition 4.2 (Pleasant and unpleasant cells).
Recall the covering of the annulus A by cells An, n ∈ {1, .., N}. We say that An is

• an α-pleasant cell if An and its two neighbors are good cells. We note PSα the union of all α-
pleasant cells and NP

α their number,

• an α-unpleasant cell if either An is a bad cell, or An is a good cell but its two neighbors are bad
cells. We note UPSα the union of all α-unpleasant cells and NUP

α their number,

• an α-average cell if An is a good cell but exactly one of its neighbors is not. We note ASα the union
of all α-average cells and NA

α their number.

Remark that one obviously has, recalling (4.50),

NUP
α ≤ 3

2
NB
α � N (4.67)

and
NA
α ≤ 2NB

α � N. (4.68)

The average cells will play the role of transition layers between the pleasant set, where we will use the
tools of Subsections 4.3 and 4.4, and the unpleasant set, where we have little information and therefore
have to rely on more basic estimates (like those we used in the proof of Lemma 4.2). To make this precise
we now introduce the azimuthal partition of unity we have announced.
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Let us label UPSlα, l ∈ {1, . . . , L}, and PSmα ,m ∈ {1, . . . ,M}, the connected components of the α-
unpleasant set and α-pleasant set respectively. We construct azimuthal positive functions, bounded
independently of ε, denoted by χU

l and χP
m (the labels U and P stand for “pleasant set” and “unpleasant

set”) so that

χU
l := 1 on UPSlα,

χU
l := 0 on PSmα , ∀m ∈ {1, . . . ,M} , and on UPSl

′

α , ∀l′ 6= l,

χP
m := 1 on PSmα ,

χP
m := 0 on UPSlα, ∀l ∈ {1, . . . , L} , and on PSm

′

α , ∀m′ 6= m,∑
m

χP
m +

∑
l

χU
l = 1 on A. (4.69)

It is important to note that each function so defined varies from 0 to 1 in an average cell. A crucial
consequence of this is that we can take functions satisfying∣∣∇χU

l

∣∣ ≤ C

ε| log ε|
,

∣∣∇χP
m

∣∣ ≤ C

ε| log ε|
, (4.70)

because the side length of a cell is ∝ ε| log ε|. For example one can choose this partition of unity to be
constituted of piecewise affine functions of the angle.
We will use the short-hand notation

χin :=

M∑
m=1

χP
m, (4.71)

χout :=

L∑
l=1

χU
l . (4.72)

The subscripts ‘in’ and ‘out’ refer to ‘in the pleasant set’ and ‘out of the pleasant set’ respectively.
We would like to use the jacobian estimate of Proposition 4.3 with φ = χinF , which support is not

included in Ã buy only in A (moreover it does not vanish on ∂B). We will thus need a radial partition
of unity: We introduce two radii R+

cut and R−cut as

R+
cut := 1− ε| log ε|−1, (4.73)

R−cut := R> + ε| log ε|−1. (4.74)

Let ξin(r) and ξout(r) be two positive radial functions satisfying

ξin(r) := 1 for R−cut ≤ r ≤ R+
cut,

ξin(r) := 0 for R< ≤ r ≤ R> and for r = 1,

ξout(r) := 1 for R< ≤ r ≤ R>,
ξout(r) := 0 for R−cut ≤ r ≤ R+

cut,

ξin + ξout = 1 on A. (4.75)

For example ξin and ξout can be defined as piecewise affine functions of the radius. Moreover, because of
(4.73) and (4.74), we can impose

|∇ξin| ≤
C| log ε|

ε
, |∇ξout| ≤

C| log ε|
ε

. (4.76)

The subscripts ‘in’ and ‘out’ refer to ‘inside Ã’ and ‘outside of Ã’ respectively.
In the sequel {Bi}i∈I := {B(~ai, %i)}i∈I is a collection of disjoint balls as in Proposition 4.2. For the

sake of simplicity we label Bj , j ∈ J ⊂ I, the balls such that Bj ⊂ Ã ∩GSα.
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Proof of Proposition 4.1.
Recall the properties of F (4.11). By integration by parts, we have∫
A

d~r
{
g2 |∇u|2 − g2 ~B · (iu,∇u)

}
=

∫
A

d~r
{
g2 |∇u|2 + F curl(iu,∇u)

}
−
∫
∂B

dσ F (1)(iu, ∂τu) (4.77)

and we are going to evaluate the three terms using our previous results. We begin with a lower bound
on the kinetic term in (4.77), using Proposition 4.2. We introduce a parameter γ to be fixed later in the
proof and estimate∫

A
d~r g2 |∇u|2 ≥ (1− γ)

∑
j∈J

∫
Bj

d~r ξing
2|∇u|2 + (1− γ)

∫
A

d~r ξoutg
2|∇u|2 + γ

∫
A

d~r g2 |∇u|2 . (4.78)

Using the lower bound (4.51), we have∫
Bj

d~r ξing
2|∇u|2 ≥ ξin(aj)

∫
Bj

d~r g2|∇u|2 +

(
inf
~r∈Bj

ξin(r)− ξin(aj)

)∫
Bj

d~r g2|∇u|2 ≥(
1

2
− α

)
|dj |ξin(aj)g

2(aj) |log ε|
(

1− C log |log ε|
|log ε|

)
− C

| log ε|4

∫
Bj

d~r g2|∇u|2. (4.79)

The estimate of infBj ξin − ξin(aj) is a consequence of (4.76) combined with %j ≤ Cε| log ε|−5.
We now compute∫
A

d~rF curl(iu,∇u) =

∫
A

d~r [ξinχinF curl(iu,∇u) + ξoutχinF curl(iu,∇u) + χoutF curl(iu,∇u)] . (4.80)

We can use Proposition 4.3 to estimate the first term because ξinχinF is a piecewise-C1 function with
support included in Ã ∩GSα. We obtain∫
A

d~r ξinχinF curl(iu,∇u) ≥
∑
j∈J

djF (aj)ξin(aj)χin(~aj)−C ‖∇(ξinχinF )‖L∞(GSα) ε
2| log ε|−2F [u]. (4.81)

Now, using (4.19), (4.20), (4.70) and (4.76), we have

‖∇(ξinχinF )‖L∞(A) ≤
C| log ε|
ε2

,

so that ∫
A

d~r ξinχinF curl(iu,∇u) ≥
∑
j∈J

djF (aj)ξin(aj)χin(~aj)− C| log ε|−1F [u]. (4.82)

The second term in the r.h.s. of (4.80) is simply bounded below as follows∫
A

d~r ξoutχinF curl(iu,∇u) ≥ −
∫
A

d~r ξout|F ||∇u|2. (4.83)

We now estimate the third term in the r.h.s. of (4.80): We integrate by parts back to get∫
A

d~r χoutF curl(iu,∇u) ≥ −
∫
A

d~r∇⊥(χoutF ) · (iu,∇u)− C
∫
∂B

dσ |F (1)| |(iu, ∂τu)| , (4.84)

but ∫
A

d~r∇⊥(χoutF ) · (iu,∇u) =

∫
A

d~r
{
F∇⊥(χout) · (iu,∇u) + χoutg

2 ~B · (iu,∇u)
}

(4.85)
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and the second term can be bounded using the same computations as in the proof of Lemma 4.2:∫
A

d~r χoutg
2 ~B · (iu,∇u) ≤ δ

∫
A

d~r χoutg
2|∇u|2 + Cδ−1

∫
A

d~r χoutg
2B2|u|2,

where δ is a parameter to be fixed later. For the first term in (4.85) we use (4.22):∣∣∣∣∫
A

d~r∇⊥(χout)F · (iu,∇u)

∣∣∣∣ ≤ Cε−1

∫
A

d~r
∣∣∇⊥χout

∣∣ |r −R<| g2|u||∇u| ≤

δ

∫
{∇χout 6=0}

d~r g2|∇u|2 +
C

δε2

∫
{∇χout 6=0}

d~r g2|u|2.

The second inequality uses |1−R<| ∝ ε| log ε| and (4.70).
We inject the preceding computations in (4.84), taking into account that B ≤ Cε−1. We also note that
we have χout 6= 0 and/or ∇χout 6= 0 only in the unpleasant set and the average set, so∫

A
d~r χoutF curl(iu,∇u) ≥

− Cδ
∫
UPSα∪ASα

d~r g2|∇u|2 − C

δε2

∫
UPSα∪ASα

d~r g2|u|2 − C
∫
∂B

dσ |F (1)| |(iu, ∂τu)| . (4.86)

We gather equations (4.78), (4.79), (4.80), (4.82), (4.83) and (4.86) to obtain (recalling that |χin| ≤ 1)∫
A

d~r
{
g2 |∇u|2 + F curl(iu,∇u)

}
≥∑

j∈J
ξin(aj)|dj |

[
(1− γ)

(
1

2
− α

)
g2(aj) |log ε|

(
1− C log |log ε|

|log ε|

)
− |F (aj)|

]
+

(1− γ)

∫
A

d~r ξoutg
2|∇u|2 −

∫
A

d~r ξout|F ||∇u|2 − C
∫
∂B

dσ |F (1)| |(iu, ∂τu)|+

(γ − δ)
∫
A

d~r g2|∇u|2 − C

δε2

∫
UPSα∪ASα

d~r g2|u|2 − C| log ε|−1F [u]. (4.87)

We choose now the parameters in (4.87) as follows:

γ = 2δ =
log | log ε|
| log ε|

, α = α̃
log | log ε|
| log ε|

, (4.88)

where α̃ is a large enough constant (see below). This choice allows to bound the terms in (4.87) from
below: Indeed, if Ω0 > (3π)−1, we have from Proposition A.2

1

2
g2(aj) |log ε| − |F (aj)| ≥

C

ε

for any ~aj ∈ Ã and thus

(1− γ)

(
1

2
− α

)
g2(aj) |log ε|

(
1− C log |log ε|

|log ε|

)
− |F (aj)| ≥

1

2
g2(aj) |log ε| − |F (aj)| − Cg2(aj) log |log ε| ≥ C

ε
− C log |log ε|

ε |log ε|
> 0 (4.89)
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where we have used (2.25).
On the other hand, by the definition of ξout, for any ~r ∈ supp(ξout), we have either

|r −R<| ≤ Cε| log ε|−1 (4.90)

or
|r − 1| ≤ Cε| log ε|−1. (4.91)

Therefore, using (4.22), we have in the first case

|F (r)| ≤ C g2(r)

| log ε|
.

In the second case (4.22) yields

|F (r)| ≤ C

ε| log ε|2

but (2.30) shows that, if ~r satisfies (4.91),

g2(r) ≥ C

ε| log ε|
.

We conclude that
g2(r) ≥ C| log ε||F (r)| � |F (r)| (4.92)

for any ~r ∈ supp(ξout) and thus

(1− γ)

∫
A

d~r ξoutg
2|∇u|2 −

∫
A

d~r ξout|F ||∇u|2 ≥ 0. (4.93)

Finally we have from (4.87), (4.89) and (4.93)∫
A

d~r
{
g2 |∇u|2 + F curl(iu,∇u)

}
≥ C log |log ε|

|log ε|

∫
A

d~r g2|∇u|2−

C
| log ε|

ε2 log |log ε|

∫
UPSα∪ASα

d~r g2|u|2 − C
∫
∂B

dσ |F (1)| |(iu, ∂τu)| − C| log ε|−1F [u]. (4.94)

Adding ∫
A

d~r
g4

ε2

(
1− |u|2

)2 − ∫
∂B

dσF (1)(iu, ∂τu)

to both sides of (4.94) and using (4.77), we get the lower bound

E [u] ≥ C
{

log |log ε|
|log ε|

F [u]− | log ε|
ε2 log |log ε|

∫
UPSα∪ASα

d~r g2|u|2 −
∫
∂B

dσ F (1)(iu, ∂τu)

}
, (4.95)

valid for ε small enough and Ω0 > (3π)−1. But g2|u|2 = |ΨGP|2 ≤ Cε−1| log ε|−1, whereas the side length
of a cell is O(ε| log ε|), thus∫

UPSα∪ASα
d~r g2|u|2 ≤ C

ε| log ε|
|UPSα ∪ASα| ≤ Cε| log ε|

(
NUP
α +NA

α

)
. (4.96)

Using (4.50), (4.67) and (4.68), we deduce∫
UPSα∪ASα

d~r g2|u|2 ≤ Cε| log ε|NB
α ≤ Cε2εαF [u]. (4.97)
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On the other hand (2.30) implies that g2(1) ≥ Cε−1| log ε|−1. Combining this fact with the upper bound
(2.2) yields

|u| ≤ C on ∂B (4.98)

and thus, using (4.21) and Cauchy-Schwarz inequality,∣∣∣∣∫
∂B

dσ F (1)(iu, ∂τu)

∣∣∣∣ ≤ C (∫
∂B

dσ |∂τu|2
)1/2

. (4.99)

Using Lemma 4.4 we conclude∣∣∣∣∫
∂B

dσ F (1)(iu, ∂τu)

∣∣∣∣ ≤ C (| log ε|1/2|E [u]|1/2 +
| log ε|1/4

ε1/4
F [u]1/2

)
. (4.100)

Combining (4.95), (4.97) and (4.100), we have

E [u] ≥ C
{

log |log ε|
|log ε|

F [u]− | log ε|
log | log ε|

εαF [u]− | log ε|1/2 |E [u]|1/2 − | log ε|1/4

ε1/4
F [u]1/2

}
. (4.101)

Recall the choice of α in (4.88): We choose now a constant α̃ > 2. Then

| log ε|
log | log ε|

εα =
| log ε|1−α̃

log | log ε|
� log |log ε|

|log ε|

and thus there exists a finite constant c such that

O(ε∞) ≥ E [u] ≥ c
(

log |log ε|
|log ε|

F [u]− | log ε|1/2|E [u]|1/2 − | log ε|1/4

ε1/4
F [u]1/2

)
(4.102)

where the upper bound comes from (4.4).
Since the sign of E [u] is not known, we might have two possible cases: If E [u] ≥ 0, (4.4) implies that
|E [u]| ≤ O(ε∞), which can be plugged in (4.102) yielding

O(ε∞) ≥ E [u] ≥ c
(

log |log ε|
|log ε|

F [u]− | log ε|1/4

ε1/4
F [u]1/2

)
(4.103)

This implies first

F [u] ≤ C | log ε|5/2

ε1/2 log | log ε|2

and, going back to (4.103),

E [u] ≥ −C | log ε|3/2

ε1/2 log | log ε|
which concludes the proof of Proposition 4.1, if E [u] ≥ 0.
On the opposite, if E [u] < 0, either

0 ≥ E [u] + c| log ε|1/2 |E [u]|1/2 ≥ c
(

log |log ε|
|log ε|

F [u]− | log ε|1/4

ε1/4
F [u]1/2

)
,

which implies the result as before, or E [u] ≤ C| log ε|, which gives

C| log ε|3/2 ≥ c
(

log |log ε|
|log ε|

F [u]− | log ε|1/4

ε1/4
F [u]1/2

)
,

and thus again (4.8) and (4.9).
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As already noted, the end of the proof could be formulated as an induction. Plugging the estimates
of Lemma 4.2 in (4.101) and using the upper bound on E [u] would yield improved estimates of F [u] and
|E [u]|, thus reducing the number of bad cells and improving the boundary estimate. The process could
then be repeated a large number of times, proving that there are no bad cells at all. The second term in
the lower bound (4.101) would then vanish and the process stop when the first term would reach the order
of magnitude of the last one (coming from the boundary estimate), thus giving the results of Proposition
4.1.

5 Energy Asymptotics and Absence of Vortices

In this Section we conclude the proofs of our main results. The proof of the energy asymptotics is a
straightforward combination of the results of Sections 3 and 4:

Proof of Theorem 1.2.
From Proposition 3.1 we have, using the simplified notation of Section 4,

EGP ≥ ÊGP
A,ω0

+ E [u]−O(ε∞)

which reduces to

EGP ≥ ÊGP
A,ω0

− C | log ε|3/2

ε1/2 log | log ε|

thanks to (4.9). Using a regularization of gA,ω0
as a trial function for the functional ÊGP

ω0
as in the proof

of Proposition 3.1, we get ÊGP
A,ω0

≥ ÊGP
ω0
−O(ε∞) and thus

EGP ≥ ÊGP
ω0
− C | log ε|3/2

ε1/2 log | log ε|
.

We conclude the proof of the lower bound recalling that, by definition,

ÊGP = inf
ω
ÊGP
ω ≤ ÊGP

ω0
.

For the upper bound
EGP ≤ ÊGP = ÊGP

ωopt

we simply use gωopt
(r) exp{i([Ω]− ωopt)ϑ} as a trial function for EGP.

The proof of the absence of vortices requires an additional ingredient:

Lemma 5.1 (Estimate for the gradient of uω0
).

Recall the definition of uω0
in (3.5). If Ω0 > (3π)−1, then there is a finite constant C such that

‖∇uω0
‖L∞(Ã) ≤ C

| log ε|3/2

ε3/2
. (5.1)

Proof. We use the short-hand notation defined at the beginning of Section 4 (in particular u = uω0
).

Recall the variational equation (4.27)

−∇
(
g2∇u

)
− 2ig2 ~B · ∇u+

2

ε2
g4
(
|u|2 − 1

)
u = λg2u. (5.2)

From this equation we get the pointwise estimate

|∆u| ≤ C
(
|∇g|
g
|∇u|+ |B||∇u|+ 1

ε2

∣∣g2
(
|u|2 − 1

)
u
∣∣+ |λ| |u|

)
, (5.3)
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holding true on A. Recalling that |ΨGP| ≤ ε−1/2| log ε|−1/2 and

g ≥ C

ε1/2| log ε|3/2
on Ã, (5.4)

we have
|u| ≤ C| log ε| on Ã. (5.5)

Thus, using (2.25),
1

ε2

∣∣g2
(
|u|2 − 1

)
u
∣∣ ≤ C | log ε|2

ε3
. (5.6)

On the other hand, estimating the chemical potential with (4.28) and plugging in the results of Proposition
4.1, we have

|λu| ≤ C|u|
(
|E [u]|+ 1

ε3/2| log ε|1/2
F [u]1/2

)
≤ C| log ε|7/4

ε7/4 log | log ε|
� | log ε|2

ε3
(5.7)

on Ã.
Combining (2.25), (2.50), (4.7) and (4.18) with (5.6) and (5.7), we deduce from (5.3)

‖∆u‖L∞(Ã) ≤ C
(
| log ε|3/4

ε5/4
‖∇u‖L∞(Ã) +

| log ε|2

ε3

)
.

From Gagliardo-Nirenberg inequality [N, Theorem at pg. 125], we deduce

‖∆u‖L∞(Ã) ≤ C
(
| log ε|3/4

ε5/4
‖∆u‖1/2

L∞(Ã)
‖u‖1/2

L∞(Ã)
+
| log ε|2

ε3

)
. (5.8)

Inserting (5.5), we conclude

‖∆u‖L∞(Ã) ≤ C
| log ε|2

ε3

and we get (5.1) by using (5.5) and the Gagliardo-Nirenberg inequality again.

We are now in position to complete the

Proof of Theorem 1.1.
The proof relies on a combination of (4.8) and (5.1), as in [BBH1].
Suppose that at some point ~r0 such that

Rh + 1
2ε| log ε|−1 ≤ r0 ≤ 1,

we have
||u(~r0)| − 1| ≥ ε1/8| log ε|3.

Then, using (5.1), there is a constant C such that, for any ~r ∈ B0 := B(~r0, Cε
13/8| log ε|3/2), we have

||u(~r)| − 1| ≥ 1
2ε

1/8| log ε|3.

This implies (recall (4.7)) ∫
B0

d~r
g4

ε2

(
1− |u|2

)2 ≥ C| log ε|3

ε1/2
,
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and thus (note that by the initial condition on r0, B0 ⊂ A)

F [u] ≥ C| log ε|3

ε1/2
, (5.9)

which is a contradiction with (4.8).
We have thus proven that (recall (5.5))

∣∣|ΨGP|2 − g2
∣∣ ≤ g2

∣∣|u|2 − 1
∣∣ ≤ C | log ε|3

ε7/8
(5.10)

on Ã =
{
Rh + ε| log ε|−1 ≤ r ≤ 1

}
. The result then follows by a combination of (2.30) and (5.10).

Remark 5.1 (Absence of vortices in a larger domain).
By direct inspection of the proof of Theorem 1.1, one can easily realize that we could have proven the
main result, i.e., the absence of vortices, in a domain larger than Ã, i.e., there is some freedom in the
choice of the bulk of the condensate.
More precisely the choice of a larger domain would have implied a worse lower bound on g2 via (2.30)
and in turn a worse remainder in (5.10), but at the same time this would have allowed the extension of
the no vortex result up to a distance of order ε| log ε|−a from Rh for some power a > 1.
We have however chosen to state the main result in Ã for the sake of simplicity.

The proof of the result about the degree of ΨGP is a corollary of the main result proven above:

Proof of Theorem 1.3.
We first note that the pointwise estimate in (5.10) implies that ΨGP does not vanish on ∂B, so that its
degree is indeed well defined. We then compute

2π deg{ΨGP, ∂B} = −i
∫
∂B

dσ
|ΨGP|
ΨGP

∂τ

(
ΨGP

|ΨGP|

)
= −i

∫
∂B

dσ
|u|
u
∂τ

(
u

|u|
ei([Ω]−ω0)ϑ

)
e−i([Ω]−ω0)ϑ =

2π ([Ω]− ω0)− i
∫
∂B

dσ
|u|
u
∂τ

(
u

|u|

)
. (5.11)

Then ∣∣∣∣ ∫
∂B

dσ
|u|
u
∂τ

(
u

|u|

) ∣∣∣∣ ≤ ∫
∂B

dσ

∣∣∣∣∂τ ( u

|u|

) ∣∣∣∣ ≤ C ∫
∂B

dσ |∂τu| , (5.12)

where we have used that |u| is bounded below by a constant on ∂B.
Finally, combining (4.39) and the results of Proposition 4.1, we obtain (recall that g2 ≥ Cε−1| log ε|−1

on ∂B) ∫
∂B
|∂τu|2 ≤

C| log ε|3

ε(log | log ε|)2
. (5.13)

Using the Cauchy-Schwarz inequality, we thus conclude from (5.11), (5.12) and (5.13) that

deg{ΨGP, ∂B} = [Ω]− ω0 +O
(
ε−1/2| log ε|3/2(log | log ε|)−1

)
. (5.14)

There only remains to recall that (see (3.10))

ω0 =
2

3
√
πε

+O(ε−1| log ε|−1/2)

and that an identical estimate applies to ωopt (see (3.16)).
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Remark 5.2 (Degree of a GP minimizer).
According to (5.14), we could have stated the result (1.21) about the degree of ΨGP in terms of ω0, i.e.,
the optimal giant vortex phase when the minimization problem is restricted to the annulus A, instead
of ωopt, i.e., the optimal giant vortex phase in the whole of B. Moreover the remainder in (5.14), i.e.,
O(ε−1/2| log ε|3/2(log | log ε|)−1), is much better than the one contained in the final result (1.21), i.e.,
O(ε−1| log ε|−1/2), which is inherited from (3.10) and (3.16). Note however that the latter remainder
is the best precision to which one can estimate the giant vortex phase in terms of the explicit quantity
2/(3
√
π)ε−1. For this reason and the fact that ωopt occurs more naturally in the analysis, we have used

it in (1.21).

Appendix A

In this Appendix we discuss some useful properties of the TF-like functionals involved in the analysis as
well as the critical angular velocity Ωc for the emergence of the giant vortex phase.

A.1 The TF Functionals

We start by considering the TF functional defined in (1.9):

ETF[ρ] :=

∫
B

d~r
{
−Ω2r2ρ+ ε−2ρ2

}
.

Its minimizer over positive functions in L1(B) is unique and is given by the radial density

ρTF(r) :=
1

2

[
ε2µTF + ε2Ω2r2

]
+

=
ε2Ω2

2

[
r2 −R2

h

]
+
, (A.1)

where the chemical potential is fixed by normalizing ρTF in L1(B), i.e.,

µTF := ETF + ε−2
∥∥ρTF

∥∥2

2
= −Ω2R2

h. (A.2)

Note that, if Ω ≥ 2/(
√
πε), the TF minimizer is a compactly supported function, since it vanishes outside

ATF, i.e., for r ≤ Rh, where

Rh :=

√
1− 2√

πεΩ
. (A.3)

The corresponding ground state energy can be explicitly evaluated and is given by

ETF = −Ω2

(
1− 4

3
√
πεΩ

)
. (A.4)

By (A.3) and (A.4) the annulus ATF has a shrinking width of order ε| log ε| and the leading order term in
the ground state energy asymptotics is −Ω2, which is due to the convergence of ρTF to a delta function
supported at the boundary of the trap.

In other Sections of the paper we often consider the restrictions of the functionals to domains D
strictly contained inside B (denoted by ETF

D ). However in the case of the TF functional there is no need
to make a distinction between ETF and ETF

D since all the ground state properties are basically independent
of the integration domain, provided ATF ⊂ D.

Another important TF-like functional is defined in (1.26) and includes the giant vortex energy con-
tribution, i.e.,

ÊTF
ω [ρ] :=

∫
B

d~r
{
−Ω2r2ρ+B2

ω(r)ρ+ ε−2ρ2
}

=

∫
B

d~r
{

([Ω]− ω)
2
r−2ρ+ ε−2ρ2

}
− 2Ω[Ω− ω], (A.5)
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where the potential ~Bω is defined in (1.25), ω ∈ Z and we have used the normalization in L1(B) of the
density in the last term.
The minimization is essentially the same as for (1.9): The normalized minimizer is

ρ̂TF
ω (r) :=

ε2

2

[
µ̂TF
ω − ([Ω]− ω)

2
r−2
]

+
, (A.6)

and the normalization condition becomes

1− R̂2
ω

R̂2
ω

+ log R̂2
ω =

2

πε2([Ω]− ω)2
, (A.7)

where we have denoted

R̂2
ω :=

([Ω]− ω)2

µ̂TF
ω

. (A.8)

With such a definition the minimizer (A.6) can be rewritten in a form very close to the TF minimizer
(A.1), i.e.,

ρ̃TF
ω (r) =

ε2([Ω]− ω)2

2R̂2
ωr

2

[
r2 − R̂2

ω

]
+
.

In order to make a comparison it would then be useful to evaluate the radius R̂ω but the equation (A.7)
has no explicit solution. However, since the right hand side of (A.7) tends to zero as ε → 0, we can
expand the left hand side assuming R̂−2

ω = 1 + δ for some δ � 1:

1

2
δ2 − 1

3
δ3 +O(δ4) =

2

πε2([Ω]− ω)2
,

which yields

1

R̂2
ω

− 1 = δ =
2√

πε([Ω]− ω)

[
1 +

2

3
√
πε([Ω]− ω)

+
1

9πε2([Ω]− ω)2
+O(ε−3Ω−3)

]
.

We thus have

R̂2
ω = 1− 2√

πε([Ω]− ω)
− 4

3πε2([Ω]− ω)2
+O(ε−3Ω−3) = R2

h +
2ω√
πεΩ2

− 4

3πε2Ω2
+O(ε3| log ε|3), (A.9)

and whether R̂ω is larger or smaller than Rh depends in a crucial way on the phase ω: In particular in
the case of the giant vortex phase ω0 (see Proposition 3.2), the sum of the two last terms in the above
expression vanishes to the leading order (see (3.10)), i.e., it is much smaller than O(ε2| log ε|2).
The ground state energy ÊTF is easy to compute:

ÊTF
ω = −2Ω ([Ω]− ω) +

πε2([Ω]− ω)4

4

(
R̂−2
ω − 1

)2

= −Ω2 +
4Ω

3
√
πε

+ ω2 − 4ω

3
√
πε

+
2

3πε2
+O(Ω),

and, assuming that |ω| ≤ O(ε−1), one can easily recognize that the leading term and the first remainder
coincide with (A.4), i.e., the energy ÊTF

ω is equal to ETF up to second order corrections:

ÊTF
ω = ETF +

[
ω − 2

3
√
πε

]2

+
2

9πε2
+O(ε−2| log ε|−1). (A.10)

This formula implies that ÊTF
ω is minimized by a phase which is given up to corrections of order

ε−1| log ε|−1/2 by

ωTF :=
2

3
√
πε
, (A.11)

and the same is true for the giant vortex phases ω0 (see Proposition 3.2 and (3.10)) and ωopt (see
Proposition 3.3 and (3.16)).
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A.2 The Critical Angular Velocity and the Vortex Energy

The last part of this Appendix is devoted to the study of the critical velocity Ωc, which is defined as the
angular velocity at which vortices disappear from the bulk of the condensate. To estimate this velocity
we have, according to the discussion in Section 4, to compare the vortex energy cost 1

2g
2(r)| log ε| and

the vortex energy gain |F (r)| (see (4.10)): This leads to the definition of the function

H(r) := 1
2g

2
A,ω0

(r)| log ε| − |Fω0
(r)| , (A.12)

which yields the overall energy contribution of a vortex at a radius ~r inside the bulk: If H is positive in
some region, then a vortex is energetically unfavorable there, and, if this holds true in the whole of the
bulk, the condensate is in the giant vortex phase.
Before studying the behavior of the above function H, it is however convenient to obtain an explicit
approximative value for the critical velocity and to this purpose we replace the density g2 with ρTF and
study the function

HTF(r) := 1
2 | log ε|ρTF(r)−

∣∣FTF(r)
∣∣ , (A.13)

where the cost function FTF is explicitly given by

FTF(r) :=

∫ r

Rh

ds ~BωTF(r) · ~eϑρTF(r) =
ε2Ω2

2

∫ r

Rh

ds
[
Ωs−

(
[Ω]− ωTF

)
s−1
]

(s2 −R2
h), (A.14)

with ωTF defined in (A.11).
In order to investigate the behavior of the infimum of HTF inside the bulk, it is convenient to rescale the
quantities and set

z := εΩ(r2 −R2
h), (A.15)

so that z varies on a scale of order one, i.e., more precisely z ∈ [0, 2/
√
π] (see (A.3)). With such a choice

the gain function can be easily estimated:

FTF(r) =
ε2Ω2

4

∫ r2−R2
h

0

dt t
[
Ω(t+R2

h)− [Ω] + ωTF
] (
t+R2

h

)−1
=

ε2Ω2

4

∫ r2−R2
h

0

dt t

(
Ωt− 4

3
√
πε

+O(1)

)(
1− 2√

πεΩ
+ t

)−1

=

1

4ε

∫ z

0

ds s

(
s− 4

3
√
π

+O(ε)

)(
1− 2√

πεΩ
+

s

εΩ

)−1

=

1

4ε

∫ z

0

ds s

(
s− 4

3
√
π

)
+O(| log ε|) =

z2

12ε

(
z − 2√

π

)
+O(| log ε|),

where we have used the approximation [1−O((εΩ)−1)]−1 = 1 +O((εΩ)−1).
Applying the same rescaling to the energy cost function, we thus obtain

HTF(r) :=
zH̃TF(z)

12ε
, (A.16)

where

H̃TF(z) = 3Ω0 − z
∣∣∣∣z − 2√

π
+O(ε| log ε|)

∣∣∣∣ = 3Ω0 − z
(

2√
π
− z
)
−O(ε| log ε|), (A.17)

since z ≤ 2/
√
π by the definition of the scaling. Now it is very easy to see that

H̃TF(z) ≥ 3Ω0 − π−1 −O(ε| log ε|),
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so that
min
~r∈A

[
HTF(r)

]
≥ Cε−1 > 0, (A.18)

for any Ω0 > (3π)−1 and ε small enough. We sum up this fact in the following

Proposition A.1 (TF vortex energy).
For any Ω0 > (3π)−1 and ε small enough, there exists a finite constant C such that HTF(r) ≥ Cε−1 > 0
for any ~r ∈ ATF.

We now go back to the original function H and show that the above property holds true as well, i.e.,
Ωc = (3π)−1ε−2| log ε|−1 is the critical velocity for the disappearance of vortices from the bulk of the
condensate (see (4.5) and (4.6) for the definition of Ã):

Proposition A.2 (Critical angular velocity).
If Ω0 > (3π)−1 and ε is small enough, there exists a finite constant C such that H(r) ≥ Cε−1 > 0 for
any ~r ∈ Ã.

Proof. The result basically follows from what is proven about HTF: We are indeed going to show that

sup
~r∈Ã

∣∣HTF(r)−H(r)
∣∣� Cε−1, (A.19)

so that the statement becomes a trivial consequence of Proposition A.1.
In order to prove the above inequality, we use the estimates (2.30) and (2.25) to get

sup
~r∈Ã

∣∣ρTF(r)− g2
A,ω0

(r)
∣∣ ≤ Cε1/2| log ε|7/2

∥∥ρTF
∥∥
∞ ≤ Cε

−1/2| log ε|5/2, (A.20)

and

sup
~r∈Ã

∣∣FTF(r)− Fω0
(r)
∣∣ ≤ ∫ R>

R<

ds |Bω0
(s)| g2

A,ω0
(s)+

Cε2Ω2
∣∣ω0 − ωTF

∣∣ ∫ 1

Rh

ds s−1(s2 −R2
h) + sup

~r∈Ã

∣∣ρTF(r)− g2
A,ω0

(r)
∣∣ ∫ 1

Rh

ds |Bω0
(s)| ≤

C
[
ε−1 |R> −R<| g2

A,ω0
(R>) + ε3Ω2| log ε|3/2 + ε−1/2| log ε|7/2

]
≤

C
[
| log ε|−1ρTF(R>) + ε−1| log ε|−1/2

]
≤ Cε−1| log ε|−1/2, (A.21)

where we have used (A.20), the monotonicity of gA,ω0
(r) (see Proposition 2.3) and the estimate (3.10).

Hence one obtains (A.19) and the final result trivially follows from Proposition A.1.
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