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Abstract

This paper focuses on the relationship between intonation and syntactic and
morphosyntactic information. Although intonation and syntax are both related to
dependencies between the different parts of a sentence, and are therefore related to
meaning, the precise influence of grammar on intonation is not clear. We describe
a novel method that uses syntactic and part-of-speech features in the framework
of corpus-based intonation modelling, and which integrates part of the phrasing
algorithm in the unit selection stage. Subjective tests confirm an improvement in
the quality of the resulting synthetic intonation: 75% of the sentences synthesised
with the new intonation model were considered to be better or much better than
the sentences synthesised using the old model, while only 7.5% of sentences were
rated as worse or much worse.

Key words: intonation modelling, unit selection, corpus based, syntax, POS,
phrasing

1 Introduction

One current reason for unnaturalness in synthetic intonation is the fact that
the influence of syntax and semantics on the intonation generation is not
accounted for (Prevost and Steedman (1993)). Most current intonation models
only make use of features such as number of syllables, accent distribution and
type of sentence, all of which are unrelated to the meaning of the sentence.

Intonation modelling is acknowledged to be one of the most relevant stages in
speech synthesis, since languages use intonation variations to mark important
parts of the discourse and dependencies between the different phrases (Pier-
rehumbert and Hirschberg (1990)). One of the functions of intonation is to
divide up sentences into sequences of chunks or phrases (Ladd (1996)). Called
prosodic structure, this plays a determining role both in naturalness and in-
telligibility (Ostendorf and Veilleux (1994)).

Syntax is the part of grammar that dictates how to coordinate and join words
together to compose sentences and express concepts, while morphosyntax is
the part of grammar that integrates morphology and syntax. From a practical
point of view, morphosyntax refers to the function of each word in a sentence (a
noun, for example), while syntax refers to the way in which words are put
together to form constituents (a noun phrase, for example 1 ).

1 We will use the term syntagma in this paper to refer to a syntactic phrase, in
order to avoid confusion with a prosodic phrase
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The relation between syntax and intonation has been widely discussed in the
literature. Although syntax is known to reflect dependencies among the dif-
ferent constituents of a sentence, it is not clear how it relates to intonation.
Prosodic phrases cannot simply be predicted from syntactic structure, since
prosodic boundaries do not always coincide with syntactic boundaries (Abney
(1992), Ostendorf and Veilleux (1994), D’Imperio et al. (2003)). Moreover,
sometimes it is the intonation itself which is used to clarify the correct syntax
from among several alternatives (Steedman (1990)).

Text-to-speech systems traditionally estimate the prosodic structure of sen-
tences by means of some kind of phrasing algorithm, implemented prior to the
prosody generation stage (Black et al. (1999), Möebius (1999), Hernáez et al.
(2001), Campillo and Banga (2006)). These phrasing algorithms make use of
syntactic and/or morphosyntactic features to decide the best place to insert
a phrase boundary within a sentence (Taylor and Black (1998), Koehn et al.
(2000)). Given the prosodic structure, most intonation models do not use syn-
tactic or morphosyntactic features to generate target intonation contours (van
Santen and Möbius (1999), Garrido (1996), Campillo and Banga (2006), Navas
(2003)). In this work we propose a novel approach that integrates part of the
phrasing algorithm into an intonation unit selection model. Syntactic and mor-
phosyntactic information–which we will refer to as grammatical information–is
used to decide the best place to insert a prosodic boundary and the emphasis
or strength of the accented syllables. Different prosodic structures are consid-
ered, and the best one is chosen according to the intonation units available in
the prosodic corpus.

The article is outlined as follows: Section 2 summarises the intonation hierar-
chy that will be assumed for the purposes of this paper; Section 3 describes
the corpus used in the study, and Section 4 gives a general overview of the
key features of an intonation unit selection model; Section 5 first describes the
experiments that were carried out to ascertain the influence of syntactic and
morphosyntactic context on the shape of the contours around the accented
syllable, and then follows up with the corresponding results and discussion;
Sections 6 and 7 describe different phrasing algorithms and the new approach
that combines phrasing and unit selection and Section 8 describes the cost
functions for the unit selection stage; Section 9 presents a subjective test that
demonstrates how the new method represents an improvement, and finally,
Section 10 is dedicated to our overall conclusions and future lines of research.

2 Intonation hierarchy

As mentioned in the introduction, it is generally assumed that one of the
functions of intonation is to divide up sentences into phrases (Ladd (1996)).
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Although the literature refers to several linguistic theories on intonation struc-
ture (see Beckman and Pierrehumbert (1986) and Ladd (1986), for English,
or Navarro (1977) for Spanish), many of them share a hierarchical struc-
ture with several levels that interact in different domains. The intonation
group (IG)–or intonational phrase, in the terminology of Beckman and Pier-
rehumbert (1986)–is the most widely accepted unit of description in intona-
tion (Garrido (1996)). It can be defined as a coherent intonation structure
with no important prosodic boundaries within it (Escudero (2002)). These
boundaries are hard to identify consistently (Ladd (1996)) since they vary
from a clear pause accompanied by a local f0 fall or rise to a subtle local
pitch change. Thus, another unit commonly used is the phonic group (PG),
defined in Navarro (1977) as the part of the discourse between two consecutive
pauses. As noted in Garrido (1996) there is a tendency to confuse these two
units, although their boundaries do not always coincide: a PG boundary is
always an IG boundary, but the reverse does not always hold true.

In this research we include these two groups. We will also refer to the ac-
cent group (AG) as a sequence of non-accented words ending in an accented
word. The intonation hierarchy will thus consist of a sentence containing a
sequence of PGs, with each PG containing a sequence of IGs, and with each
IG containing a sequence of AGs. Since every PG boundary implies an IG
boundary, we will use the term “intonation break” (IB) to refer to IG bound-
aries not associated with a pause. 2 Moreover, given that this study is limited
to the sentence domain, when talking about PG boundaries, we will only refer
to internal pauses, rather than sentence final boundaries. Figure 1 shows the
relation between the different intonation levels considered in this study.

Accent group Accent group

Intonation group

Accent group Accent group

Intonation group

Phonic group

Accent group Accent group

Intonation group

Accent group Accent group

Intonation group

Phonic group

Sentence

Fig. 1. Intonation hierarchy

This hierarchical model of PGs and AGS (and excluding the IGs) has already
been successfully applied to Galician and Spanish in Campillo and Banga
(2006). Consequently, another purpose of this article will be to study the
suitability of this intonation hierarchy for Galician and to find a method to
include the intonation group level in the intonation model.

2 In this paper we will draw a distinction between major phrasing, associated with
the estimation of PG boundaries, and minor phrasing, dedicated to the insertion of
intonation breaks.
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3 Corpus description

A Galician corpus was employed, consisting of recordings by two male pro-
fessional speakers, identified as speakers 1 and 2, and with an average funda-
mental frequency, respectively, of around 88 Hz and around 110 Hz. It consists
of two well differentiated sub-corpora: 807 sentences manually designed by an
expert linguist to be a good sample of the basic prosodic structures of the
Galician language (basic), and 559 sentences automatically selected to include
more complex syntactic structures (complex).

The work presented here is limited by the characteristics of this corpus, which
consistes of isolated sentences recorded in a neutral style. Consequently, fac-
tors related to discourse structure–such as controlling the focus of the sentence
or reflecting the intentions of the speaker (see Grosz and Sidner (1986) or Pier-
rehumbert and Hirschberg (1990), for example)–are beyond the scope of this
work.

This corpus is organised in terms of sentences, PGs, IGs and AGs, as described
in Section 2. Table 1 shows the number of sentences, PGs, IGs, AGs and words
for the speaker 1 corpus. The mean value of occurrences for the next level up
(for example, the average number of IGs in a PG) are given in brackets.

Table 1
Corpus statistics: Mean values for the next level up in the hierarchy given in brackets

Sentences PG IG AG Words

Basic 807 1440 (1.8) 2302 (1.6) 4496 (2.0) 6755 (1.5)

Complex 559 756 (1.4) 1288 (1.7) 2557 (2.0) 3696 (1.4)

Labelling was carried out in three steps. First of all, the accented words were
automatically labelled since, in Galician–unlike in languages such as English–
the accent is mainly determined by the part-of-speech (POS) tag of the word.
Secondly, PG and AG boundaries were aligned to segmental boundaries that
had previously been computed by forced alignment and then manually revised
by a group of expert linguists. Finally, the IGs were manually labelled by an
expert (one of the authors). An automated method for IG labelling will be
the subject of future research.

As a result of this labelling, the following four boundary types will be possible
at the beginning and end of every AG:

• PG boundary: a pause in the discourse, corresponding to silence in the
waveform.

• IB: an IG boundary that does not coincide with a PG boundary.
• Comma IB: input text commas rendered spontaneously as an IB, with no

pause.
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• Non-breaking boundary: the absence of any boundary.

4 Overview of intonation unit selection systems

In this study we will mainly refer to the intonation model described by Campillo
and Banga (2006). Following the same principles used for acoustic unit selec-
tion systems (Black and Campbell (1995)), it is assumed that a synthetic
contour is indistinguishable from a natural one as long as it is created by
a concatenation of basic intonation units applied in contexts similar to the
contexts they were originally extracted from. In Campillo and Banga (2006)
the basic unit used for concatenation purposes was the AG as defined in Sec-
tion 2. In this way, an input sentence is divided up into a sequence of target
AGs, which are parameterised according to a set of features such as duration,
number of syllables, type of sentence, position of the AG within the PG and
types of boundary surrounding the AG. All possible sequences of candidate
groups are considered and the best one according to a cost function is chosen
by means of a Viterbi search, as illustrated in Figure 2. The square boxes
represent the sequence of desired feature vectors, while the round boxes rep-
resent the available candidate units. Shaded and unshaded candidates reflect
the presence of units with different boundary conditions for the same target
AG. We will come back to this figure in Section 7.

 Target groups

Candidate groups

. . .
#Syl

Accent
Pos

. . .
#Syl

Accent
Pos

. . .
#Syl

Accent
Pos

. . .
#Syl

Accent
Pos

(desired features)

Fig. 2. Intonation unit selection (Campillo et al. (2008))

The total cost of a sequence of candidate units for a sentence with N target
accent groups is computed using Equation (1) (Hunt and Black (1996)), com-
bining two cost functions: a target cost function (Ctar) which measures the
similarity between the target unit ti and a candidate unit ci, and a concate-
nation cost function (Ccon) which measures the distortion associated with the
concatenation of two candidate units, ci−1 and ci, corresponding to adjacent
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target units in the unit selection stage.

C =
N∑

i=1

Ctar(ti, ci) +
N∑

i=2

Ccon(ci−1, ci) (1)

Not every candidate unit is suitable for a given target unit. For example, an
ellipsis typically shows a final flat contour which would not be appropriate for
a declarative sentence, given that there would be a change in meaning. There-
fore, candidate units are classified into different clusters, taking into account
several features that are considered to be crucial. In this case, the corpus is
clustered into 48 subsets on the basis of the sentence type (declarative, inter-
rogative, exclamatory or ellipsis), the position of the accented syllable within
the AG (ultimate, penultimate or antepenultimate) and the position of the
AG within the PG (initial, final, intermediate or initial-final). This first hard-
decision, applied to every target unit before the unit selection, is depicted in
Figure 3.

Declarative
Initial

Ultimate

Interrogative
Medial

Penultimate

Declarative
Final

Ultimate

Declarative
Final

Ultimate

Sentence = Declarative

Position = Initial

Accent = Ultimate

Target unit

Intonation corpus

Candidate units

Fig. 3. Accent group clustering: selecting suitable candidates for a target accent
group in a declarative sentence, final position in the phonic group, and with the
accent on the last syllable

5 Experiments to assess the influence of grammatical context

Although there is no general agreement about the influence of syntactic and
morphosyntactic information, its application to intonation modelling is obvi-
ously not new, as is evidenced by the many different approaches described in
the literature. For example, for speech synthesis Taylor (2000) uses phonolog-
ical trees which include the syntactic structure of the candidate and target
units. A top-down search algorithm designed to pick candidates up in the
database tree promotes the use of the longest available units with regard to
the tree structure. Therefore, in choosing candidates with the same local syn-
tactic structure, intonation modelling is implicit to the method. 3 A different
approach is presented in Raux and Black (2003), who propose an intonation

3 However, there is also a parallel prosody estimation for the cases when the phono-
logical match is not good enough.
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unit selection model with the segment f0 contour as the basic unit for con-
catenation, with the estimated POS of the word containing the segment and
the neighbouring words used as some of the features to decide suitable sets
of candidate units. Finally, most intonation models use syntactic and mor-
phosyntactic information only indirectly, taking as input, rather, the prosodic
structure of the sentence as given by some external phrasing algorithm that
generally makes use of these features (Taylor and Black (1998), Koehn et al.
(2000)). Once accent distribution and phrasing are predicted, these models do
not use grammatical features to estimate target intonation contours.

Although grammatical information has proven to be useful in all these ap-
proaches, there are some questions that remain to be answered. For example,
copying intonation contours from sentences with exactly the desired grammat-
ical features may produce very good results, but perhaps it would be better
to discern which grammatical contexts correspond to genuinely different into-
nation contours, since this would allow a more efficient use of the intonation
database. Moreover, separating the phrasing algorithm and the intonation
model might not be the best choice, especially in the case of a corpus-based
intonation system.

In order to try to shed some light on this problem, we conducted two ex-
periments. Firstly, we studied the influence of syntactic information on the
insertion of IBs, and secondly, we assessed the influence of grammatical fea-
tures on the shape of the intonation contour around the accented syllable. The
following features were considered:

• POS label: morphosyntactic label of the accented word in the AG.
• Current syntagma: syntactic constituent to which the AG belongs.
• Next syntagma: syntactic constituent following the current syntagma.

We will henceforth refer to these three grammatical features as “grammatical
context”. As an example, Figure 4 shows the grammatical context for the AG
“O rapaz” (The boy) in the sentence “O rapaz que viviu” (The boy who lived).

POS: noun

Current syntagma: NP

Next syntagma: RELAT

boy
rapaz que viviuO

(The lived)who

Fig. 4. Grammatical context of the “O rapaz” (The boy) accent group

Table 2 shows the classification considered according to the POS label. POS
tagging was obtained with an ngram-based tagger (Méndez et al. (2003)),
already integrated in the speech synthesiser. Regarding syntactic information,
shallow parsing was chosen, which was easily computed by means of a set of
linguistic rules from the morphosyntactic analysis, as it does not include the
dependencies between the different components. The following syntagmas were

8
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considered: noun phrase (NP), verb phrase (VP), adjective phrase (AdjP),
prepositional phrase (PP), adverb phrase (AdvP) and other (OtherP), plus the
conjunctions and relative pronoun included in the POS classification. Figure 5
is an example of the syntactic and morphosyntactic analysis of the sentence
“A cáıda da casa de Usher foi escrita por Poe” (The Fall of the House of Usher

was written by Poe).

Table 2
POS labels

Tag Meaning Example

Noun Noun Ese coche é rápido (That car is fast)

Adj Adjective O libro era interesante (The book was interesting)

Verb Verb A ela encántanlle os libros (She loves books)

Pron Pronoun Ela estará aĺı (She will be there)

Adv Adverb Era demasiado longa (It was too long)

Int Interrogative pronoun ¿Onde estás? (Where are you?)

Exc Exclamative pronoun ¡Que demo! (What the hell!)

RELAT Relative pronoun O rapaz que veu (The boy who came)

CopCON Copulative conjunction Ti e mais eu (You and me)

ConCON Contrastive conjunction Triste pero certo (Sad but true)

DISJ Disjunction Un ou o outro (One or the other)

SubCON Subordinate conjunction F́ıxate que é un exemplo (Note that this is an example)

Other Other 1984

NounPrep

PP

NounDet Det Noun Prep Noun Verb Verb

NP PP PP VP

A caida de Usher foi escrita por Poe

of the houseThe Fall of Usher was written by Poe

S

 da   casa

Prep+ 

Fig. 5. Example of syntactic analysis and POS tagging

5.1 Experiment 1

In the first experiment, the goal of which was to find a way to integrate the
phrasing algorithm into the unit selection stage, we studied the influence of
syntactic information on the insertion of IBs. We computed the percentage of
IB occurrence before the different types of syntagmas in the corpus described
in Section 3, as rendered by the two speakers. Cases where the syntagma
was preceded by a punctuation mark were discarded from the statistics since
we were only interested in the behaviour of the speaker in the absence of
punctuation marks.

9
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5.2 Results of experiment 1

Table 3 shows the results for this experiment. As can be seen, some syntagmas
seem more likely to be preceded by an IB than others. Compare, for example,
the disjunction (or, for example) at 94.7%, and the adverb phrase (highly, for
example) at 23.3%. A similar analysis was carried out to check if the POS
tag of the word succeeding the IB would produce similar results, but in some
cases there were clear differences. For example, when the tag was a noun, the
percentage was only 1.3%, much lower than the 16.1% obtained with the NP.
Likewise, the probability of the occurrence of an IB before the determiner of an
NP can change drastically depending on whether the determiner is preceded by
a preposition. Although this phenomenon can also be modelled with ngrams of
POS labels (Taylor and Black (1998)), this trivial rule-based syntactic parsing
is more than adequately efficient in regard to integrating phrasing and unit
selection, as will be shown in Section 8.1.

Table 3
Percentage of IBs before different syntagma types (speaker 1)

Syntagma Total Preceding IBs %

VP 1136 271 21.9

DISJ 94 89 94.7

NP 1881 303 16.1

RELAT 36 31 86.1

PP 1174 378 32.2

CopCON 128 97 75.8

ConCON 0 0 0

AdvP 437 102 23.3

SubCON 114 73 64.0

AdjP 475 42 8.8

OTHER 112 48 42.9

5.3 Experiment 2

In the second experiment, we wanted to distinguish which contexts were actu-
ally different from the intonation point of view. Considering different syntactic
and morphosyntactic conditions we studied the variations in the shape of the
contour around the accented syllable clustering the AG database as a function
of the grammatical context.

The contour around the accent was modelled in terms of two factors. The first

10
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factor is the slope factor (Campillo and Banga (2006)), defined as the slope
of the imaginary line joining the f0 value in the middle of the nucleus of the
accented syllable and the value at the end of the AG (Figure 6, top), which
is related to the hierarchical interpretation of the discourse. For example, a
rise at the end of an IG usually suggests more information coming about a
topic, whereas a fall at the end of an IG is suggestive of an utterance complet-
ing a topic (Pierrehumbert and Hirschberg (1990)). The second factor is an
estimation of the height of the AG, ∆f0, computed as the difference between
the f0 value in the middle of the nucleus of the accented syllable and that of
the preceding nucleus after a simple estimate of the phrase curve of the AG is
subtracted (Campillo et al. (2006a)) (Figure 6, bottom), which gives an idea
of the emphasis of the AG 4 . These two factors were measured as a function
of the three grammatical features comprising the grammatical context, that
is, the POS label of the accented word in the AG, the current syntagma, and
the next syntagma.

f 0

f 0

∆f0

Accent group without the phrase curve

t

t

Accent group

accented syllable
previous syllable

Phrase curve

slope factor

Fig. 6. Accent model: estimating the slope factor (top) and ∆f0 (bottom)

Finally, we hypothesise that the influence of grammatical information might
be different depending on the type of boundary at the end of the AG. In
order to disaggregate this influence, the four boundary conditions mentioned in
Section 3 were considered: PG boundary (pause), 5 IB, non-breaking boundary,
and comma IB. Summing up, in the second experiment we classified the AG
into twelve groups (four boundary conditions by three grammatical features),
and compared their average ∆f0 and slope factor. Note that, however, these

4 Although this accent model does not capture the shape of the f0 contour at
the beginning of the AG, this part of the contour seems to have only meaningful
variations when the AG is preceded by a prosodic boundary. In our system we
consider this behaviour in the concatenation cost (see Section 8.2)
5 Remember that in this analysis we only take into account pauses other than those
at the end of sentences
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classes were not exclusive. In the example given in Figure 4, the AG “O rapaz”
(The boy) would be included in the classes {Boundary = no break, POS =
Noun}, {Boundary = nobreak, currentsyntagma = NP} and {Boundary =
no break, next syntagma = RELAT}.

5.4 Results of experiment 2

As a consequence of the definition of ∆f0, the AGs with an accented syllable
at the beginning of the group were excluded from the statistics. Similarly,
AGs with the accent on the last syllable were discarded from the slope factor
data. Given the large number of tables in this experiment, only the most
relevant results for speaker 1 will be shown, unless otherwise indicated, as
similar tendencies were found for the other speaker.

The most interesting result was that the POS label, current syntagma and next
syntagma seemed to have different relevance in the four boundary conditions,
which confirms our hypothesis of the end of Section 5.3 to study the influence
of the grammatical context in those different situations. Table 4 shows the
influence of the feature next syntagma when an AG is followed by an IB, while
Tables 5 and 6 show, respectively, the p-values from a t-test for the means of
the ∆f0 and the slope factor in a pairwise comparison of the different clusters,
being the null hypothesis that the means of the compared clusters are equal.

Table 4
Influence of the next syntagma. ∆f0 and slope factor before an intonation break

(speaker 1)

∆f0 Slope factor

Next syntagma No Mean Std Dev No Mean Std Dev

VP 242 14.11 8.60 220 -23.76 55.75

DISJ 80 35.35 12.63 68 -202.81 133.68

NP 252 11.94 11.94 220 -50.51 60.21

RELAT 27 9.30 9.53 29 -22.08 44.26

PP 352 12.32 8.19 303 -52.61 56.87

CopCON 73 13.71 8.82 79 -41.55 54.29

AdvP 86 11.03 6.93 73 -47.46 48.35

SubCON 41 8.13 7.31 53 -23.24 49.82

OtherP 30 13.89 6.95 34 -69.13 54.41

AdjP 37 12.65 8.83 32 -50.10 68.36

As can be seen, there are noticeable differences between some syntagmas. For
example, for a disjunction, the mean ∆f0 is 35.35 Hz whereas for a relative
pronoun the mean is 9.30. Similarly, the slope factor is -23.76 Hz/s for verb
phrases, while it is -50.10 Hz/s for adjective phrases. As shown in Table 5,
although not all the differences are statistically significant, most are; for ex-
ample, DISJ and all the other categories, SubCON and NP, VP and NP, etc.
These results prove the existence of grammatical contexts with differences

12
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Table 5
Influence of the next syntagma. Intonation break: p-value from a t-test for the mean
of the ∆f0 of the different classes (speaker 1)

***** DISJ NP RELAT PP CopCON AdvP SubCON OtherP AdjP

VP 0.000 0.007 0.018 0.012 (0.73) 0.001 0.000 (0.88) (0.35)

DISJ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

NP (0.18) (0.60) (0.14) (0.34) 0.004 (0.17) (0.65)

RELAT (0.12) 0.042 (0.39) (0.59) 0.045 (0.16)

PP (0.22) (0.14) 0.001 (0.25) (0.83)

CopCON 0.037 0.000 (0.91) (0.55)

AdvP 0.037 (0.06) (0.33)

SubCON 0.001 0.017

OtherP (0.52)

Table 6
Influence of the next syntagma. Intonation break: p-value from a t-test for the mean
of the slope factor of the different classes (speaker 1)

***** DISJ NP RELAT PP CopCON AdvP SubCON OtherP AdjP

VP 0.000 0.000 (0.85) 0.000 0.014 0.001 (0.95) 0.000 0.044

DISJ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

NP 0.003 (0.69) (0.22) (0.66) 0.001 (0.07) (0.97)

RELAT 0.001 (0.06) 0.014 (0.91) 0.000 (0.06)

PP (0.11) (0.43) 0.000 (0.09) (0.84)

CopCON (0.48) 0.048 0.014 (0.53)

AdvP 0.007 0.047 (0.84)

SubCON 0.000 (0.06)

OtherP (0.21)

that are not only statistically significant but perceptually noticeable. 6 This
implies that AGs extracted from some contexts should never be used in other
target contexts (for example, in the presence of an IB, an AG followed by a
disjunction would not be a suitable candidate for a target AG followed by a
subordinate conjunction). For comparison purposes, Tables 7 and 8 show the
same information for speaker 2. Note that, although the results are not exactly
the same, differences among classes are also noticeable.

Table 9 shows the influence of the current syntagma on the ∆f0 and the slope
factor when there is an IB. Compared with Table 4 it can be seen that values
are more regular and that standard deviations are generally larger, which
suggests that the current syntagma is a worse classifier than the next syntagma
for distinguishing among classes when there is an IB. Table 10 summarises the
p-values from the t-test for the means of the ∆f0. Similarly, Table 11 depicts
the influence of the POS label when the AG is followed by an IB (it seems, in
fact, to be very similar to the current syntagma case).

6 It is not the purpose of this paper to find an exact perceptual threshold for these
differences, although it would be a very interesting line of research in itself. The
subjective test in Section 9 will clarify the relevance of including these results in
the intonation model.
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Table 7
Influence of the next syntagma. ∆f0 and slope factor before an intonation break

(speaker 2)

∆f0 Slope factor

Next syntagma No Mean Std Dev No Mean Std Dev

VP 212 20.38 9.17 188 -53.77 52.36

DISJ 71 27.35 13.78 59 -44.42 74.83

NP 203 12.95 9.49 179 -38.80 60.99

RELAT 21 15.40 10.57 24 -53.84 39.71

PP 294 17.33 10.71 263 -53.36 56.20

CopCON 72 17.62 11.28 86 -30.58 62.42

AdvP 64 15.69 9.60 62 -52.71 56.86

SubCON 43 11.29 10.56 52 -38.56 58.70

OtherP 19 13.87 8.37 23 -62.46 47.21

AdjP 32 14.66 9.28 23 -41.59 51.57

Table 8
Influence of the next syntagma. Intonation break: p-value from a t-test for the mean
of the ∆f0 of the different classes (speaker 2)

***** DISJ NP RELAT PP CopCON AdvP SubCON OtherP AdjP

VP 0.000 0.000 0.048 0.001 (0.06) 0.001 0.000 0.004 0.002

DISJ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

NP (0.32) 0.000 0.002 0.048 (0.34) (0.66) (0.34)

RELAT (0.43) (0.41) (0.91) (0.15) (0.61) (0.80)

PP (0.85) (0.23) 0.001 (0.10) (0.14)

CopCON (0.29) 0.003 (0.12) (0.17)

AdvP 0.031 (0.42) (0.61)

SubCON (0.31) (0.15)

OtherP (0.75)

Table 9
Influence of the current syntagma. ∆f0 and slope factor before an intonation break
(speaker 1)

∆f0 Slope factor

Current syntagma No Mean Std Dev No Mean Std Dev

VP 321 12.52 9.40 259 -49.83 60.30

DISJ 0 0.00 0.00 0 0.00 0.00

NP 394 14.54 10.93 382 -56.58 80.72

RELAT 0 0.00 0.00 0 0.00 0.00

PP 322 14.80 10.91 276 -53.67 87.54

CopCON 0 0.00 0.00 0 0.00 0.00

AdvP 52 14.51 9.87 51 -44.82 60.34

SubCON 0 0 0.00 0 0.00 0.00

OtherP 9 15.10 8.24 10 -65.05 61.22

AdjP 118 13.24 11.06 131 -47.89 63.47

Table 12 shows the influence of the next syntagma in the absence of a bound-
ary. Obviously the ∆f0 means are smaller than in the case of the IB, since
there is no boundary at the end of the AG. This, to some extent, validates
the accent model used in this work. Similarly to the influence of the current
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Table 10
Influence of the current syntagma. Intonation break: p-value from a t-test for the

mean of the ∆f0 of the different classes (speaker 1)

***** DISJ NP RELAT PP CopCON AdvP SubCON OtherP AdjP

VP N-DAT 0.08 N-DAT 0.005 N-DAT (0.18) N-DAT (0.38) (0.53)

NP N-DAT (0.75) N-DAT (0.99) N-DAT (0.84) (0.26)

PP N-DAT (0.85) N-DAT (0.92) (0.19)

AdvP N-DAT (0.85) (0.46)

OtherP (0.54)

Table 11
Influence of the POS label. ∆f0 and slope factor before an intonation break

(speaker 1)

∆f0 Slope factor

Next syntagma No Mean Std Dev No Mean Std Dev

Noun 673 14.77 11.07 602 -55.65 84.16

Adj 134 13.59 10.84 146 -49.18 62.97

Verb 316 12.43 9.40 253 -50.16 60.62

Pron 30 11.68 6.92 33 -43.11 75.43

Adv 57 14.83 9.74 57 -43.86 58.73

Other 7 11.85 6.88 4 -51.12 27.83

syntagma in the presence of an IB, the next syntagma does not seem to be
relevant when there is no boundary. The p-values from the t-test for the ∆f0

means are presented in Table 14.

Table 12
Influence of the next syntagma. ∆f0 and slope factor in the absence of a boundary
(speaker 1)

∆f0 Slope factor

Next syntagma No Mean Std Dev No Mean Std Dev

VP 134 8.70 8.86 126 -63.91 82.57

DISJ 4 9.07 5.38 2 -51.03 14.41

NP 737 8.75 7.87 806 -42.77 62.25

RELAT 4 3.77 9.06 4 -31.43 17.33

PP 626 10.80 8.03 549 -52.00 53.24

CopCON 15 6.85 6.98 17 -27.63 34.88

AdvP 143 8.68 8.19 140 -55.46 56.64

SubCON 9 7.30 8.98 10 -30.65 49.38

OtherP 24 10.09 8.47 24 -50.84 48.61

AdjP 267 9.97 8.19 226 -49.64 54.21

Table 14 shows the influence of the POS label when there is no boundary after
the AG, while Table 15 summarises the p-values from the t-test of the means
of the ∆f0. In this case the differences are statistically significant between
Adv, OTHER and the rest of the classes. This is not a surprising result, as
nouns, adjectives and verbs usually convey the most important information in
the sentence.

Regarding the slope factor, it is also remarkable that similar means were ob-
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Table 13
Influence of the next syntagma. Absence of a boundary: p-value from a t-test for

the mean of the ∆f0 of the different classes (speaker 1)

***** DISJ NP RELAT PP CopCON AdvP SubCON OtherP AdjP

VP (0.90) (0.95) (0.36) 0.012 (0.36) (0.99) (0.66) (0.47) (0.16)

DISJ (0.91) (0.36) (0.57) (0.52) (0.90) (0.67) (0.76) (0.76)

NP (0.35) 0.000 (0.32) (0.93) (0.64) (0.45) 0.035

RELAT (0.22) (0.56) (0.36) (0.54) (0.26) (0.26)

PP 0.048 0.006 (0.28) (0.69) (0.16) (0.62)

CopCON (0.36) (0.90) (0.20) (0.11) (0.98)

AdvP (0.66) (0.46) (0.13) (0.81)

SubCON (0.43) (0.40) (0.94)

OtherP (0.95) (0.69)

AdjP (0.69)

Table 14
Influence of the POS label. ∆f0 and slope factor in the absence of a boundary

(speaker 1)

∆f0 Slope factor

Next syntagma No Mean Std Dev No Mean Std Dev

Noun 678 11.44 8.27 614 -53.12 54.79

Adj 146 9.95 8.26 151 -51.67 54.36

Verb 819 9.14 7.85 649 -49.22 53.31

Pron 40 9.42 7.13 40 -49.76 68.78

Adv 104 5.39 7.15 74 -44.60 57.85

Other 25 5.71 9.57 28 -22.11 80.86

Table 15
Influence of the POS label. Absence of a boundary: p-value from a t-test for the

mean of the ∆f0 of the different classes (speaker 1)

***** Adj Verb Pron Adv Other

Noun (0.05) 0.000 (0.09) 0.000 0.007

Adj (0.27) (0.69) 0.000 0.045

Verb (0.81) 0.000 (0.09)

Pron 0.003 (0.10)

Adv (0.63)

tained for most of the classes. This result holds for the influence of the current
and next syntagma in the absence of a boundary, seeming to imply that in
this situation the slope factor, that is, the direction of the intonation contour
after the accent, does not convey discriminative information.

5.5 Discussion

Regarding the first experiment, Table 3 reflects noticeable differences between
certain syntagmas, even on comparing the various types of conjunctions (see,
for example, CopCON at 75.8% and SubCON at 64.0%). There are other fea-
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tures that can affect the insertion of an IB, but since the corpus described in
Section 3 was designed to be a balanced sample of the most frequent syntac-
tic structures in Galician, we conclude that the next syntagma clearly has a
bearing on the insertion of IBs in the discourse.

The results of the second experiment show some evidence of the effect of
the syntactic and morphosyntactic structure on the shape of the intonation
contours and, hence, on the information they convey. The most important
result here is the varying influence of the grammatical context on the four
boundary conditions. In summary, the most relevant features for each were:

• IB: next syntagma.
• PG boundary: both current and next syntagma.
• Comma IB: next syntagma. Regarding the current syntagma, there are also

noticeable differences but they are not statistically significant, probably as
a consequence of the lack of data in our corpus for this boundary type.

• Non-breaking boundary: POS label. There are also small consistent differ-
ences with respect to the next syntagma, but they are hardly perceptible.

In Ladd (1988) the declination reset is studied for English in sentences of the
form “A, and B, but C” and “A, but B, and C”, it being concluded that the
amount of reset depends on the boundary strength and not on the presence
of “and” and “but”. Even though our study focuses on a different language,
it seems reasonable to think that in Galician the reset also depends on the
boundary strength, which is directly related to the meaning of the sentence.
However, since current technology provides a very limited understanding of
sentences, the rule-based syntactic analysis used here seems to be a good
approach to modelling boundary strength.

6 Phrasing algorithms

The results described in Section 5.2 show some evidence of the influence of
grammatical information on the intonation contours as a function of boundary
type. However, in order to make this distinction between the target boundaries
in the unit selection stage, an external phrasing algorithm would be needed.

In the literature there are several approaches, most of them dedicated to major
phrasing. Taylor and Black (1998) describe a generic algorithm for inserting
different types of boundaries, based on using a Markov model where each
state represents one type of boundary and emits probabilities of POS tags.
The method is simple and has the advantage of taking information that can
easily be obtained at synthesis time as input; however, the study is mainly
focused on major phrasing assignment. Hirschberg and Prieto (1996) describe
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a different approach for major phrasing, based on using decision trees gener-
ated automatically from manually labelled text corpora. They include features
such as a POS window of four words around the current word and counts of
the number of words/syllables in an utterance and of the distance in words
from the beginning and end of an utterance. Ostendorf and Veilleux (1994)
describe a model applied to a hierarchy containing sentences, PGs and IGs,
where each unit is represented in terms of the probability of the sequence of
sub-units comprising it. Decision trees embedded in this hierarchical struc-
ture are employed, with questions arising from syntactic and morphosyntactic
information.

The use of syntactic information is somehow controversial. Although not used
by Taylor and Black (1998), these authors claim that there is a limit to how
well a model like theirs can perform with only POS information, as certain
decisions about phrase break assignment can only be reasonably made with
syntactic information. Similarly, the major phrasing model in Hirschberg and
Prieto (1996) is improved on by Koehn et al. (2000) with the use of syntactic
information. However, this information was not found to be useful when in-
cluded in the hierarchical model developed by Ostendorf and Veilleux (1994),
although it was useful when applied to the non hierarchical classification tree
these authors built for comparison purposes.

7 Integrating unit selection and minor phrasing

A very interesting observation was made in Ostendorf and Veilleux (1994):
several different prosodic parses may all be allowed in one sentence without
altering naturalness or meaning. Their model takes advantage of this variabil-
ity considering all the possible prosodic parses and selecting the most likely
one.

As mentioned in the Introduction, the prosodic structure of the sentence is
an input to traditional intonation models. This is not an optimal approach in
the case of corpus-based intonation models, where synthetic contours are gen-
erated by concatenation of natural contours extracted from a limited corpus.
As a result, the final quality of the synthetic contour will depend on finding
a good match between the available candidate units and the desired features,
with prosodic structure as a very important feature. Therefore, in a similar
way to Ostendorf and Veilleux (1994), corpus-based intonation models can also
benefit from considering different prosodic structures for each input sentence.
In the particular case of corpus-based intonation modelling, unit selection and
phrasing should not be addressed as independent problems.

Another flaw in most phrasing algorithms is that they try to predict intonation
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boundaries leaving out the intonation contour itself. Some models (Ostendorf
and Veilleux (1994)) include the constituent length or the number of content
words as factors that are obviously related to the prosodic structure: the longer
the sentence, the more likely a phrase break as a consequence of the dynamic
range and declination of the intonation contour, which will need a reset at
some point. However, our conjecture is that the decision to include an IB
depends not only on the sentence length but also on the f0 value at each point.
The lower this value, the more likely the insertion of an IB. Moreover, since
this reset is related to the ∆f0 and slope factor results given in Section 5.4
the grammatical context should be taken into account every time an IB is
inserted. Note that the actual f0 values cannot be taken into account when
the stages of phrasing and intonation modelling are separated.

Our approach was as follows:

• The major and minor phrasing algorithms are implemented as different
stages.

• Major phrasing is accomplished by means of a decision tree, with factors
such as the distance in syllables from the last pause and the distance in
syllables to the next pause, and a POS window of three places to the left
and right of the current word. Although there may be more sophisticated
approaches, but for our purposes the key point is that the pause distribution
is an input to the intonation model.

• As mentioned in Section 4, not every candidate AG is suitable for a given
target unit, which implies that a first decision has to be taken on the avail-
able units, as depicted in Figure 3. The key point in the new approach is
thus to organise the AGs according to their position within the PG. Can-
didate AGs followed by an IB are therefore included in the intermediate or
initial clusters.

• At selection time, for every initial and intermediate target group, the cor-
responding candidate AGs can be followed either by IBs or no boundaries,
since the PG boundary is the pause. This situation is depicted in Figure 2,
where shaded candidate AGs represent groups followed by an IB. Similarly
to Ostendorf and Veilleux (1994), by considering every sequence of candi-
date AGs, we also take into account all the possible prosodic structures, as
long as there are available candidate AGs with different types of boundary.
Figure 7 shows an example of two synthetic intonation contours with dif-
ferent prosodic structure for the sentence “Non sab́ıa se sáır ou quedar na
casa” (He didn’t know whether to go out or stay at home). Note the presence
of an IB around 0.7 s in contour 1.

• A new sub-cost is introduced in the target cost that takes into account the
results of experiment 1 (see Section 5.2): as a function of the next syntagma
in the target AG, candidate AGs are weighted appropriately depending on
whether or not they are followed by an IB (Campillo et al. (2008)).

• For each candidate AG, the results obtained in experiment 2 (see Sec-
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tion 5.4) are applied according to its actual and not target boundary. For
example, if the intermediate candidate AG is not followed by an IB, mor-
phosyntactic information is used (see Table 14); otherwise, syntactic infor-
mation is considered (Table 4).

• The actual f0 values are taken into account, since f0 continuity is weighted
heavily in the concatenation cost (Section 8.2 below).

Hence, on considering different prosodic structures, the minor phrasing algo-
rithm is integrated in the intonation unit selection module. The best com-
bination of prosodic structure and intonation units is chosen, and IBs are
introduced in the most appropriate places according to the cost functions and
taking into account their boundary strengths. Note that modelling the bound-
ary strength is a fundamental point in this approach. Inserting a strong IB in
the wrong place would be unnatural and could even change the meaning of the
sentence. The conjecture of the authors is, however, that soft IBs (small val-
ues of ∆f0) in the right places in accordance with syntactic information would
improve the quality of synthetic contours. The subjective test described in
Section 9 below supports this hypothesis.
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Fig. 7. Two contours with different phrasing for the sentence “Non sab́ıa se sáır
ou quedar na casa” (He didn’t know whether to go out or stay at home) (Campillo
et al. (2008))

8 New cost functions

In this section we will address the topic of the design of the cost functions.
Some features have already been explained in Campillo and Banga (2006),
and the reader is referred there for a more detailed description.
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8.1 Target cost

The following sub-costs from the model described in Campillo and Banga
(2006) were maintained:

• Number of syllables.
• Duration.
• Position of the PG in the sentence.

Other sub-costs such as the position of the IG in the PG and the final slope
of the candidate AG were discarded based on informal listening tests. Finally,
two further sub-costs were added:

• Syntactic and morphosyntactic cost.
• IB probability.

Adding the syntactic and morphosyntactic cost information to a unit selection
system is extremely easy:

if (candidate→final–boundary == Intonation–break)
if (target→next–syntagma != candidate→next–syntagma)

cost += 1; // just an example

Taking into account the candidate final boundary, candidate AGs with a gram-
matical context found to be significantly different from the target context are
penalised, in a series of if...then statements like the example above.

In relation to IB probability, since conjunctions, disjunctions and relative pro-
nouns seem to have a close relationship with the insertion of IBs (see Table 3)
when the target unit’s next syntagma belongs to one of these classes, the can-
didate groups not followed by one of them are penalised, and vice versa. Note
that we are not directly forcing the insertion of an IB, but the use of an AG
that is likely to be followed by an IB.

8.2 Concatenation cost

Only three sub-costs are considered:

• Natural continuity. If the candidate AGs are adjacent in the original record-
ing, the concatenation is assumed to be natural and so the cost is zero. This
sub-cost is overridden when the candidate AGs are separated by a pause,
since the f0 reset depends on features such as the number of AGs in the
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PG after the pause (Campillo et al. (2006b)) which can be different in the
target and candidate sentences.

• f0 continuity. Discontinuities in the concatenation point are heavily pe-
nalised. In the presence of a pause, this sub-cost takes into account the f0

reset, which is computed by means of a neural network with input parame-
ters such as the number of AGs within the PG after the pause, the duration
of the pause and the position of the PG within the sentence (see Campillo
et al. (2006b)).

• Boundary continuity. Since the IB insertion depends on the candidate AG, in
the Viterbi search the concatenation of groups with different boundary types
is plausible. It would be possible to avoid this situation, but it was preferred
to penalise these cases heavily, and leave them as a fallback mechanism in
case there was no suitable candidate AG. Note that this sub-cost was applied
basically to IBs, since AGs ending in a pause were always followed by an
AG after a pause as a consequence of the clustering depicted in Figure 3.

8.3 Training the weights

Tuning the weights of the different sub-costs is always a problem in a unit
selection system. In this case, the syntactic and morphosyntactic sub-cost
mentioned in Section 8.1 was generated manually according from data for
speaker 1, taking into account differences that were both perceptually the most
important and statistically significant. The resulting value (just one weight),
was tuned with informal listening tests.

This approach is obviously far from optimal, so we are currently working on
an automated method for creating the syntactic and morphosyntactic sub-cost
taking into account statistically significant differences from a recorded corpus.
This method would automatically learn the characteristics of a given speaker,
since, according to our data, there might be important differences from one
speaker to another (see, for example, Tables 4 and 7). Moreover, the algorithm
could also easily be applied to other languages, since prosodic structure seems
to be language-dependent (D’Imperio et al. (2003)).

9 Subjective test of the new intonation model

Testing the influence of new features in a unit selection system can be a difficult
task. The relationship between the synthetic contours of the old version and
the new features may seem random, given that they are not being considered
in the unit search. Therefore, comparing the old version with the new one can
be misleading, which makes the process of selecting sentences automatically
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for the subjective tests quite difficult.

In this case we applied the following procedure: 1000 sentences extracted from
a newspaper (independent from the prosodic corpus) were synthesised with
both versions, and 100 of the sentences were chosen to look for large differ-
ences in the mean standard error between the intonation contours. Sentences
that were too short were discarded. A total of 60 sentences were used to tune
the new cost functions. The remaining 40 sentences were used for a pairwise
comparison test between the old version (system A) and the new version (sys-
tem B). Note that the intonation contours of the sentences corresponding to
System B may not be the ones resulting from the first 1000 sentences selected,
given that the cost functions have been tuned and the chosen contours may
therefore be completely different.

The group of listeners for this test was composed of 26 people from the aca-
demic world, both with and without experience in intonation modelling. Each
listener was presented with a random subset of 20 sentences, in general quite
complex (about 25 words on average). The order of the systems was also ran-
domised for each sentence. The listeners were asked to score each pair on a
five-point scale, as shown in Table 16. As a verification stage, a random sen-
tence was synthesised with only one of the two systems (and duplicated), in
order to exclude any listener not scoring it as equal. Note that there is no
specific test for the minor phrasing algorithm. Since our conjecture is that
its performance depends not only on the selection of the right places for in-
serting IBs, but also on the strength of the IBs, we assume that the previous
subjective test with long sentences already reflects its behaviour.

1 A version much better than B version

2 A version better than B version

3 Equal

4 B version better than A version

5 B version much better than A version

Table 16
Scoring for the pairwise comparison

Table 17
Results of the subjective test (99% confidence interval)

Rating Confidence interval

Much worse 0.008 0.045

Worse 0.113 0.199

Equal 0.119 0.205

Better 0.327 0.441

Much better 0.237 0.343
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A one-sample proportion test was conducted to study the influence of the new
method. The proportions of much worse, worse and equal were grouped,
and the hull hypothesis was that the new approach did not improve the quality
of the synthetic intonation. A p-value of 2.87 × 10−14 was obtained, which
allows us to reject the null hypothesis. In addition, Table 17 shows the 99%
confidence intervals for each choice in the ranking. The quality improvement
is clear, since the proportion of worse and much worse is even lower than
the proportion of much better alone. On a sentence basis, 75% of them were
scored as better or much better by a majority of the listeners (considering
the number of better and much better for a sentence was larger than the
number of equal, worse and much worse), while only 7.5% were scored as
worse or much worse.

10 Conclusions and future work

This paper describes a novel approach to including syntactic and morphosyn-
tactic information in intonation modelling. These features are used to decide
not only the appropriate places to insert IBs, but also boundary strength and
the emphasis on words in the absence of boundaries.

In contrast with Taylor (2000), we promote the use of AGs with the right syn-
tax/morphosyntax only wherever we find this information to be important.
Note that always using the exact grammatical context would not be very effi-
cient, as it would require a larger prosodic corpus, with good coverage of every
syntactic/morphosyntactic structure. However, according to the results in Sec-
tion 5.4, since some grammatical structures do not seem to yield noticeable
differences, such a complete prosodic corpus would not even be necessary.

Both POS and syntactic features seem to be important. According to our
results, POS labels are related to the emphasis of the AGs in the absence of
boundaries, while syntactic information seems to be related not just to the
appropriate places to insert IBs, but also to the ∆f0 and slope factor of the
AGs before them.

Multiple prosodic structures are taken into account as long as there are can-
didate AGs with and without IBs. This has several advantages. Firstly, the
method adds variability to the synthetic intonation. Secondly, in the special
case of corpus-based intonation modelling, considering more than one prosodic
structure is very important since the database is finite and a restriction to only
one alternative could eliminate other prosodic structures that might yield bet-
ter results. Thirdly, the fact of deciding the appropriate places for inserting IBs
according to the available groups in the database helps to mimic the individual
characteristics of the speakers.
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Another advantage of this algorithm is its simplicity. POS tagging is resolved
by means of an ngram-based algorithm that is computationally inexpensive,
while syntactic parsing is rule-based. A more complete syntactic parsing would
probably yield better results, but the current technology does not seem to be
sufficiently advanced. Regarding the unit selection stage, adding new informa-
tion is very easy (as demonstrated in Section 8); furthermore, it does not slow
down the whole synthesis process, which is particularly important in a unit
selection system. The only drawback could be the requirement for labelling
IG boundaries in the corpus (Hirschberg and Prieto (1996)). However, this
task should always be performed on a prosodic corpus, independently of the
intonation model, and so it does not imply any extra work.

One of the aims of this work was to study the suitability of the intonation
hierarchy model described in Section 2 (sentences, PGs and IGs) when applied
to the Galician language. The subjective test in Section 9 seems to confirm
the appropriateness both of this model and the new method used for the
implementation.

This study was carried out in the special framework of intonation unit selec-
tion, but it seems that most of the results in Section 5.4 can be applied to
any intonation model. Although integrating the minor phrasing algorithm in
the intonation generation stage would probably be more difficult with other
models, POS and syntactic information could be used for the strength of the
accents in the different boundary conditions.

This work can serve as the basis for a number of future lines of research.
As mentioned before, we are currently working on automated methods for
generating the target cost function for a given speaker, taking the information
described in Section 5 as input. It would also be interesting to consider cluster-
ing techniques for differentiating grammatical contexts, since the classification
used here was based on linguistic knowledge and a data-based technique could
produce better results. Another point would be to let the unit selection al-
gorithm decide the best places for the PG breaks; however, in this case an
external model signalling likely places would probably be needed to achieve a
satisfactory performance.

Finally, it is important to note that integrating the minor phrasing algorithm
into the unit selection stage does not exclude the possibility of using an ex-
ternal algorithm. The unit selection module could easily be modified both to
force the insertion of IBs in the places indicated by a previous model, and
decide for itself in other cases.
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