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ABSTRACT

Automatic image interpretation could be achieved by first

performing a segmentation of the image, i.e. aggregating

similar pixels to form regions, then use a supervised region-

based classification. In such a process, the quality of the

segmentation step is of great importance. Nevertheless, whe-

reas the classification step takes advantage from some prior

knowledge such as learning sample pixels, the segmentation

step rarely does. In this paper, we propose to involve ma-

chine learning to improve the segmentation process using

the watershed transform. More precisely, we apply a fuzzy

supervised classification and a genetic algorithm in order

to respectively generate the elevation map used in the wa-

tershed transform and tune segmentation parameters. The

results from our evolutionary supervised watershed algo-

rithm confirm the relevance of machine learning to intro-

duce knowledge in the watershed segmentation process.

1. INTRODUCTION

In the remote sensing field, interpretation of very high spa-

tial resolution (VHR) images is usually done in two steps as

show in figure 1. First, a segmentation step is involved to

form regions by aggregated neighboring pixels. Then these

regions are labeled using higher level features (shape, tex-

tural indices, spectral statistics, . . . ) through a classification

procedure. Indeed, performing a classification directly at

pixel level leads to poor results in VHR images since class

separation by per pixel features no longer exist.

So interpretation of VHR images is very sensitive to the

segmentation accuracy. When dealing with image segmen-

tation, two pitfall should be avoided: oversegmentation and

undersegmentation. The former occurs when more than one

segment is produced for a given semantic object in the im-

age (e.g. a road, a building, . . . ). Reducing region-based

attributes relevance is the main issue of oversegmentation.

The latter occurs when a segment spread over two objects

with different semantics. In this case, the overall process

could not achieve perfect subsequent classification. For in-

stance, if a segment spread over a road and a building, no

Fig. 1. Workflow of a region-based interpretation for VHR

remote sensed images.

matter which class is predicted by the classifier, there will

be at least a part of the segment erroneously labeled.

Among the favourite segmentation methods used in the

field of remote sensing, we can cite region growing ap-

proaches [7] and watershed approaches [5]. A recent sur-

vey on these methods has been made by Carleer et al. [2].

Most of these procedure assume that regions can be built

by aggregating neighboring pixels with similar spectral val-

ues. Thus similar pixels will here denote pixels that could

be clustered by a segmentation algorithm.

As it has been mentioned previously, the segmentation

step is followed by a classification step in VHR image in-

terpretation. This process is usually done by a supervised

procedure, thus involving some knowledge through a set of

training samples. These samples are defined as image pix-

els or regions for which the land cover class is given by an

expert. Nevertheless, as far as segmentation is concerned,

almost all existing methods do not involve any prior knowl-

edge (such as labeled samples). We believe that far more

relevant results can be achieved if the segmentation process

relies on some prior knowledge.

The contribution of this paper consists to show how ma-

chine learning can be involved in VHR remote sensed im-

age segmentation to improve the overall results. We fo-

cus here on the watershed algorithm and illustrate the po-

tential interest of machine learning through two different

but complementary solutions. First we propose to build

the topographic surface used in the watershed process from

membership information rather than classical spectral val-

ues. To do so, a pixel-based fuzzy supervised classifier is

applied on the input multispectral image as a preprocess of



Fig. 2. Workflow of the supervised watershed segmentation

where the topographic surface is built from a fuzzy pixel

classification.

the watershed transform. Thus we modify the segmenta-

tion paradigm by gathering pixels from their class member-

ship similarity rather than their spectral similarity. Similar

attempts [4, 6] have been made for medical images. Nev-

ertheless these approaches relies on the spatial location of

objects of interest, and so are not relevant in our context.

A second way to involve machine learning in the segmen-

tation process is to focus on the problem of parameter set-

tings. Most of segmentation methods require to set various

parameters to generate accurate results, which is a difficult

and time consuming task needing user expertise. A genetic

algorithm will be used in ordrer to perform automatic pa-

rameter tuning of the segmentation method.

The organization of this paper is as follows. In section

2 and 3 we present the two complementary ways of involv-

ing machine learning to improve watershed segmentation,

respectively through the use of a supervised fuzzy classifier

and automatic parameter tuning from a genetic algorithm.

The results obtained on a VHR remotely sensed image are

discussed in section 4. Finally a conclusion and some re-

search directions are given in section 5.

2. MACHINE LEARNING FOR SEGMENTATION

PREPROCESSING

In this section, we propose a first way to involve machine

learning to improve the watershed segmentation. More pre-

cisely, we show how the topographic surface can be built

from a supervised fuzzy pixel classification, instead of the

classical image gradient. The general workflow of our ap-

proach is given in figure 2 and we will present here a step

by step description.

2.1. Supervised fuzzy classification

As indicated in the introductory part, our purpose in this

paper is to show how machine learning can bring some rel-

evant knowledge to the watershed segmentation algorithms.

We consider here that knowledge is available through la-

beled (semantic) pixels. For each labeled pixel, the label is

taken from the set C of size |C| containing classes of in-

terest. In the experiments given here, the set C = {road,

vegetation, houses} has been considered. This set is far

from exhaustive but let us recall the goal of our contribution

is to show how machine learning can help watershed seg-

mentation. For each class in C, a list of sample pixels (i.e.

pixels belonging to this class) is given. We can then extract

some knowledge for each class from the spectral signatures

of related sample pixels.

This knowledge extraction is performed through a su-

pervised pixel fuzzy classifier, which is a two step proce-

dure. In the first step (i.e. the learning step), some sample

pixels are given. Each pixel x is described by a feature vec-

tor A(x) and is assigned to a class C(x). The classifier re-

lies on these informations to generate (i.e. learn) the models

of the different classes. In the second step (i.e. the classi-

fication or recognition step), the classifier will compute the

class membership values of each pixel, i.e. the probabilities

a given pixel can belong to the different classes, from the

models generated during the learning step and the descrip-

tion of the pixels (attribute vectors).

The fuzzy classification relies here on a N nearest neigh-

bor classifier [1]. For each unlabeled pixel x, the N (with

N = 5 in our experiments) nearest labeled pixels in the

feature space are selected. Each neighboring pixel xn will

increase the membership degree of the class it has been la-

beled with, weigthed by the inverse of the Euclidean dis-

tance d(x, xn) in the feature space. The memberships mx,k

are then obtained from:

mx,k =





N
∑

n=1

|C|
∑

l=1

wn,l





−1
N

∑

n=1

wn,k (1)

where wn,k =

{

d(x, xn)−1 if xn is labeled with class k

0 otherwise

We can then build a new image representation from the

pixel membership values. Indeed, these values can be used

to generate the topographic surface to be used in the water-

shed transform. For a more exhaustive description of this

step and its evaluation in remote sensing, the reader is ref-

ered to our previous work [3].

2.2. Watershed tranform

The watershed segmentation is a well-known segmentation

method which considers the image to be processed as a to-

pographic surface. In the immersion paradigm from Vincent

and Soille [10], this surface is flooded from its minima thus

generating different growing catchment basins. Dams are

built to avoid merging water from two different catchment

bassins. The segmentation result is defined by the locations

of the dams (i.e. the watershed lines). In this approach, an

image gradient is most often taken as the topographic sur-

face, since object edges (i.e. watershed lines) are very prob-

ably located at pixels with high gradient values. Different



Fig. 3. Illustration of oversegmentation methods for the wa-

tershed transform on a gradient function.

techniques can be involved to compute the image gradient

and we consider here the morphological gradient [9]. As

we use here a multivalued image (a multiclass fuzzy mem-

bership image in our case), the gradient is computed inde-

pendently on each image channel and combined through an

Euclidean norm.

A well-known drawback of the watershed segmentation

method is its high sensitivity to even very small variations

within the topographic surface. Indeed, every local mini-

mum will result in a new catchment basin and the final seg-

mentation result will contain as many regions as many local

minima of the image. To overcome this problem, we con-

sider here as many others to apply a smoothing filter on the

topographic surface. More precisely, we apply a median fil-

ter of size 3 × 3 pixels on all image channels, in order to

reduce noise but also preserve edges.

Several solutions were further proposed in the literature

to reduce oversegmentation and we investigate here some

of them. First, in the hmin thresholding method, each pixel

of the surface is set to zero if its value is below a given

hmin threshold, thus reducing small heterogeneities. An il-

lustration is given in Fig 3 where all values under the hmin

line are set to zero, and thus two watershed are removed in

this example. Another solution relies on the concept of dy-

namics [8]. Catchment basins that have a dynamic under a

threshold are filled. On figure 3 this step is represented by

the catchment basin which start on A. If its dynamic d is

below the threshold, this catchment basin is filled and the

left watershed is suppressed. Region merging [5] can also

be a relevant way to reduce oversegmentation. Here each

resulting region is characterized by its mean value on each

original source channel. If the Euclidian distance between

the characterization vector of two neighbouring regions is

below a threshold Mo, these two regions are merged. In our

approach, the same principle can be applied with the mean

of memberships maps and a threshold Mm.

So reducing the oversegmentation effects of watershed

segmentation can be performed through several ways, all

requiring the empirical set of different parameter values.

This parameter tuning process is a complex problem and

Fig. 4. Workflow of the evolutionary watershed segmenta-

tion where the parameters are tuned through a genetic algo-

rithm.

we propose here to rely on another machine larning method

to solve it, namely genetic algorithm.

3. MACHINE LEARNING FOR PARAMETER

TUNING

In this section, we propose to involve machine learning to

improve the parameter tuning process in the watershed seg-

mentation. To do so, a genetic algorithm is used as shown in

figure 4. This genetic algorithm optimize the set of param-

eter values through a segmentation evaluation step. In this

section, we will explain how the genetic algorithm works,

present some segmentation evaluation criteria and then dis-

cuss the choice of our evaluation function.

3.1. Genetic algorithm

A genetic algorithm is an optimization method. Giving an

evaluation function F(g) where g is taken in a space G,

the genetic algorithm searches the value of g where F(g)
is maximized. Genetic algorithms are known to be effec-

tive even if F(g) contains many local minima. In order this

optimization could be consider as a learning process, it is

required that the optimization performed on a learning set

could be generalized to other (unlearned) datasets.

Here we consider g (the genotype in the genetic frame-

work) as a vector containing the parameters to be tuned au-

tomatically in the watershed segmentation proess. All these

parameters are normalised in [0; 1], so here G = [0; 1]4 as

we consider 4 paramters to optimize: hmin, d, Mo and Mm.

A genetic algorithm requires an initial population de-

fined as a set of genotypes to perform the evolutionary pro-

cess. In this process, the population evolves to obtain bet-

ter and better genotypes, i.e. solutions of the optimization

problem under consideration. In order to build the initial

population, each genotype is randomly chosen in the space

G except one which uses default parameters. By this way

we ensure that the final solution is (at least on the training

set) as good as the default one. In our case, the default set of

parameters is {0, 0, 0, 0}, thus disabling the various over-

segmentation reduction methods described previously.



Once the initial population has been defined, the algo-

rithm relies on the following steps which represent the tran-

sition between two generations:

1. assessment of genotypes in the population.

2. selection of genotypes for crossover weighted by their

evaluation score, as discussed in the following sub-

sections.

3. crossover: two genotypes (p1 and p2) breed by com-

bining their parameters (or genes in the genetic frame-

work) to give a child e. For each parameter gi, gi(e)
is computed as the value α×gi(p1)+(1−α)×gi(p2)
where α is a random value between 0 and 1. We ap-

ply an elitist procedure to keep in the next generation

the best solution of the current generation.

4. mutation: each parameter may be replaced by a ran-

dom value with a probability Pm. Thus we avoid the

genetic algorithm to be trapped in a local minimum.

As indicated previously, the best genotype of a gener-

ation is kept unchanged.

In our experiments, we consider the following parame-

ters for the genetic algorithm: a population size of 25 geno-

types, a mutation probability Pm of 1% and an evolution

number equals to 30 generations. This last number has been

kept relatively low for computational reasons. It is obvi-

ously possible to find better results by considering more

evolutions. Nevertheless, the results do not seem to improve

substantially with more generations.

3.2. Evaluation criteria

A critical point of the genetic algorithm optimization method

is the way the quality of the potential solutions (i.e. geno-

types) is estimated, through evaluation criteria. Here, as we

are interested in evaluation of segmentation results, we fo-

cus on empirical discrepancy evaluation methods following

the work from Carleer et al [2]. Our criteria are adapted to

both mixed and user-meaningless pixels which do not ap-

pear in such a manual reference segmentation. They are

compatible with partially segmented images defined as (in-

complete) sets of labeled pixels. The first criterion assess

over-segmentation (OV ):

OV =
1

|C|

|C|
∑

i=1

|Si|

|Ri|
(2)

where |C| is the number of classes, |Si| is the number of

segmented regions which contain at least one pixel of the

class Ci, and |Ri| is the number of reference regions for the

class Ci (in the reference segmentation).

The second criterion measures undersegmentation, which

occurs when a segment contains pixels from two regions of

different classes. In this case, the maximum accuracy of fur-

ther image classification is necessary reduced. Thus we de-

fine theoretical maximum accuracy (TMA) of a subsequent

classifier to measure the undersegmentation. In other words,

if the TMA is equal to p%, the classification of the image

cannot be better than p% (even with a perfect classifier).

For this particular criterion, the label given to a segment is

the class that is the mostly represented (in terms of pixel la-

bels) within this segment. Classification quality is evaluated

through per-pixel precision of the classification with a eval-

uation set of sample pixels. This classification gives us a

per-pixel confusion matrix K. For each evaluation pixel of

a class Ci, which has been given a label Cj by the classifier,

the value of the cell Kij is incremented by |Ci|
−1 where

|Ci| is the number of reference pixels for class Ci. Thus,

the evaluation function TMA is the classifier precision:

TMA =
1

|C|

|C|
∑

i=1

Kii (3)

The last evaluation criterion considered in our algorithm

is the empirical accuracy (EA). This criterion is quite sim-

ilar to TMA but here a real classifier is used. The region-

based classification relies on a 5 nearest neighbor classifier.

In the training phase, the regions are assigned to a class Ci

if at least half of its pixels are of class Ci. Next, each region

is described using only the average value for each channel.

More elaborated attributes can be extracted from regions but

this is out of scope of this paper which is focused on the the

segmentation process (and not on the classification prob-

lem).

3.3. Evaluation function

From the evaluation criteria introduced previously, we can

define the evaluation function which has a great impact on

the behavior of the genetic algorithm. We can choose to

optimize one of the criteria defined in the previous subsec-

tion or a combinaison of them. In this paper, we chose to

optimize criterions which represents oversegmentation and

undersegmentation using:

F(g) =
1

OV (g)
× max(0, TMA(g) − 0.98) (4)

In the proposed function, F(g) increases as OV (g) is

reaching 1 (no oversegmentation) and decreases when TMA(g)
decreases. The function is null if TMA(g) is under 98%,

i.e. the maximum accuracy is 98% well classified pixels.

This threshold was set to give more importance to avoid un-

dersegmentation. The EA is not taken in account because

the proposed classfication scheme does not use shape in-

formation and would not greatly benefit of larger regions.



Fig. 5. Quickbird image from Strasbourg, France. Labeled

regions are in bright.

This way, the proposed segmentation algorithm is also not

dependant of the used region-based classifier.

4. EVALUATION

The proposed method was evaluated on an multispectral im-

age of Strasbourg, France. The image is composed of four

channels with a spatial resolution of 0.7 meter. The im-

age has a size of 900 × 900 pixels and a spectral resolution

of 8 bits for each channel. As our machine-learning based

watershed method relies on some knowledge through user-

labeled samples (either for the generation of the topographic

surface or for the parameter tuning step), we consider here

some expert labeled-regions (shown in bright in figure 5).

Pixels without label within these zones illustrate the pos-

sible unability of the expert to interpret (i.e. label) some

image data.

On these images, we have evaluate different versions of

our machine-learning based watershed algorithm in order to

measure the effect of each proposed improvement:

• unsupervised watershed: the classical algorithm whe-

re the watershed transform is applied on a multispec-

tral gradient of the original image.

• supervised watershed: the watershed algorithm in-

troduced in section 2 which use a fuzzy classification.

• evolutionary unsupervised watershed: the unsuper-

vised watershed improved with automatic parameter

tuning procedure introduced in section 3.

• evolutionary supervised watershed: the supervised

watershed from section 2 improved with automatic

parameter tuning procedure introduced in section 3.

On the presented experiment, with a 3GHz hardware,

the evolutionary supervised watershed needs around 8 hours

for the offline learning step while 5 minutes are enough for

the segmentation step.

Comparative results are given in table 1. In figure 5,

we can observe that 4 learning sets are available. So we

consider each of these as an evaluation dataset while the 3

others are used in the learning phase. The given value is the

average and standard deviation (given in brackets) between

the 4 resulting evaluation values.

As we can notice, the widely-known watershed segmen-

tation method (here called unsupervised watershed) cannot

be used directly to segment remotely sensed images with

very high spatial resolution. Even if we can observe from

the TMA value that only a few mistakes are made, the

EA is rather low, and the improvement over non-object

based classification is very small. Indeed, for a comparison

purpose we have also performed a pixel-based classifica-

tion based on a 5 nearest neighbor classifier, thus obtaining

an accuracy average value equal to 89.85%. The cause of

this reasult can be found on the oversegmentation criterion

(OV ) which is really weak.

The first way to use machine learning to introduce knowl-

edge in the segmentation process through the generation of

the topographic surface (namely the supervised watershed)

improves all evaluation criteria. The segmentation is more

accurate (TMA = 99.39 instead of 98.98), the quality of

the region-based classification grows of more than 3%, the

oversegmentation if reduced by more than 50%.

Introducing the automatical tuning of the oversegmenta-

tion reduction parameters through a genetic algorithm, does

not significantly improve the classification accuracy (EA

measure). This can be explained by the simplicity of the

region-based classifier on which these measures are based

on. As it does not rely on any shape information but just

on the average spectral signature, building larger regions

(i.e. reducing oversegmentation) is not always a source of

improvement. Nevertheless, the OV criteria is greatly im-

proved over the non evolutionary algorithms, thus ensuring

a less oversegmented segmentation could lead to a better

classification accuracy if this final step would be performed

using shape features.

A visual comparison is also given in figure 6, asserting

the results obtained from statistical evaluation (table 1). As

we can observe, the segmentation generated from the un-

supervised watershed algorithm is characterized by a very

poor quality. Involving the automatic parameter tuning pro-

cess, the evolutionary unsupervised watershed return bet-

ter results especially for the road segments. Nevertheless,

buildings and vegetation parts are still heavily oversegmen-

ted. Using a fuzzy classification preprocess, the supervised

watershed produce a segmentation where it is possible to

identify the differents objects. Finally, combining both pro-



Table 1. Statistical comparative results using mean and standard deviation of the different evaluation measures

Methods TMA EA OV

Unsupervised watershed 98.98% (0.16) 89.23% (1.1) 44.53 (14.65)

Supervised watershed 99.39% (0.16) 92.45% (1.69) 17.44 (8.68)

Evolutionary unsupervised watershed 98.55% (0.59) 89.67% (1.69) 34.8 (18.64)

Evolutionary supervised watershed 98.71% (0.36) 91.24% (1.57) 7.5 (4.03)

Fig. 6. Visual comparative results: unsupervised watershed

(top left), evolutionary unsupervised watershed (top right),

supervised watershed (bottom left), and evolutionary super-

vised watershed (bottom right).

posed improvements, the evolutionary supervised watershed

removes many small regions and produces the best visual

results.

5. CONCLUSION

In this paper we dealt with the possible improvements broug-

ht by machine learning techniques to the well-known water-

shed segmentation algorithm. We focused on segmentation

of multispectral images with very high spatial resolution in

the remote sensing field, where knowledge can be given by

the user through labeled samples. We have proposed two

different ways to involve machine learning in the watershed

process. On the one hand, we have considered a supervised

fuzzy pixel classification to build the topographic surface

to be processed by the watershed algorithm. On the other

hand, we have tackle the problem of automatic parameter

tuning for oversegmentation reduction through a genetic al-

gorithm. In both cases, relying on the knowledge of labeled

samples is particularly relevant as these samples are nec-

essary for the following classification procedure, and so it

does bring any additional assumptions in the global inter-

pretation process of remotely sensed images. The results

obtained underline the great potential of machine learning

in increasing the quality of the watershed segmentation pro-

cess.

Nevertheless, some improvements are still to be achieved.

We are considering to add more oversegmentation reduc-

ing methods or to involve techniques to modify the object

borders after the segmentation process. Another interesting

point would be to enhance the region-based classification

step to take advantage of the improved segmentation.
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