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Sensitivity of the 1D shallow water equations with source terms:
Solution method for discontinuous flows

C. Delenne, P. Finaud-Guyot, V. Guinot and B. Cappelaere

24th June 2010

Abstract

A finite volume-based numerical technique is presented concerning the sensitivity of the solution of
the one-dimensional Shallow Water Equations (SWEs) with scalar transport. An approximate Riemann
solver is proposed for direct sensitivity calculation even in the presence of discontinuous solutions. The
Shallow Water Sensitivity Equations (SWSEs) are first derived as well as the expressions of the sensitivity
source terms, initial and boundary conditions. The numerical technique is then detailed and application
examples are provided to assess the method’s efficiency in estimating the sensitivity to different paramet-
ers (friction coefficient and initial and boundary conditions). The application of the dam-break problem
to a trapezoidal channel is also provided. The comparison with the analytical solution and the classical
empirical approach illustrates the usefulness of the direct sensitivity calculation.

Keywords: shallow water equations; sensitivity; finite volume; Riemann solver; source terms; initial
and boundary conditions.

1 Introduction
The assessment of the sensitivity of a model output to different parameters is a key step in the optimization
of model performance, since it can be used to define the relevant parameters for the calibration procedures.
Sensitivity analysis is thus seen by some authors [15] as a prerequisite for model building and exploitation,
in any scientific discipline where models are used. In shallow water modelling, sensitivity analysis may be
used to determine how the response of the model is affected by changes in topography, boundary or initial
conditions, or in any physical parameter such as the friction coefficient [6].

The sensitivity of a model output (called variable hereafter) to a given parameter is usually defined
as the partial derivative of this variable with respect to the parameter. This derivative can be computed
using either a discrete or a continuous approach. In the discrete approach, the governing equations for
the model variables are first solved numerically and the results are then differentiated with respect to the
parameter of interest. Typically, the classical empirical (or finite difference) approach consists in performing
two simulations with two slightly different values of the parameter of interest and computing the difference
between both results, normalized by the parameter variation. An example of another efficient approach,
known as complex differentiation, can be found in [13]. These methods are best-suited to the analysis of
complex models dealing with complex geometries, or to the analysis of model response, where the transfer
function between the model inputs and outputs is not known exactly. Continuous approaches can be used
when the governing equations for the model are known. Differentiating these equations with respect to the
parameter of interest leads to the sensitivity equations, that can be solved analytically or numerically.

Both the discrete and continuous approaches, however, use the assumption that the solution of the
governing equations is continuous and differentiable with respect to the parameter. They meet problems
when the model output becomes discontinuous [9]. This is the case, for example, of the solutions of the
shallow water equations in the presence of hydraulic jumps or moving bores. The non-differentiable character
of the flow solution yields locally infinite sensitivity values across discontinuities. A sensitivity source term,
in the form of a Dirac function, can be introduced at shocks locations to avoid this kind of behaviour
[1]. This approach was acknowledged for scalar hyperbolic problems using a different reasoning in [8] and
applied to design numerical methods for hyperbolic systems of conservation laws [4, 7]. In these papers
however, the solutions proposed for the accurate discretization of the Dirac source term in the framework of
shock-capturing numerical methods prove not to be entirely satisfactory in a number of cases [7].

The purpose of this paper is to present a finite volume-based numerical technique for the sensitivity
analysis of the one-dimensional Shallow Water Equations (SWEs) with scalar transport in the continuous
and discontinuous cases. The difficulties encountered in the previous papers for the treatment of the Dirac
source term have been overcome here.
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The SWEs and the derivation of the Shallow Water Sensitivity Equations (SWSEs) are presented in
Section 2 and the expressions of the sensitivity source term, initial and boundary conditions are derived.
Section 3 is devoted to the detailed presentation of the numerical technique for discontinuous solutions,
with a focus on source term and boundary condition discretization. Application examples are provided in
Section 4 concerning the sensitivity analysis to the Manning’s friction coefficient, and to initial and boundary
conditions in a rectangular channel. An application to a trapezoidal channel is also provided. Section 5 is
devoted to concluding remarks.

2 Governing equations

2.1 The sensitivity equations
The development of the sensitivity equations is illustrated using the one-dimensional shallow water equations
with passive scalar transport. These equations form a 3× 3 hyperbolic system of conservation laws (HSCL),
where the first two equations account for mass and momentum conservation and the third one is a scalar
transport equation. They can be written in vector form as

∂U
∂t

+
∂F
∂x

= S (1a)

U(x, 0) = U0(x) (1b)

U(xb, t) = Ub(t) (1c)

where U is the vector of the conserved variables, F the flux vector and S the source term; the subscript b
denotes the domain boundary and the subscript 0 the initial condition. U, F, and S are defined as

U =

 h
hu
hv

 =

 h
q
r

 , F =

 q
q2/h+ gh2/2

qv

 , S =

 0
gh (S0 − Sf )

0

 (2)

where g is the gravitational acceleration, h the water depth, u the flow velocity ( q = hu the unit discharge),
S0 = −∂zb/∂x the bottom slope (with zb the bottom elevation), Sf the friction slope (defined in subsection
2.3) and v can be any variable subjected to passive scalar transport (for example, v can be the concentration
of a pollutant in kg · s−1 and r = hv, the conserved quantity of pollutant in the flow).

The flux function F and the source term S defined in Eq. (2) depend on the flow solution U and on
several parameters, such as the gravitational acceleration, the friction coefficient nM , the initial and/or
boundary conditions, etc. The notation F(U, ψ) and S(U, ψ) is used in the following, where ψ denotes any
of the parameters on which F and S may depend. A sensitivity analysis with respect to a given parameter
ψ consists in studying the influence of a small variation in this parameter on the solution of the flow
equations. The governing equations for the sensitivity (called sensitivity equations hereafter) are obtained
by differentiating the flow equation (1a) with respect to the parameter ψ.

The parameter ψ is perturbed by a function ψ̃ (x, t) that is non zero only on a sub-domain of the problem
domain and defined as

ψ̃ (x, t) = ψ0ε (x, t) (3)

where ε(x, t) is the so-called perturbation indicator, with ε = 0 in the regions where the parameter remains
unchanged and ε = 1 in the regions where ψ is modified for the purpose of the sensitivity analysis. Perturbing
ψ yields a perturbation Ũ in the solution U of (1a):

∂
(
U + Ũ

)
∂t

+
∂F
(
U + Ũ, ψ + ψ̃

)
∂x

= S
(
U + Ũ, ψ + ψ̃

)
(4)

The sensitivity s of U to ψ is defined as the partial derivative of U with respect to ψ

s ≡ ∂U
∂ψ

= lim
ψ0→0

Ũ
ψ0

(5)

Substracting Eq. (1a) from (4) and using a first-order Taylor series expansion in the limit of small ψ̃ and Ũ
yields

∂Ũ
∂t

+
∂

∂x

(
∂F
∂ψ

ψ̃ +
∂F
∂U

Ũ
)

=
∂S
∂ψ

ψ̃ +
∂S
∂U

Ũ (6)
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Substituting Eqs. (3) and (5) into (6) and simplifying by ψ0 leads to the following PDE in s

∂s
∂t

+
∂

∂x

(
∂F
∂U

s
)

=
∂S
∂U

s +
∂S
∂ψ

ε− ∂

∂x

(
∂F
∂ψ

ε

)
(7)

Eq. (7) is rewritten as
∂s
∂t

+
∂G
∂x

= Q (8a)

s =

 η
θ
ρ

 ≡
 ∂h/∂ψ

∂q/∂ψ
∂r/∂ψ

 (8b)

G =
∂F
∂U

s =

 0 1 0
c2 − u2 2u 0
−uv v u

 s =

 θ(
c2 − u2

)
η + 2uθ

−uvη + θv + uρ

 (8c)

Q =
∂S
∂U

s +
∂S
∂ψ

ε− ∂

∂x

(
∂F
∂ψ

ε

)
(8d)

where c = (gh)1/2 is the propagation speed of the waves in the fluid at rest. Eqs. (8) are the conservation
form of the Shallow Water Sensitivity Equations (SWSEs). The source term Q defined in Eq. (8d) is the
only one that depends on the nature of the parameter ψ; its expression is given in subsections 2.3 to 2.5
(after the treatment of discontinuous solutions).

2.2 Sensitivity equations for discontinuous flow problems

The sensitivity partial derivative equation (8a) is derived using the assumption that the flow solution U
is continuous and differentiable with respect to the parameter ψ over the solution domain. Discontinuous
solutions (e.g. shocks such as hydraulic jumps, moving bores, etc.) are not differentiable with respect to the
parameter ψ in the general case and the governing equations must be modified so as to account for extra
terms in the balance equations (see [1, 4, 8, 7]). Indeed, consider a shock moving at a speed cs with left-
and right-hand values UL and UR for the flow variable U and left- and right-hand values sL and sR for the
sensitivity s; applying the so-called Rankine-Hugoniot conditions (or jump relationship) to a control volume
that contains the shock leads to the following equality for the flow variables

(UL −UR) cs = FL − FR (9)

The jump relationship for the sensitivity variables is more complex. As shown in [1] and generalized in [8, 7]
for a non-uniform perturbation indicator ε, the perturbation ψ̃ yields variations ŨL and ŨR in the values of
UL and UR respectively. This also causes a variation c̃s in the speed cs of the shock, and consequently, the
shock abscissa xs is subject to a change x̃s. The perturbed values of U and F on the left- and right-hand
side of the shock are then given by

U(P )
L = UL + ŨL + x̃s

∂UL

∂x
(10a)

U(P )
R = UR + ŨR + x̃s

∂UR

∂x
(10b)

F(P )
L = FL + F̃L + x̃s

∂FL

∂x
(10c)

F(P )
R = FR + F̃R + x̃s

∂FR

∂x
(10d)

where the superscripts (P ) and (x) respectively denote the perturbed value and the derivative with respect
to space of the variable of concern. The jump relationship (9) then becomes(

U(P )
L −U(P )

R

)
(cs + c̃s) = F(P )

L − F(P )
R (11)

Substituting (10) into (11) yields[
UL + ŨL + x̃s

∂UL

∂x
−
(
UR + ŨR + x̃s

∂UR

∂x

)]
(cs + c̃s) = FL+F̃L+x̃s

∂FL

∂x
−
(
FR + F̃R + x̃s

∂FR

∂x

)
(12)
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Subtracting (9) from (12) and retaining only the first-order terms (in the limit of small c̃s, x̃s and Ũ) yields

(UL −UR) c̃s +
(
ŨL − ŨR

)
cs + x̃s

∂

∂x
(UL −UR) cs = F̃L − F̃R + x̃s

∂

∂x
(FL − FR) (13)

Noticing that

Ũ =ψ0s (14a)

F̃ =ψ0G + (∂F/∂ψ) εψ0 (14b)

x̃s = (∂xs/∂ψ)ψ0 (14c)

c̃s = (∂cs/∂ψ)ψ0 (14d)

and simplifying by ψ0, the complete jump relationship for the sensitivity can be written as

(sL − sR) cs = GL −GR −
∂cs
∂ψ

(UL −UR)− ∂xs
∂ψ

[(
∂U
∂x

)
L

−
(
∂U
∂x

)
R

]
cs

+
(
∂F
∂ψ

ε

)
L

−
(
∂F
∂ψ

ε

)
R

+
∂xs
∂ψ

[(
∂F
∂x

)
L

−
(
∂F
∂x

)
R

]
(15)

The following notation is used for the additional term in (15)

R = −∂cs
∂ψ

(UL −UR)− ∂xs
∂ψ

[(
∂U
∂x

)
L

−
(
∂U
∂x

)
R

]
cs

+
(
∂F
∂ψ

ε

)
L

−
(
∂F
∂ψ

ε

)
R

+
∂xs
∂ψ

[(
∂F
∂x

)
L

−
(
∂F
∂x

)
R

]
(16)

Note that this rather complex expression can be simplified in the case of the solution of the Riemann problem
(see section 3.2). This source term being non-zero only at points where U is discontinuous, Eq. (8a) can be
rewritten for continuous and discontinuous solutions

∂s
∂t

+
∂G
∂x

= Q + Rδs (17)

where δs denotes the Dirac distribution located at the shock. The only term in (17) that depends on
the nature of the parameter ψ is the source term Q defined by Eq. (8d). In the following subsections,
the expression of Q is provided for the sensitivity to the friction coefficient and to initial and boundaries
conditions.

2.3 Sensitivity to the friction coefficient
In what follows, the friction slope is assumed to obey a classical Manning-Strickler law under the wide
channel approximation

Sf = q |q|n2
Mh
−10/3 (18)

where nM is Manning’s friction coefficient. The expression of Q can be derived for the particular case where
the parameter ψ = nM . Since F is not a function of nM , ∂F/∂ψ = 0 and

Q =
∂S
∂U

s +
∂S
∂ψ

εnM
(19)

with

∂S
∂U

s =

 0
g (S0 + 7/3Sf ) η − 2gn2

M |q|h−
7/3θ

0

 (20)

and

∂S
∂ψ

εnM
=

 0
−2gh Sf

nM
εnM

0

 (21)

where εnM
= 0 in regions where the friction coefficient is unchanged and εnM

= 1 in the regions where it is
perturbed for the sensitivity analysis.
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2.4 Sensitivity to initial conditions

The sensitivity to the initial conditions is studied by defining ψ as one of the flow variables (h, q, or r) at
t = 0. Considering the sensitivity to the initial conditions yields

ε (x, t) = 0 ∀ t > 0 (22)

The expression of Q then reduces to the term (∂S/∂U) s defined by (20). The initial condition for the
SWSEs (8) is given by

s (x, 0) =

 εh
εq
εr

 (23)

where εh, εq and εr are the perturbation indicators respectively for h(x, 0), q(x, 0) and r(x, 0). Assume
for instance that a dam-break problem [17] is to be solved for the following initial conditions

h (x, 0) =

{
hL for x < x0

hR for x ≥ x0

(24a)

q (x, 0) = 0 ∀x (24b)

r (x, 0) = 0 ∀x (24c)

where x0 is the abscissa of the dam. Assume that the purpose of the analysis is to study the sensitivity of
the flow solution to the water depth hL on the left-hand side of the dam. Then the perturbation indicators
in (23) must be defined as

εh (x, 0) =

{
1 for x < x0

0 for x ≥ x0

(25a)

εq (x, 0) = 0 ∀x (25b)

εr (x, 0) = 0 ∀x (25c)

2.5 Boundary conditions

Boundary conditions for the flow are relationships in the form

fi (U, ψ, t) = 0 (26)

As shown in [2], as many boundary conditions fi must be supplied at a given boundary as there are char-
acteristics entering the domain. It stems from Eq. (8c) that the Jacobian matrix ∂G/∂s for the sensitivity
is identical to the Jacobian matrix ∂F/∂U for the original flow problem. Consequently, the characteristics
for the sensitivity problem are identical to the characteristics for the flow problem and the sensitivity prob-
lem requires as many boundary conditions as the original flow problem. These conditions are obtained by
differentiating Eq. (26) with respect to ψ

dfi
dψ

=
∂fi
∂h

η +
∂fi
∂q

θ +
∂fi
∂r

ρ (27)

Two main situations may occur:

1. The sensitivity analysis is carried out with respect to the initial conditions or to a hydrodynamic
parameter. In this case, the boundary conditions are not influenced by the value of ψ and Eq. (27)
becomes

∂fi
∂h

η +
∂fi
∂q

θ +
∂fi
∂r

ρ = 0 (28)
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2. The sensitivity analysis is carried out with respect to the boundary condition. This is the case for
instance, when the numerical value of the boundary condition to be prescribed is not known with
certainty, or measured with a certain imprecision. For example, assuming that a known water depth
hb is to be prescribed at a boundary, (26) becomes

f = h− hb = 0 (29)

Applying (27) with ψ = hb, yields the following sensitivity boundary condition

η = 1 (30)

For a prescribed unit discharge qb, f = q − qb = 0 and the sensitivity boundary condition is

θ = 1 (31)

and for a prescribed quantity of the transported variable, f = r − rb = 0 and

ρ = 1 (32)

3 Numerical technique
This section deals with the numerical technique developed to solve the SWSEs. The finite volume discret-
ization is briefly recalled in section 3.1, then the fluxes calculation using the Riemann problem is detailed
in section 3.2. Section 3.3 is devoted to source terms calculation in the continuous case and section 3.4 to
shock detection and to the calculation of the specific source term R. Section 3.5 describes the discretization
of boundary conditions.

3.1 Finite volume discretization
The flow and sensitivity equations (Eqs. (1a) and (17)) are discretized using a finite volume formulation:

Un+1
i = Un

i −
∆t
∆xi

(
Fn+1/2
i−1/2 − Fn+1/2

i+1/2

)
+ ∆tSn+1/2

i (33a)

sn+1
i = sni −

∆t
∆xi

(
Gn+1/2
i−1/2 −Gn+1/2

i+1/2 + Rn+1/2
i−1/2 + Rn+1/2

i+1/2

)
+ ∆tQn+1/2

i (33b)

where ∆t is the computational time step, ∆xi is the width of the cell i, Un
i and sni are respectively the

average value of U and s over the cell i at the time level n, Fn+1/2
i−1/2 and Gn+1/2

i−1/2 are the average values of
the fluxes F and G through the interface i − 1/2 (between the cells i − 1 and i) between the time levels n
and n + 1, Sn+1/2

i and Qn+1/2
i are the average values of S and Q over the cell i between the time levels n

and n+ 1, Rn+1/2
i−1/2 (resp Rn+1/2

i+1/2 ) is the contribution of the Dirac source terms possibly generated by shocks
propagating from the cell i− 1 into the cell i (resp. i into i+ 1) between time levels n and n+ 1.

3.2 Fluxes calculation
The fluxes F and G in Eqs (33) can be computed by solving Riemann problems. However, the Riemann
problem for the sensitivity cannot be considered independently from the one for the flow variable, because
the Jacobian matrix ∂F/∂U (used in the definition of G, Eq. (8c)) depends on the flow solution U. A single
Riemann problem is thus defined for the hyperbolic part of the governing equations (1a) and (8a) at a given
interface i+ 1/2 (between cells i and i+ 1)

∂U
∂t

+
∂F
∂x

= 0 (34a)

∂s
∂t

+
∂G
∂x

= Rδs (34b)

(U, s) (x, 0) =

{
(UL, sL) for x < xi+1/2

(UR, sR) for x ≥ xi+1/2

(34c)

where xi+1/2 is the abscissa of the interface. These equations stem from (1) and (17) where U and F are
constant on both sides of the discontinuity and where no source term is considered (i.e. S and Q are nil).
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In this case, the x -derivatives vanish in the expression of R, Eq. (16), as well as the terms in ∂F
∂ψ ε (as a

consequence of Q = 0 in Eq. (8d)) leading to the following simplification

R = −∂cs
∂ψ

(UL −UR) (35)

The two corresponding 3×3 HSCLs defined by equations (1a) and (17) have the same eigenvalues. These
three eigenvalues are real and distinct  λ(1)

λ(2)

λ(3)

 =

 u− c
u

u+ c

 (36)

The general solution of the Riemann problem for the flow solution is known to be made of three waves
separating two internal regions of constant state from the left- and right states of the Riemann problem.
The HLL/HLLC Riemann solver [10, 18] is based on the a priori assumption that the first and third waves
(dx/dt = λ(1) and dx/dt = λ(3)) are discontinuities. The exact nature of such discontinuities (shocks or
contact discontinuities), as well as whether such waves satisfy the entropy condition, does not need to be
known in the solution process. The second wave (dx/dt = λ(2)) is a contact wave. The fluxes are computed
using the original HLLC Riemann solver for the flow problem and a modified HLLC solver for the sensitivity
problem.

Using an a priori approximation λ− (resp. λ+) of λ(1) (resp. λ(3)), allows the Rankine-Hugoniot condi-
tions to be written, for the first two components of (1a), as

(UL −U∗)λ− = FL − F∗ (37a)

(UR −U∗)λ+ = FR − F∗ (37b)

where the subscript ∗ indicates the value of the variable U and the flux F in the intermediate region of
constant state. Solving Eqs. (37) for U∗ and F∗ yields

U∗ =
−λ−UL + λ+UR + FL − FR

λ+ − λ−
(38)

F∗ =
λ+FL − λ−FR − λ−λ+ (UL −UR)

λ+ − λ−
(39)

Depending on the values of λ(1) and λ(3), the interface i + 1/2 may not be located within the intermediate
region of constant state, but in the left or right state. The following estimates for λ(1) and λ(3) allow all
possible flow situations (subsonic/sub-critical and supersonic/supercritical) to be handled by a single formula
[3]

λ− = min (uL − cL, uR − cR, 0) (40a)

λ+ = max (uL + cL, uR + cR, 0) (40b)

The first and second components of the flux F = (F1,F2,F3) can be estimated using Eq. (39) between the
cells i and i+ 1

(F1)n+1/2
i+1/2 =

λ+qL − λ−qR − λ−λ+ (zL − zR)
λ+ − λ−

(41a)

(F2)n+1/2
i+1/2 =

λ+F2,L − λ−F2,R − λ−λ+ (qL − qR)
λ+ − λ−

(41b)

Note that in the first component of (39), the free surface elevations zL and zR are used instead of the original
conserved variables hL and hR for well-balancing of the flux and topographical source term [14].

From numerical experiments, it has been shown in [5] that applying this procedure to the third component
of the flow HSCL (1a) may cause unphysical oscillations, sometimes leading to instability in the solution of
the scalar transport equation. An alternative formulation must be used for the contact discontinuity (note
that this was also the case in the HLLC Riemann solver [18]). The third component is thus estimated using
the following expression

(F3)n+1/2
i+1/2 =

{
(F1)n+1/2

i+1/2 vL if u ≥ 0

(F1)n+1/2
i+1/2 vR if u < 0

(42)

taking into account the characteristic equation in the passive variable v

dv
dt

= 0 for
dx
dt

= u (43)
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The two first components of the sensitivity flux Gn+1/2
i+1/2 are obtained by extending Eqs. (41) to the

sensitivity balance

(G1)n+1/2
i+1/2 =

λ+θL − λ−θR − λ−λ+ (ηL − ηR)
λ+ − λ−

(44a)

(G2)n+1/2
i+1/2 =

λ+G2,L − λ−G2,R − λ−λ+ (θL − θR)
λ+ − λ−

(44b)

As mentioned in previous subsections, such a transposition is not valid strictly speaking because of the extra
source term R that may appear at the discontinuities λ− and λ+. However, it should be kept in mind that
the present section deals with the conservation part of the equations only and that the source term R is to
be treated separately. Numerical experiments [5] indicate that incorporating R into (44a) does not bring
any noticeable change to the quality of the numerical solution.

The issue identified for the third component of the flow HSCL (1a) holds for the sensitivity HSCL (8a).
The sensitivity contact wave should be discretized so as to preserve the invariance property of the sensitivity
Riemann invariant along this wave. The third component of the sensitivity flux Gn+1/2

i+1/2 is thus obtained

by extending the treatment proposed for (F3)n+1/2
i+1/2 to the sensitivity [5]. The derivation of Eq. (43) with

respect to the parameter ψ leads to the following invariance property

dω
dt

= 0 for
dx
dt

= u (45)

where ω is the sensitivity of the passive variable v. This equation can also be written in non-conservation
form

∂ω

∂t
+ u

∂w

∂x
= 0 (46)

Moreover, since r = hv
s3 = ρ = hω + ηv (47)

and
G3 = θv + qω (48)

Substituting these two equations into the third component of (8a) yields

∂ηv

∂t
+
∂hω

∂t
+
∂θv

∂x
+
∂qω

∂x
= 0 (49)

expanding the derivatives of ηv and θv, substituting the first component of Eq. (1a) and using (46) yields
the following equation

∂hω

∂t
+
∂qω

∂x
= 0 (50)

This equation is discretized in a finite volume framework as

(hω)n+1
i = (hω)ni +

∆t
∆x

[
(qω)n+1/2

i−1/2 − (qω)n+1/2
i+1/2

]
(51)

where qw is computed using the invariance property (46)

(qw)n+1/2
i+1/2 =

{
q
n+1/2
i+1/2 ωL if u ≥ 0

q
n+1/2
i+1/2 ωR if u < 0

(52)

Consequently, the third component of the balance equation (33b) is replaced by

ρn+1 = ρn +
∆t
∆x

[
(qω)n+1/2

i−1/2 − (qω)n+1/2
i+1/2

]
+ (ηv)n+1

i − (ηv)ni (53)

Note that, since the eigenvalues of the Jacobian matrices ∂F/∂U and ∂G/∂s are identical, the stability
constraint is the same for the flow and sensitivity problems. The maximum permissible computational time
step ∆tmax is such that the Courant Friedrich Lax number (CFL) associated to the fastest of the waves u – c
and u + c is smaller than unity. The stability constraint is therefore

∆tmax = min
i

∆xi
|uni |+ cni

(54)
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3.3 Source term calculation in the continuous case
The source term S in (33a) is computed as

Sn+1/2
i =

 0
gh (S0 − Sf )

0

n+1/2

i

(55)

and discretized using a classical source term upwinding procedure [19]

Sn+1/2
i =

 0
gh (S0 − Sf )

0

n+1/2

i,L

+

 0
gh (S0 − Sf )

0

n+1/2

i,R

(56)

where the subscripts L and R denote the respective contributions of the left and right interface of the cell i
to the total source term. The contributions of the interface i+ 1/2 to the cells i and i+ 1 are given by

[gh (S0 − Sf )]n+1/2
i,L =

−λ−

λ+ − λ−
ghni+1/2

[
−
zbi
− zbi+1

∆xi
− n2

Mh
−10/3
i+1/2qi+1/2

∣∣qi+1/2

∣∣] (57a)

[gh (S0 − Sf )]n+1/2
i+1,R =

λ+

λ+ − λ−
ghni+1/2

[
−
zbi
− zbi+1

∆xi
− n2

Mh
−10/3
i+1/2qi+1/2

∣∣qi+1/2

∣∣] (57b)

where the subscript i+ 1/2 denotes the mean of the variable values in cells i and i+ 1.
The source term Q for the sensitivity is computed as

Qn+1/2
i =

 0

S0gη + 7/3Sfgη − 2gn2
M |q|h−

7/3θ − 2gh
Sf
nM

εnM

0


n+1/2

i

(58)

and is discretized using the same procedure as S.

3.4 Shock detection and calculation of R
In [4, 8, 7] the following criteria were identified as satisfactory. A shock is detected for the wave λ− if the
following conditions are both satisfied

uL − cL > u∗ − c∗ (59a)

uL + cL > u∗ + c∗ (59b)

while a shock is detected for the wave λ+ if

u∗ − c∗ > uR − cR (60a)

u∗ + c∗ > uR + cR (60b)

where u∗ and c∗ are respectively the flow velocity and the propagation speed of the waves in the fluid at rest
in the intermediate region of constant state.

Note that in the original theory of hyperbolic systems of conservation laws [11], Eq. (59a) and (60b) are
necessary and sufficient conditions for shock wave detection. However, in [11] the influence of source terms
is not considered. Using these equations alone would lead to detecting a shock even when the water is at
rest when the bottom slope is nonzero [4, 7], hence the need for the extra conditions (59b) and (60a).

When a shock is detected, the point source term R is split into two contributions: the contribution R–

of the wave λ− and the contribution R+ of the wave λ+. Since the wave λ− separates the left state of the
Riemann problem from the intermediate region of constant state and the wave λ+ separates the right state
of the Riemann problem from the intermediate region of constant state, applying (16) yields

R− = −∂λ
−

∂ψ
(UL −U∗) (61a)

R+ = −∂λ
+

∂ψ
(U∗ −UR) (61b)
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The key idea in the present solver [5] consists in using Eq. (38) for the estimate of U∗ and noticing
that the wave speeds λ− and λ+ depend on UL and UR only in the conservation part of the equations.
Consequently, (61a) may be rewritten as

R− = −
(
∂λ−

∂UL

∂UL

∂ψ
+
∂λ−

∂UR

∂UR

∂ψ

)
(UL −U∗) (62)

Noticing that ∂U/∂ψ = s, (62) becomes

R− = −
(
∂λ−

∂UL
sL +

∂λ−

∂UR
sR

)
(UL −U∗) (63)

Applying a similar reasoning to the wave λ+ yields

R+ = −
(
∂λ+

∂UL
sL +

∂λ+

∂UR
sR

)
(U∗ −UR) (64)

It is easy to check that the definitions (40) lead to the following expressions for the row matrices ∂λ±/∂U

∂λ−

∂UL
=


1
hL

[
−uL − cL

2 1 0
]

if uL − cL < min (uR − cR; 0)[
0 0 0

]
otherwise

(65a)

∂λ−

∂UR
=


1
hR

[
−uR − cR

2 1 0
]

if uR − cR < min (uL − cL; 0)[
0 0 0

]
otherwise

(65b)

∂λ+

∂UL
=


1
hL

[
−uL + cL

2 1 0
]

if uL + cL ≥ max (uR + cR; 0)[
0 0 0

]
otherwise

(65c)

∂λ+

∂UR
=


1
hR

[
−uR + cR

2 1 0
]

if uR + cR > max (uL + cL; 0)[
0 0 0

]
otherwise

(65d)

Substituting Eqs (65) into (63) and (64) yields

R− =

{
1
hL

[(
uL + cL

2

)
ηL − θL

]
(UL −U∗) if uL − cL < min (uR − cR; 0)

1
hR

[(
uR + cR

2

)
ηR − θR

]
(UL −U∗) if uL − cL ≥ max (uR − cR; 0)

(66a)

R+ =

{
1
hR

[(
uR − cR

2

)
ηR − θR

]
(U∗ −UR) if uL + cL < min (uR + cR; 0)

1
hL

[(
uL − cL

2

)
ηL − θL

]
(U∗ −UR) if uL + cL ≥ max (uR + cR; 0)

(66b)

3.5 Discretization of boundary conditions

3.5.1 Shallow water equations

Three types of boundary conditions are considered hereafter for the equations of mass and momentum
conservation: prescribed water depth, prescribed discharge and prescribed stage-discharge relationship. For
the sake of conciseness, only the left-hand boundary of the domain is considered, the transposition to a right-
hand boundary being straightforward. Only subcritical conditions are considered hereafter, the supercritical
case being straightforward.

1. Prescribed water depth. Assume that the water depth hb is to be prescribed at the left-hand
boundary. Then, the water depth and the sensitivity at the left-hand interface 1/2 of the computational
cell 1 are given by

h
n+1/2
1/2 = hb (67a)

η
n+1/2
1/2 = ηb (67b)

with ηb = 0 or 1 depending on the purpose of the sensitivity analysis (see subsection 2.5). The values
of q and θ at the boundary are computed by considering, as in the HLL formalism (40a)-(40b), that

10



the boundary states are separated from the inside of the computational domain by a wave moving at
speed λ+ = un1 + cn1 . Then, equation (37b) is applicable with hb and qb

q
n+1/2
1/2 = qn1 + (hb − hni )λ+ (68a)

θ
n+1/2
1/2 = θn1 + (ηb − ηni )λ+ (68b)

The water depth h
n+1/2
1/2 and the unit discharge qn+1/2

1/2 as well as their sensitivity, being entirely de-

termined at the interface 1/2, the calculation of the momentum flux (F2)n+1/2
1/2 and the sensitivity flux

(G2)n+1/2
1/2 is straightforward.

2. Prescribed unit discharge. The boundary conditions are

q
n+1/2
1/2 = qb (69a)

θ
n+1/2
1/2 = θb = 0 or 1 (69b)

Applying Eq. (37b) to the second components of U and s yields directly the second component of the
fluxes for the flow variable and sensitivity

(F2)n+1/2
1/2 = (F2)n1 + (qb − qni )λ+ (70a)

(G2)n+1/2
1/2 = (G2)n1 + (θb − θni )λ+ (70b)

3. Prescribed stage-discharge relationship. In the case of a known, nonlinear relationship between
the water depth and the unit discharge, it is more convenient to rewrite (26) in the form of a relationship
between the flow velocity u and the wave celerity in still water c

f (u, c, ψ) = 0 (71a)

∂f

∂u
ν +

∂f

∂c
χ+

∂f

∂ψ
= 0 (71b)

where χ, and ν are respectively the sensitivity of c and u. This set of equations is complemented by
the Riemann invariants u–2c and ν–2χ for the flow and sensitivity respectively

u
n+1/2
1/2 − 2cn+1/2

1/2 = un1 − 2cn1 (72a)

ν
n+1/2
1/2 − 2χn+1/2

1/2 = νn1 − 2χn1 (72b)

The systems (71a,72a) and (71b,72b) may be solved using any iterative procedure such as the Newton-
Raphson technique.

3.5.2 Transport equation

Concerning the boundary condition for the variable subjected to passive transport, a value rb must be
prescribed at the left-hand boundary if the unit-discharge q is positive

r
n+1/2
1/2 = rb (73a)

ρ
n+1/2
1/2 = ρb (73b)

with ρb = 0 or 1 depending on the purpose of the sensitivity analysis.
When the unit discharge is negative, the values of r and ρ inside the domain are conserved

r
n+1/2
1/2 = rn1 (74a)

ρ
n+1/2
1/2 = ρn1 (74b)

The calculation of the third components of F and G is then straightforward.
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4 Computational examples

4.1 Sensitivity to the friction coefficient: steady flow on a sloping bed
The purpose of this test is to assess the efficiency of the method for the sensitivity to the Manning’s coefficient,
in a case where a reference solution can be computed by discretizing the backwater curve equation

dh
dx

=
S0 − Sf
1− Fr2

(75a)

Sf = q2n2
Mh
−10/3 (75b)

using the explicit Euler method. The boundary conditions are a prescribed unit-discharge (qb) upstream
and a prescribed water depth (hb) downstream.

Since the flow is in steady state, the corresponding sensitivity equation is given by

dη
dx

= η
∂

∂h

(
S0 − Sf
1− Fr2

)
+ εnM

∂

∂nM

(
S0 − Sf
1− Fr2

)
=

1
1− Fr2

[(
10
3
Sf − 3Fr2

S0 − Sf
1− Fr2

)
η

h
− 2

Sf
nM

εnM

]
(76)

with

εnM
(x) = 1∀x (77a)

ηb(L) = 0 (77b)

θ(x) = 0∀x (77c)

and can also be discretized using the explicit Euler method.
The parameters of the test case are given in Table 1. The computed water depth, unit-discharge and

their sensitivities to Manning’s friction coefficient are given in Figure 1 for the proposed solver and the Euler
approach. The empirical sensitivity profiles also given in Figure 1 are defined by the normalised difference
between two simulations obtained using two slightly different values for nM (in this case: 0.025 m−1/3 s and
0.024 m−1/3 s). The physical interpretation of the sensitivity η of h with respect to nM (Figure 1b) is that a
variation of 1 in nM leads to a variation in h of about 21 upstream. Indeed, the calculation with nM = 0.024
gives h = 0.8892 whereas the calculation with nM = 0.025 gives h = 0.8685 (i.e. a difference of 0.021). The
sensitivity of h downstream remains nil because the water depth is prescribed at the downstream boundary.
Since the flow is permanent and the unit-discharge is prescribed upstream, q should remain constant in the
whole domain and θ should be nil. The differences observed for the unit-discharge q and its sensitivity θ near
the downstream boundary are due to a difficulty of the proposed solver to assess the momentum values at
cells, given boundary conditions at interfaces. The problem stems from the balancing process between the
flux calculation at the interface and the values at cells1. Indeed, the values of q and θ at the interfaces, i.e.
the first component of the fluxes F and G respectively, are correctly estimated and are respectively equal
to the prescribed value qb and to 0 in the whole domain (see Figure 2). Moreover, in this case, despite an
unsatisfying value of q, its sensitivity θ is better estimated by the direct approach than by the empirical
method.

To assess the convergence of the proposed approach, a convergence analysis is performed in the uniform
case, for which an analytical solution is known. The uniform flow is obtained by prescribing hb to be the
normal height

hb = hN =
(
qnM√
S0

)3/5

(78)

In this configuration, Eq. (76) is simplified into

dη
dx

=
Sf

1− Fr2

[
10
3
η

h
− 2

εnM

nM

]
(79)

This first order differential equation admits the following analytical solution

η(x) =
3
5
hN
nM

(
1− e−

Sf

1−Fr2
· 103hL

)
e

Sf

1−Fr2
· 103hx (80)

1Note that the isolated points in Figure 1c and 1d are not artefacts due to the drawing of only one point every 25.
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Symbol Meaning Value
g Gravitational acceleration 9.81 m s−2

L Length of the simulation domain 3000 m
qb Unit-discharge prescribed at the upstream boundary 1 m2 s−1

hb Water depth prescribed at the downstream boundary 0.8 m
S0 Bottom slope 1 · 10−3

h0 Initial water depth in the domain 1 m
q0 Initial unit-discharge in the domain 1 m2 s−1

nM Manning’s friction coefficient 0.025 m−1/3 s
(∆x)r Cells width used for the reference solution 0.001 m
(∆x)n Cells width used for the numerical solution 1 m
T Computational time 15000 s

Table 1: Steady flow on a sloping bed: problem parameters.
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Figure 1: Sensitivity to the Manning coefficient for a steady state flow on a sloping bed. Comparison between
the proposed solver and the explicit Euler method (reference). For the sake of clarity, only one point every
25 is represented.
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Figure 2: Sensitivity to the Manning coefficient for a steady state flow on a sloping bed. Values of q and θ
computed at the interfaces.

The convergence analysis is performed using the parameters given in Table 1, except hb = hN ≈ 0.8685 m,
and eight different values of the spatial discretization step: ∆x = {5; 3; 2; 1; 0.5; 0.25; 0.1; 0.05} m. The
corresponding values of ∆tmax are automatically computed using Eq. (54). The variations L1- and L2-norms
of the difference between the analytical and numerical solutions with the cell width ∆x are represented in
Figure 3 for the variables h, q and their sensitivities. The Lp-norm (p = 1, 2) is defined as:

Lp =

{∑
i

[Yi − Y (xi)]
p ∆xi

}1/p

(81)

where Yi and Y (xi) represent respectively the numerical and analytical solutions with Y being either h, q,
η or θ.

Both norms decrease with ∆x – the L2-norm with a slope about twice the one of the L1-norm – indicating
a uniform convergence of the numerical solution to the analytical solution.

4.2 Sensitivity to the initial conditions: dam-break on a sloping bed
The dam-break problem is an initial value problem in which the water is initially at rest and the water levels
are different on both sides of the dam. The variable subjected to passive scalar transport can also have
different values on both sides of the dam. This problem is thus a Riemann problem defined as

h (x, 0) =

{
hL forx < x0

hR forx > x0

(82a)

q (x, 0) = 0 (82b)

r (x, 0) =

{
rL forx < x0

rR forx > x0

(82c)

Note that this initial condition does not correspond to equilibrium conditions but gives the advantage that
the analytical solution is easy to compute (see [7] for more details).

A sensitivity analysis with respect to the initial water depth hL in the dam is performed. The analytical,
empirical and numerical solutions are plotted in Figure 4 for a positive slope and in Figure 5 for a negative
slope with the parameters given in Table 2. The higher the magnitude of the sensitivity, the more sensitive
the variable with respect to the parameter. For example in Figure 4e, the value of θ = ∂q/∂hL for x = 0 is
1.96; this means that a variation of 1 for hL leads to a variation of approximatively 1.96 for q (note that this
approximation remains valid for small variations). Indeed, the calculation using hL = 10 gives qx=0 = 19.62
whereas the calculation using hL = 11 gives qx=0 = 21.58 (i.e a difference of 1.96).

The empirical sensitivity profiles have been obtained using two slightly different values for hL (i.e. 10 m
and 10.01 m) and for vL (i.e. 1 and 1.01, the unit of which depends on the nature of the variable). In Figures 4
and 5 the same scale is used to plot the empirical and numerical sensitivity profiles, but the empirical profiles
exhibit artificial peaks in the neighbourhood of the shock that exceed by far the scale range. This is due
to the fact that the shock celerity is not exactly the same between both simulations (because it depends on
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Figure 3: Convergence analysis. L1 and L2 norms of the error as functions of cell size (logarithmic scale).

the value of hL). This behaviour is eliminated with the proposed solver, thanks to the introduction of the
Dirac-source term across the shock.

4.3 Sensitivity to the boundary conditions: bore propagation into a frictionless
channel

The purpose of this test is to assess the accuracy of the proposed discretization for the sensitivity to boundary
conditions in the presence of discontinuous solutions. Consider a horizontal, frictionless channel where the
water is initially at rest, with a constant initial depth h0. At t = 0, the unit discharge and the value of the
variable subjected to passive transport, at the channel upstream (x = 0), change instantaneously from 0 to
constant values: qb and vb. A bore appears and propagates into the channel at a constant speed cs. Writing
the jump relationships across the bore leads to

qb = (hb − h0) cs (83a)

q2b
hb

+
g

2
(
h2
b − h2

0

)
= qbcs (83b)

where hb is the water depth at the boundary. Eqs (83) are solved uniquely for hb and cs using iterative
linearization techniques such as Newton-Raphson’s method. Since the purpose is to study the sensitivity of
the solution to the values of qb and vb, the sensitivity boundary condition are θb = 1 and ωb = 1. The jump
relationships for the sensitivity are obtained by differentiating (83) with respect to qb, and noticing that the
initial water depth sensitivity η0 in the channel is zero

ηbcs + (hb − h0)
∂cs
∂qb

= 1 (84a)

2ub − u2
bηb + ghbηb = cs + qb

∂cs
∂qb

(84b)

Eqs (84) can be solved uniquely for ηb and ∂cs/∂qb. The bore concerning the variable subjected to passive
transport propagates at the constant speed of the contact wave: λ(2) = u = ub.

The set of parameters used for this application example is given in Table 3. The empirical sensitivity
profiles have been obtained using two slightly different values for qb (i.e. 1 m2 s−1 and 1.01 m2 s−1) and for
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Figure 4: Dam-break problem on a positive slope. Left: flow solution, middle: empirical sensitivity, right:
numerical sensitivity. For the sake of clarity, only one point every 100 is represented. The values reached by
the peaks in subfigures (b) and (e) are respectively about 175 and 2130.
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Figure 5: Dam-break problem on a negative slope. Left: flow solution, middle: empirical sensitivity, right:
numerical sensitivity. The values reached by the peaks in subfigures (b) and (e) are respectively about 170
and 1245.
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Symbol Meaning Value
g Gravitational acceleration 9.81 m s−2

L Length of the simulation domain 1000 m
S0 Bottom slope 0.01 and -0.01
hL Water depth on the left-hand side of the initial discontinuity 10 m
hR Water depth on the right-hand side of the initial discontinuity 1 m
qL and qR x unit discharge on the left- and right-hand sides of the initial discontinuity 0 m2 s
vL initial value of the variable subjected to passive transport on the left-hand

side of the discontinuity
1 kg s−1

vR initial value of the variable subjected to passive transport on the right-hand
side of the discontinuity

0 kg s−1

x0 Abscissa of the initial discontinuity 500 m
ηL Water depth sensitivity on the left-hand side of the initial discontinuity 1 (-)
ηR Water depth sensitivity on the right-hand side of the initial discontinuity 0 (-)
θL and θR Sensitivity of the x unit discharge on the left- and right-hand sides of the

initial discontinuity
0 m s−1

ωL Sensitivity of the variable subjected to passive transport on the left-hand side
of the initial discontinuity

1 kg m−1 s−1

ωR Sensitivity of the variable subjected to passive transport on the right-hand
side of the initial discontinuity

0 kg m−1 s−1

nM Manning’s friction coefficient 0.m−1/3 s
∆x Cells width 0.1 m
T Computational time 20 s

Table 2: Dam-break on a sloping bed: problem parameters.

Symbol Meaning Value
g Gravitational acceleration 9.81 m s−2

L Length of the simulation domain 100 m
∆x Cells width 1 m
t Computational time 15 s
h0 Initial water depth 1 m
qb Unit-discharge prescribed at the upstream boundary 1 m2 s−1

θb Upstream discharge sensitivity 1 (-)
vb Value prescribed at the upstream boundary, for the variable subjected to

passive transport
1 kg s−1

ωb Upstream sensitivity for the variable subjected to passive transport 1 kg m−2 s−2

Table 3: Bore propagation into a frictionless channel: problem parameters. All initial conditions but h0 are
nil.

vL (i.e. 1 and 1.01, the unit of which depends on the nature of the variable). The analytical, numerical,
and empirical sensitivity profiles are given in Figure 6. As shown in the previous test case, the empirical
sensitivity profiles also exhibit artificial peaks in the neighbourhood of the shock, that are not present with
the proposed solver. In this case, however, diffusion of the numerical solution can be observed near the shock
for r and ρ (Figures 6g and 6h) that may indicate the need for a higher order reconstruction.

4.4 Application to a non rectangular river profile

The direct sensitivity approach can be applied to non rectangular river profiles. An example is given here
for a trapezoidal channel, where the cross-sectional area A is defined by

A = (B0 + h tanα)h (85)

where B0 is the bottom width, h the water depth and α the angle formed by the channel sides to the vertical.
The governing equations (1) and (2) can be rewritten as

∂UT

∂t
+
∂FT

∂x
= ST (86)
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Figure 6: Bore propagation into a frictionless channel and sensitivity with respect to the prescribed unit
discharge qb. Left: flow solution, middle: empirical sensitivity, right: numerical sensitivity.

19



 0

 5

 10

 15

 0  500  1000

A
 (

m
2 )

x (m)

Numerical

(a)

 0

 0.5

 1

 0  500  1000

η 
(-

)

x (m)

Empirical
Numerical

(b)

-10

 0

 10

 20

 0  500  1000

Q
 (

m
3  s

-1
)

x (m)

Numerical

(c)

-1

 0

 1

 2

 3

 4

 0  500  1000
θ 

(m
 s

-1
)

x (m)

Empirical
Numerical

(d)

Figure 7: Dambreak problem for a trapezoidal channel. Left: flow solution, right: empirical and numerical
sensitivities.

UT =
(
A
Q

)
, FT =

(
Q

Q2/A+ gh2B0/2 + gh3 tanα/3

)
, ST =

(
0

gA (S0 − Sf )

)
(87)

In this case, the expression of the sensitivity flux becomes

GT =

(
θ

gA
(
B2

0 + 4A tanα
)1/2

η − u2η + 2uθ

)

The flow solution of the dam-break problem applied to a trapezoidal channel is plotted in Figure 7(a)
and 7(c) with the parameters given in Table 4. The sensitivity of A and Q with respect to the initial cross-
sectional area in the dam, is plotted in Figure 7(b) and 7(d). In this case again, the direct computation of
the sensitivity removes the artefacts of the empirical method.

5 Conclusion

The sensitivity equations were derived for the one-dimensional Shallow Water Equations with scalar trans-
port and source terms. A finite volume-based numerical technique was proposed for both continuous and
discontinuous flow solutions. In this latter case a Dirac-source term, introduced across shocks in the governing
sensitivity equations, increases complexity in the solution of the sensitivity problem. However, this approach
enables elimination of numerical artifacts present in the empirical method, such as infinite sensitivity values
at discontinuities.

Ongoing research focuses on the generalization of the present technique to the solution of the two-
dimensional shallow water equations on unstructured grids. As shown in [5], such a generalization is not
trivial because solving the two-dimensional shallow water equations involves solving a third conservation
equation for transverse momentum. In the present work, to preserve the invariance property of the sens-
itivity Riemann invariant along the contact wave, a part of the third equation has been discretized in
non-conservation form. In two dimensions, not discretizing the transverse momentum equation (that can
be considered as a passive tracer) in a fully conservative manner can be expected to yield accuracy and/or
stability problems. Moreover, the determination of the exact location of shocks in two dimensions will also
increase the complexity of the problem.

The difficulty of the proposed solver in dealing with the imposed boundary conditions in the steady state
configuration with bottom slope and friction (section 4.1), stems from the HLLC solver itself, in the balancing
process between the flux calculation at the interface and the values at cells. The development of sensitivity
equations for the approximate state Riemann solver presented in [12] is thus under investigation. Since using
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Symbol Meaning Value
g Gravitational acceleration 9.81 m s−2

L Length of the simulation domain 1000 m
B0 Bottom width of the channel 5 m
α Angle between channel sides and the vertical π/4
S0 Bottom slope 0.
hL Water depth on the left-hand side of the initial discontinuity 2 m
hR Water depth on the right-hand side of the initial discontinuity 1 m
QL and QR Discharge on the left- and right-hand sides of the initial discontinuity 0 m2 s
x0 Abscissa of the initial discontinuity 500 m
ηL Sensitivity of the water cross-sectional area on the left-hand side of the initial

discontinuity
1 (-)

ηR Sensitivity of the water cross-sectional area on the right-hand side of the
initial discontinuity

0 (-)

θL and θR Sensitivity of the discharge on the left- and right-hand sides of the initial
discontinuity

0 m s−1

nM Manning’s friction coefficient 0.m−1/3 s
∆x Cells width 0.1 m
T Computational time 30 s

Table 4: Dam-break on a trapezoidal channel: problem parameters.

higher-order schemes for scalar sensitivity equations has been shown to improve the accuracy of sensitivity
solutions in a number of cases [8], the applicability of fast, higher-order numerical reconstruction techniques
such as the MUSCL-EVR approach [16] is another path for research. The strong diffusion, observed for
the variable subjected to passive scalar transport and for its sensitivity in the bore propagation problem, is
expected to be limited using these techniques.
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