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This paper focuses on the capacity of the underwater acoustic communications (UAC) channel under realistic assumptions: time-varying multi-paths channel, modelled as a stochastic doubly-spread frequency-selective channel, unknown actual realization of the channel at both transmitter and receiver, constraints on both transmitted power (rms and/or peak) and available frequency bandwidth. The exact channel capacity under such assumptions is still unknown. Therefore, several bounds for this capacity are given and then numerically assessed for a few typical shallow water UAC channels. Main conclusion is that, even with the above comprehensive set of demanding assumptions, as far as the theoretical channel capacity is considered, transmission with higher than often now spectral efficiency (e.g., 2 to 4 bits/sec/Hz) appears as a reasonable objective in typical time-varying underwater acoustic communication channels, providing SNR about 15 to 20 dB.

Introduction

After pioneering works in the 70’s and 80’s [1] and first assessments of high bitrate phase coherent communications in the 90’s [2], a few attractive techniques [3] are now emerging in underwater acoustic communications (UAC), especially for the difficult shallow water UAC channel. Among these techniques, the most promising are likely the multi-carriers (MC) modulations (with Orthogonal Frequency Division Multiplex (OFDM) [4, 5] as a special case), efficient channel coding techniques such as turbo or LDPC codes, and iterative reception algorithms such as turbo-equalization [6, 7].

The results obtained with these techniques are generally quite promising. A few recently reported experimental results, such as the successful transmission, with a 32-QAM modulation and turbo-equalization, in the Baltic Sea at 50 km and 10 kbits/sec reported in [8] even appear quite amazing. Hence, an assessment of the ultimate performance of shallow water UAC, by the means of computation of the Shannon capacity [9] appears critical to determine whether these new techniques could actually yield a significant breakthrough in UAC, or whether the reported results are only the consequence of exceptionally favorable environmental conditions. Meanwhile, this interest is also renewed by the outcomes of many recent works on the capacity of fading channel, [10–13], mainly motivated by the wireless [14] or ultra-wideband (UWB) channels, but which are applicable to the UAC channel as well.

Unlike the capacity of other channels, the capacity of the shallow water UAC channel has been seldomly addressed. Apart from recent publications [15] related to MIMO systems, we are only aware of a very few works in the UAC context. Hayward et al. [16] apply a Gaussian-beam propagation code to get the amplitudes and phases of the multi-paths in a flat bottom shallow water environment (100 meters depth, range up to 20 km) with an almost unlimited available frequency band (from 100 to $10^6$ Hz). Then, assuming a time-invariant frequency-selective channel, they allocate the transmitted power across the available frequency band in order to maximize the channel capacity (by using the water-filling algorithm [14]). Assuming a 193 dB rePa@1 m source level, they eventually get very high theoretical bitrates, about 1 Mbit/sec at 1 km or 100 kbit/sec at 10 km. More recently, Stojanovic et al. [17, 18] consider a simpler propagation model (a single path whose signal-to-noise ratio (SNR) at reception varies with frequency and range according to simple models). Then, they also apply the water-filling algorithm to maximize the channel capacity and derive approximate simple relations between range, transmitted power and channel capacity. Unlike [16], they do not provide numerical values of the channel capacity, however some values of the spectral efficiency plotted in [17] also appear optimistic.

Main point is that all the channel capacities above, even if interesting are not fully realistic since they neglect some critical characteristics of the UAC channel, its random and highly time-varying impulse response, and of the transmitting devices, the often encountered peak-power and bandwidth limitations. To be more explicit, on the basis of the shallow water UAC characteristics, we believe that a model that aims at being realistic should take the following aspects into account:

- The channel is selective in both time and frequency.
- Each channel tap can be modelled as a Rice or Rayleigh-fading process, with memory, that satisfies the wide-
sense stationary uncorrelated scattered assumptions (WSSUS)\(^2\).

- Neither the transmitter (TX) or the receiver (RX) knows the current realization of the channel. However, thanks to the WSSUS assumption, we consider that both TX and RX know the channel statistics.
- The available frequency bandwidth is limited.
- The peak power of the transmitted symbols is limited.

These capacity computations aim at determining the gap between theoretical capacity in an AWGN channel and the same theoretical performance of the shallow water UAC. These capacity computations aim at determining the gap between theoretical capacity in an AWGN channel and the same theoretical performance of the shallow water UAC.

This paper is organized as follows. Section 1 is devoted to a formal presentation of the relevant assumptions and notations. Previous results related to the addressed capacity of constrained peak-power frequency-selective channels are recalled in Section 2. Then, upper and lower bounds for the capacity of a doubly spread frequency-selective Ricean channel are derived in Section 3. These bounds are finally discussed and applied to typical shallow water UAC channels in Section 4.

1 Main assumptions and system model

Underwater acoustic channel and WSSUS modelling

The properties of the underwater acoustic channel have been widely investigated for several decades. With respect to the shallow water UAC [20–22], its main characteristics are the low propagation speed (about 1500 m/s), the increase of the propagation losses with frequency (which results in a small available bandwidth at medium or large ranges, typically a few kHz at 10 km), the spreading of the channel impulse response (CIR), both in time and frequency, the lack of direct path at medium or large range (due to the refraction of the sound paths), the random fluctuations of the propagation delays and angles of arrival due to multiple reflections on rough or moving interfaces (sea bottom and surface) and, finally, a long diffuse reverberation.

A general statistical model to deal with such channels, dispersive both in time and frequency, is the wide sense stationary uncorrelated scattered (WSSUS) model [23], where the channel is modelled as a continuous-time random linear time-varying (LTV) filter

\[
y(t) = \int h(t, \tau)x(t - \tau) + w(t)
\]

and where \(x(t), y(t)\) and \(w(t)\) are the channel input, its output and the additive noise, respectively, and \(h(t, \tau)\) the continuous-time channel impulse response, assumed to be a two-dimensional stochastic process, characterized by its mean \(\bar{h}(\tau) \overset{\Delta}{=} E[h(t, \tau)]\), its correlation function \(C_H(\Delta t, \tau)\) and its scattering function \(S_H(\tau, \nu)\) defined as

\[
E \left[ \left[ h(t, \tau) - \bar{h}(\tau) \right] \left[ h(t', \tau') - \bar{h}(\tau') \right] \right] \\
\Delta C_H(t - t', \tau) \triangleq \delta(\tau - \tau') \\
S_H(\tau, \nu) \overset{\Delta}{=} \int C_H(\Delta t, \tau)e^{-2\pi \Delta t \nu} d\Delta t.
\]

Note that, as in [23], the WSSUS channel is generally assumed to be zero-mean, which corresponds to channel taps distributed according to a Rayleigh distribution. However, the generalization to a non-zero mean channel, which corresponds to Ricean channel taps, is straightforward. Then, apart from the scattering function above, another critical parameter is the Rice factor, which now depends upon the propagation delay \(\tau\), and is defined as \(\kappa(\tau) \overset{\Delta}{=} \frac{|h(\tau)|^2}{C_H(0, \tau)}\).

Relation between channel input and output

In the sequel, the transmitted and received signals, \(x(t)\) and \(y(t)\), as well as the CIR \(h(t, \tau)\) and the noise \(w(t)\), are assumed to be sampled at the symbol rate \(B\), where \(B\) is also equal to the available frequency band. It is also assumed that the symbol rate \(B\) is such that \(B \gg \nu_{\text{max}}\), where \(\nu_{\text{max}}\) is the Doppler spread of the channel. Therefore, the Nyquist condition is met when sampling the channel response both along time \(t\) and delay \(\tau\).

The transmitted symbols \(X = (x_0, \ldots x_{N-1})^t\) are assumed independently distributed (i.i.d.) with a peak-power constraint expressed as

\[
|x_n|^2 \leq \Omega_x^2.
\]

Note that here the average power \(E \left[ |x_n|^2 \right] \overset{\Delta}{=} \sigma_x^2\) is not explicitly constrained. However \(\sigma_x^2 \leq \Omega_x^2\) is alway true, with equality when the input symbols are distributed on the circle with radius \(\Omega_x\).

The discrete time channel output \(Y = (y_0, \ldots y_{N-1})^t\) is given by

\[
Y = T_H \cdot X + W
\]

where \(W\) is the vector of the \(N\) noise samples, assumed i.i.d. gaussian and zero-mean with variance \(\sigma_w^2\), and \(T_H\) the \(N \times N\) random channel matrix defined as

\[
T_H \overset{\Delta}{=} \begin{bmatrix}
h_{0,0} & 0 & \ldots & \ldots & \ldots & 0 \\
\vdots & h_{1,0} & \ddots & \ddots & \ddots & \vdots \\
h_{L-1,0} & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & h_{L,L-1} & h_{L,0} & \ddots & \ddots & \vdots \\
& \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & h_{N-1,L-1} & h_{N-1,0}
\end{bmatrix}
\]
and $h_{n,k}$ is the gain at time $n$ of the channel tap $k$, for $n \in [0, N - 1]$ and $k \in [0, L - 1]$, and $L$ the length of CIR. Depending upon the context, it can also be convenient to rewrite (5) as
\begin{equation}
Y = \sum_{k=1}^{L-1} H_k \odot X_1 k + W
\end{equation}
where $H_k$ (for $k \in [0, L - 1]$ is the $N \times 1$ vector of the gains of the $k$th channel tap (the $k$th low subdiagonal of the channel matrix $T_H$), $X_1 k$ the vector obtained from $X$ by shifting its $N-k$ first elements $k$ times downward, and then padding the $k$ upper elements with zeros. Finally, the symbol $\odot$ stands for the Hadamard (element-wise) product. From the WSSUS assumption, it follows
\begin{equation}
E[H_k] = \bar{h}_k \cdot 1_N \triangleq \bar{H}_k
\end{equation}
\begin{equation}
E\{[H_k - \bar{H}_k] \cdot [H_l - \bar{H}_l]^\dagger \} \triangleq C_H(k) \cdot \delta_{k,l}
\end{equation}
where $\bar{h}_k$ and $C_H(k)$ are the mean and the covariance matrix of the $k$th channel tap, respectively.

For commodity, we denote now by $\sigma^2_n(k)$ the elements of the main diagonal of the matrices $C_H(k)$ and
\begin{equation}
\Xi^2_H \triangleq \sum_k \sigma^2_n(k)
\end{equation}
\begin{equation}
\Psi^2_H \triangleq \sum_k |\bar{h}_k|^2 = \int_{-1/2}^{1/2} |\psi_H(\theta)|^2 \, d\theta
\end{equation}
where $\theta$ is the normalized frequency ($\theta \triangleq (f-f_{\text{carrier}})/B$), and $\psi_H(\theta)$ the discrete Fourier transform of the mean of the CIR, $\psi_H(\theta) = \sum_k \bar{h}_k e^{-2j\pi k \theta}$.

Note that the two above parameters $\Psi^2_H$ and $\Xi^2_H$ can be viewed as the energies of the mean and of the random (zero-mean) parts of the CIR of an equivalent time-varying flat-fading channel obtained by summing the contributions of the different multipaths or channel taps.

Finally, we also denote by $C_H$ the sum over the channel taps of the correlation matrices $C_H(k), C_H \triangleq \sum_k C_H(k)$, and, by $S_H(\theta)$ and $\tilde{S}_H(\theta)$, the raw and the normalized spectral density of this equivalent time-varying flat-fading channel
\begin{equation}
S_H(\theta) = \sum_n |C_H|_{n,1} e^{-2\pi n \theta/N}
\end{equation}
\begin{equation}
\tilde{S}_H(\theta) = S_H(\theta)/\Xi^2_H.
\end{equation}

Assumptions for capacity assessment

As expressed in [14, 24], the definition of the capacity for a random linear time-varying communication channel is not as simple as for the AWGN channel. Indeed, one has to consider how information on the channel state (CSI) is available.

Here, the most general case is considered, where the actual realization of the channel is unknown to TX and RX, but the statistical properties of the channel are assumed to be known to TX and RX. Then, with the above notations, the channel capacity is given by [9]
\begin{equation}
C_p = \lim_{N \to \infty} \frac{1}{N} \sup_{P_X} I(X;Y)
\end{equation}
where $I(Y;X) = h_E(Y) - h_E(Y|X)$ is the mutual information between $X$ and $Y$, $h_E(X)$ the differential entropy of $X$, and the sup is taken for $P_X$ in the set $\mathcal{P}_X$ of the input symbol distributions which meet the constraints (4).

2 Recall of previous works on peak-limited doubly-spread fading channel

When dealing with frequency-selective channels, a common practice [14] is to notice that these channels can be made approximately equivalent to a bank of parallel narrow-band flat-fading channels. It allows to apply in this context most of the available results for flat-fading channels [11, 12, 25].

A possible approach consists in expanding the signals on a set of Gabor functions $g_{k,n}(t)$ . Denote by $x_{k,n}, \bar{h}_{k,n}, y_{k,n}$ and $w_{k,n}$ the coefficients of this expansion for $x(t), h(t), y(t)$ and $w(t)$, respectively. In [13], it is argued that the $g_{k,n}(t)$ are approximate eigen-functions of the channel, with the $h_{k,n}$ as corresponding eigen values (i.e. $\int h(t, \tau) g_{k,n}(t-\tau) \, dt = h_{k,n} \cdot g_{k,n}(t)$). Hence $y_{k,n} = h_{k,n} \cdot x_{k,n} + w_{k,n}$, for all $k$ and $n$, and the relation between the channel input and output reads
\begin{equation}
Y = \mathcal{H} \odot X + W
\end{equation}
where the $KN \times 1$ vectors $X, \mathcal{H}$ and $W$ are defined by stacking the $x_{k,n}, y_{k,n}, \bar{h}_{k,n}$ and $w_{k,n}$.

Therefore, thanks to (15), the WSSUS channel has been transformed into a set of $NK$ flat-fading channels, with inputs and outputs in the time/frequency domain, to which it is possible to apply all the results applicable for a flat fading channels. After a few manipulations, this yields to the upper and lower capacity bounds given in [13] for the Rayleigh frequency-fading channel, and extended to the Ricean case in [26], which are applicable in the case where the channel is peak-limited in the time and frequency domain. Here we just recall the upper bound.

Theorem 1: Assume that, when represented on the above Gabor expansion, the input symbols to a time-varying Ricean frequency-selective fading channel are i.i.d. and bounded as $|x_{k,n}|^2 \leq \Omega^2_x$ (constraint in the time/frequency domain). Then, the capacity of this channel is upper bounded as
\begin{equation}
C_{\text{upper}} \leq \max_{0 \leq \alpha \leq 1} \left[ \int_{-\infty}^{\infty} \log \left( 1 + \alpha \frac{\Omega^2_x (\Xi^2_H + \Psi^2_H(\theta) - \sigma^2_w)}{\sigma^2_w} \right) \, d\theta \
- \alpha \int_{-\infty}^{\infty} \log \left( 1 + \frac{\Omega^2_x \tilde{S}_H(\nu, \tau)}{B} \right) \, d\nu \, d\tau \right]
\end{equation}

Note that, thanks to the WSSUS assumption, the matrices $C_H(k)$ are Toeplitz.
where $S_H(\nu, \tau)$ is the scattering function of the channel as defined in Section 1.

### 3 Doubly-spread fading channel with peak-limited power in time

Even if interesting, the approach summarized in Section 2 applies only when the peak-power constraint is applied on a time-frequency representation of the input signal (e.g. on the symbols of an OFDM modulation). In our opinion, this is correct for the applications where the peak-power constraint results from spectrum allocation regulations (e.g. UWB or wireless communication systems [14]). However, in the UAC context, the peak-power constraint results from the transducer technology and has to be applied in the time domain. This is why two new bounds are given below, whose proofs are outlined in Appendices A and B.

**Theorem 2**: The channel capacity of a discrete-time Ricean WSSUS channel with i.i.d. input symbols and peak-power constraint in the time domain is upper bounded by

$$
C_{\text{upper}}^{\text{FSEL}} = \max_{0 \leq \alpha \leq 1} \int_{-1/2}^{1/2} \log \left( 1 + \frac{\alpha \Omega^2}{\sigma_w^2} (\bar{S}_H^2 + |\psi|H|^2(\theta)) \right) d\theta - \alpha \int_{-1/2}^{1/2} \log \left( 1 + \frac{\Omega^2}{\sigma_w^2} \bar{S}_H(\theta) \right) d\theta
$$

where all quantities are as defined in Section 1.

Concerning this first bound, it is worth noticing that, given the parameter $\alpha$ which is determined numerically, it is the difference of two terms:

- the first term is the capacity of a AWGN channel, with SNR obtained by summing the energy incoming from all multipaths. It takes into account for the whole CIR, i.e. its mean and its random zero-mean parts.
- the second term, which is a penalty term, corresponds to the capacity loss due to the fact that the CIR is time-varying and unknown. This term takes into account only for the random zero-mean part of the channel response (for all multipaths).

**Theorem 3**: The capacity of a discrete-time Ricean WSSUS channel with i.i.d. input symbols and peak-power constraint in the time domain is lower bounded as

$$
C_{\text{lower}}^{\text{FSEL}} = \lim_{N \to \infty} \frac{1}{N} E_H \left[ \log \det \left( I_N + \frac{\Omega^2}{\sigma_w^2} T_H^T T_H \right) \right] - \int_{-1/2}^{1/2} \log \left( 1 + \frac{\sigma_w^2 \bar{S}_H^2}{\bar{S}_H(\theta)} \right) d\theta
$$

where all quantities are as defined in Section 1.

Note that, unlike the upper bound, this lower bound is not fully analytic. In our best knowledge, the expectation of the first term is still unknown. Hence, it has been numerically assessed via a Monte-Carlo technique.

As the upper bound, this lower bound is also the difference of two terms. The first term is now the coherent capacity of the channel (i.e. the capacity when the CIR is available to RX, but not to TX). Hence, the penalty term appears as the capacity loss due to the fact that the CIR is unknown. The second term, a penalty term, is similar to the second term in Theorem 2, with average SNR of the zero-mean time-varying part of the CIR, while in Theorem 2 it depends upon the peak SNR of this time-varying part of the CIR.

As a first application, the capacity bounds obtained with Theorems 1-3 for four simple WSSUS channels are plotted on Figure 1 (in bits/sec/Hz vs peak SNR in dB). The parameters corresponding to these channels are listed in the table below (number of path of the CIR, power profile, Rice factors).

<table>
<thead>
<tr>
<th>paths</th>
<th>power (dB)</th>
<th>Rice factor</th>
<th>$T_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>3</td>
<td>0 -5 -5</td>
<td>30 10 10</td>
</tr>
<tr>
<td>II</td>
<td>3</td>
<td>0 -5 -5</td>
<td>10 5 5</td>
</tr>
<tr>
<td>III</td>
<td>3</td>
<td>0 -5 -5</td>
<td>5 0 0 50</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>0</td>
<td>5 50</td>
</tr>
</tbody>
</table>

Table 1: Main parameters of channels considered on Figure 1.

The correlation of the channel taps has been assumed exponentially decreasing with time, i.e. such that the elements of the $p$th subdiagonal of the channel covariance matrices $C_H(k)$ are given by $|C_H(k)|_{l,l+p} = \sigma_w^2 \exp(-\nu \log(2))$.

The parameter $T_3$ is given in the last column of table.

Main conclusion of these first plots is that, even for very demanding UCA channels (channels II and III), the theoretical capacity remains far better than the bitrate of existing high data rate modems (for instance, 2 to 3 bits/sec/Hz at 15 dB, vs typically at most 1 bit/sec/Hz for modems).

### 4 Application to at sea measured UAC channels

Figure 2 shows some examples of real channel impulse responses recorded at sea as well as their respective capacity bounds. The first two impulse responses were recorded in the Mediterranean sea at 6 kHz, with a 60 to 120 m depth, and TX and RX separated by 2500 and 9000 m respectively. The third CIR was recorded in the Atlantic ocean at 17.5 kHz with a 10 to 30 m depth. The transmission range was approximately 2000 m.

The analysis of the figure leads to the main conclusion that, in the operating SNR range of existing high data rate modems (approx. 15 dB), these channels should allow us to communicate at 2 to 3 bits/sec/Hz. This means that there is still a 200 to 300% potential capacity gain compared to the performance of existing SISO modems since they usually work with a capacity of approximately 1 bit/sec/Hz. Similarly,

---

5For comparison with known results, the capacity of a AWGN channel has also been plotted, even if it is not rigourously correct since abscissa is here the peak SNR and not the averaged SNR.
this also means that there is a 5 to 10 dB gap between what is implemented today and the ultimate theoretical limits.

Note that despite the difference between the three CIR’s, the bound $C_{upper}^{FSEL}$ is almost the same for all channels. This can be explained by the strong Ricean nature of these channels. In the examples, most of the energy of the channels is conveyed by a few paths with a very high Rice factor (between 40 to 700). Consequently, the penalty term of $C_{upper}^{FSEL}$ does not impact much the overall bound.

In addition, as expected the bound $C_{upper}^{FF}$ is lower than $C_{upper}^{FSEL}$ since both dimensions (time and frequency) are constrained. Moreover, this bound varies quite significantly from a channel to another. This comes from its penalty term that considers both the time and frequency selectivity of the random components of the channel whereas $C_{upper}^{FSEL}$ only considers the time selectivity of these components and is therefore looser.

Conclusions

Upper and lower bounds for the capacity of a peak limited doubly-spread frequency selective communication channel have been given. This channel, even if still a theoretical model of the true is likely a far better model than the AWGN channel usually taken for assessment of the UAC channel capacity. Conclusion is that, even with this model, there is still a possible bitrate improvement with respect to the existing high data rate modems.

Appendix A: Proof of Theorem 2

The proof is derived from the proof given in [11] with more general constraint on the transmitted power, but only for the time-varying Rayleigh flat-fading channel. It is detailed in [26]. Here, we just outline it.

A first step is to notice that, in (14), the term $h_E(Y)$ can be upper bounded by the differential entropy of a complex gaussian vector $Y$ with same covariance matrix as vector $Y$ (see [9]). Hence, $h_E(Y) \leq \log \pi e + \log \det \Gamma_Y$, where $\Gamma_Y$ is the covariance matrix of $Y$. In other respects, conditionally to the input symbols $X$, the channel output $Y$ is (exactly) complex gaussian, with covariance $\Gamma_{Y|X}$. Hence $h_E(Y|X) = \log \pi e + \log \det \Gamma_{Y|X}$. Finally, it turns out that

$$C \leq \sup_{p_X \in \mathcal{P}_X} \lim_{N \to \infty} \frac{1}{N} \left[ \log \det \Gamma_Y - E_X \log \det \Gamma_{Y|X} \right].$$  (19)

The second step for the proof is to compute the two covariance matrices $\Gamma_Y$ and $\Gamma_{Y|X}$ and then to substitute their log det into (19). The corresponding lengthy computations, detailed in [26], yield to

$$\lim_{N \to \infty} \frac{1}{N} \log \det \Gamma_Y = \log \sigma_w^2$$

and

$$\lim_{N \to \infty} \frac{1}{N} E_X \left[ \log \det \left[ I_N + \frac{\Omega^2}{\sigma_w^2} C_H \odot XX^+ \right] \right].$$

Finally the third step consists in lower bounding the second term of (22) as

$$\lim_{N \to \infty} \frac{1}{N} E_X \left[ \log \det \left[ I_N + \frac{\Omega^2}{\sigma_w^2} C_H \odot XX^+ \right] \right]$$

where all quantities are as defined in Section 1. Hence

$$C \leq \int_{-1/2}^{1/2} \log \left( 1 + \frac{\sigma_w^2}{\sigma_w^2} \right) d\theta \quad \text{and}$$

$$\lim_{N \to \infty} \frac{1}{N} \log \det \Gamma_{Y|X} = \lim_{N \to \infty} \log \sigma_w^2 + \frac{1}{N} \left[ I_N + \frac{\Omega^2}{\sigma_w^2} C_H \odot XX^+ \right].$$  (21)

Appendix B: Proof of Theorem 3

The starting point for the proof of Theorem 3 is a well known [11, 25] information theoretic inequality:

$$I(Y;X) \geq I(Y;X|T_H) - I(Y;T_H|X).$$  (24)

Let’s now notice that the computation of the second term of (24), $I(Y;T_H|X) = h_E(Y|T_H) - h_E(Y|T_H)$, is straightforward since

- conditionally to $X$, $Y$ is distributed according to a complex gaussian distribution with covariance $\sigma_w^2 I_N + \sigma_w^2 C_H$,
- conditionally to $X$ and $T_H$, $Y$ is complex gaussian with covariance matrix $\sigma_w^2 I_N$. 

It yields \( I(Y; H|X) = \log \det(I_N + \frac{\sigma^2}{\pi} C_H) \) and, therefore, the channel capacity can be lower bounded as
\[
C_p \geq \frac{1}{N} I(Y; X|T_H) - \lim_{N \to \infty} \frac{1}{N} \log \det \left[ I_N + \frac{\sigma^2}{\pi} C_H \right].
\]
(25)

The computation of the first term is not as easy. However, this term can be lower bounded thanks to a generalization of the entropy power inequality [9].

**Lemma (Zamir [27]):** For any \( N \times 1 \) random vector \( \mathbf{U} \) with independent components \((u_0 \cdots u_{N-1})\) and for any deterministic \( M \times N \) matrix \( A \), we have \( h_E(A \cdot \mathbf{U}) \geq h_E(A \cdot \mathbf{U}_H) \), where \( \mathbf{U} \) a \( N \times 1 \) is a random vector with independent gaussian components, \((\mathbf{u}_0 \cdots \mathbf{u}_{N-1})\), such that \( h_E(\mathbf{u}_k) = h_E(u_k) \).

Note that this lemma applies only for real matrix \( A \) and vector \( U \). Hence, before applying it to (5), we start by splitting the channel matrix \( T_H \) and the vectors \( X \) and \( W \), into their real and imaginary parts \([T_H]_R \ \ [T_H]_I \), \( X_R \ \ X_I \), etc. Then, we set
\[
A = \begin{pmatrix} [T_H]_R & -[T_H]_I \\ [T_H]_I & [T_H]_R \end{pmatrix}, \quad Y = \begin{pmatrix} X_R \\ Y_i \end{pmatrix}, \quad \mathbf{U} = \begin{pmatrix} X_R \\ W_R \\ W_I \end{pmatrix}
\]
(26)

This allows us to rewrite the channel input-output Equation (5) as
\[
Y = A \cdot \mathbf{U} \quad \text{(28)}
\]

Assume now that the input symbols \( x_n \) are taken mutually independent, with real and imaginary parts both uniformly distributed on \([-\Omega_x, \sqrt{2} \Omega_x, \sqrt{2} \Omega_x, \Omega_x]\). The differential entropy of these real and imaginary parts is \( \log(\Omega_x \sqrt{2}) \). This is also the differential entropy of a real gaussian distribution with variance \( \Omega_x \sqrt{2} \). Let’s now denote by \( \tilde{\mathbf{U}} \) a complex gaussian vector whose components are mutually independent, with variances \( \Omega_x \sqrt{2} \) for its \( N \) first components, and \( \sigma_w^2 \) for its last component. The differential entropy of \( \tilde{\mathbf{U}} \) is equal to the differential entropy of \( \mathbf{U} \) and the lemma applies. Then, using the fact that the entropy of the complex gaussian vector, is the sum of the entropies of its real and imaginary parts, it turns out
\[
(Y; X|T_H) = h_E(Y|T_H) - h_E(Y|X, T_H)
\]
\[
= h_E(A \cdot \mathbf{U}|T_H) - N \log(\pi e \sigma_w^2)
\]
\[
\geq h_E(A \cdot \tilde{\mathbf{U}}|T_H) - N \log(\pi e \sigma_w^2)
\]
\[
\geq E_H \left[ A \mathbf{X}_W(\tilde{\mathbf{U}} \cdot \tilde{\mathbf{U}}^+) \cdot A^+ \right]
\]
\[
= E_H \left[ \log \det \left( I_N + \frac{2 \Omega^2}{\pi e \sigma_w^2} [T_H T_H^+] \right) \right]
\]
(29)

Theorem 3 follows by dividing (29) by \( N \), substituting the result into (24), taking the limit \( N \to \infty \) and, finally, subtracting the penalty term given by (25). \footnote{Note that this is required since \( x_n \leq \Omega_x \).}
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Figure 1: Capacity bounds for simple ideal channels
Figure 2: Capacity of at-sea measured channels