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Abstract

We investigate the thermodynamic properties of the ceramic material Si3B3N7

which has so far only been synthesized as an amorphous compound. Using

Monte Carlo simulations, we investigate the stability of both solid and fluid

phases of Si3B3N7, in order to gain insights into the proper synthetic condi-

tions needed to generate the stable amorphous and crystalline phases of this

compound. We study the ternary liquid-gas region of the phase diagram at

temperatures above the theoretical glass transition in this system, and con-

struct an approximate ”metastable” phase-diagram of Si3B3N7. In addition

we study the stability of the amorphous and crystalline phases in the solid

state against the decomposition into the binary phases h-BN and β-Si3N4 as

function of the size of the crystallites involved, and the stability of the melt

against evolution of nitrogen as function of nitrogen pressure.

Pacs.No.: 81.30.Dz, 05.70.-a, 81.05.Je
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1 Introduction

One of the most fascinating new classes of high-technology materials are the amorphous

nitridic ceramics of the composition a-SixByN1Cz[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] such

as a-Si3B3N7 and a-SiBN3C. These compounds are synthesized via the sol-gel route and

exhibit a very high stability against crystallization up to 1900 K and 2100 K for a-Si3B3N7

and a-SiBN3C, respectively. Furthermore, e.g. a-SiBN3C is stable against oxidation up to

1700 K, and exhibits a high bulk modulus B = 200 − 300 GPa, while at the same time

the density of the materials is very low, e.g. ρ ≈ 1.9 g/cm3 for a-Si3B3N7, compared to

the weighted average of the binary endphases Si3N4 and BN, ρ = 2.8 g/cm3.

Understanding the reason for this surprising stability is of great importance for the fu-

ture design of such new materials. Regarding their structure, it has been found experimentally[11,

12, 13] and within the context of simulations[14, 15] that the prototypical representative

of this class of materials, a-Si3B3N7, is built up of random networks of SiN4-tetrahedra

and trigonally planar coordinated BN3- units. Here, the cation distribution is found to

be homogeneous down to length scales of about 1 nm, while below this value one finds a

moderate tendency towards heterogeneity[16].

In previous work, we have generated models of a-Si3B3N7 via a detailed analysis of the

actual sol-gel synthesis route[17, 18], which leads to a homogeneous amorphous compound

of density ρ ≈ 1.8−2.0 g/cm3 exhibiting voids of diameter between 1/2 and 1 nanometer,

and a slight amount of heterogeneity in the cation distribution on the sub-nanometer

scale. We have investigated the stability of these void-containing structures[19] and have

found that they should be kinetically stable up to ca. 1750 K. Above this temperature, a

very slow transformation into a denser amorphous phase without larger voids should take

place - the same phase one would also obtain if one could synthesize a-Si3B3N7 via a glass

transition from the melt[15] with a glass transition temperature somewhere in the range

of 2000 - 2250 K according to our simulations[20]. Up to now, however, the melt phase

of Si3B3N7 has not yet been accessible experimentally, most likely due to the evolution of

N2 from the melt. Similarly, it has not been possible to generate an amorphous phase of
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Si3B3N7 by sintering of 1/2-micron size particles of h-BN and β-Si3N4.[6] Both of these

routes are of great interest, in principle, since they might serve both as an alternative

to the conventional sol-gel approach and yield new amorphous phases of a-Si3B3N7 with

different, possibly even better, physical properties.[15]

In order to gain further insight into the kinetic and thermodynamic stabilities of

the ternary system Si3B3N7, we first investigate in this work the (metastable) phase

diagram of Si3B3N7 restricted to this composition. One focus is on the (high-temperature)

liquid-gas region above the glass transition temperature of the amorphous state and the

melting temperature of a hypothetical crystalline modification of Si3B3N7. After a short

description of the simulation method, we analyze the computed pressure data and the

cluster size distributions as function of temperature and volume, and construct the phase

diagram of the ternary Si3B3N7-fluid.

Of course, in the solid state region, one needs to take into account that both the

amorphous and the hypothetical crystalline phase might decompose into the two binary

boundary phases, h-BN and β-Si3N4. Thus, we also study the stability of the ternary

phases against the decomposition into h-BN and β-Si3N4 as function of the size of the

crystallites involved.

2 Method

2.1 General procedure for phase diagram construction

The route to constructing the phase diagram presented here consists of three steps:

1) First, we perform long simulations (mostly of the Monte Carlo random walk type)

of Si3B3N7 for a large number of temperatures and volumes, covering the solid, liquid

and gaseous state of the system. However, it is well-known that, for low temperatures,

the time scales of the simulations are much too short for such a system to reach full

equilibrium[21, 22]. Thus, we have performed two different sets of simulations that differed

in the starting configuration, in order to be able to place the results into the proper

3
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context.

• In procedure 1, the starting configurations for the simulations were generated by

equilibration of a ternary melt, followed by a re-scaling to the volume under consid-

eration. Thus, the initial atom arrangement could be denoted as a ”stretched melt”

configuration. For very large volumes, the subsequent process can be visualized as

a condensation from the gas phase at low temperatures.

• Procedure 2 generated the starting configuration by placing the relaxed melt config-

uration unchanged at the center of the simulation cell. We called this arrangement

a ”free block” configuration, and the time evolution corresponds to the evaporation

from the condensed phase.

2) For each such simulation, we analyze the trajectory of the system and check, whether

the system is found in a condensed (solid/liquid) or gaseous state. As indicator for the

condensed phase we use the existence / non-existence of a large cluster encompassing

nearly all atoms in the simulation cell over the observed time window. Next, we distinguish

between the solid and the liquid state by measuring the survival probability of the bonds

in the condensed phase and the diffusivity. This is necessary, since it is rather difficult to

use the average pair correlation function to detect the presence of a liquid vs. a solid but

amorphous state1 (of course, the crystalline state would be easily detectable, but for the

relatively short simulation times accessible, the formation of a crystalline structure from

a random starting configuration in a system containing hundreds of atoms is usually not

feasible.).

3) By noting for each temperature-volume data point whether either a solid phase

(plus no or only a small amount of gas), a liquid phase (plus no or only a small amount

of gas), a gaseous phase (plus no or only a small amount of liquid), a co-existence of a

gaseous and a liquid phase, or only a gaseous phase, is present, we can finally construct

1The average pair correlation function is essentially a one-time property of the system, but distinguish-

ing between glass and liquid requires the measurement of two-time properties representing the response

to some external action, such as the viscosity.
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an approximate phase diagram of the system. Since procedures 1 and 2 can yield different

phase assignments due to the finite length of the simulations, we have employed simple

estimates of the difference in the free energies between the results of the two procedures,

in order to decide, which assignment is the more appropriate one for a given volume and

temperature.

We have chosen this rather unconventional approach instead of employing some more

standard and/or refined methods used to estimate the free energies of a phase (see e.g.

[23]) or to determine the thermodynamically stable phase by multi-histogram methods

(see e.g. [24]), because of the computational cost involved in performing the necessary very

long and rather complicated simulations for a large number of strongly interacting atoms

in a partially covalent, partially ionic ternary system such as Si3B3N7. The complexity of

this task is underlined by e.g. the fact that so far none of the many experiments trying

to synthesize a crystalline modification of Si3B3N7 have succeeded - instead either the

starting materials such as the binary end-phases or the ternary amorphous phase have

been recovered, or there has been a complete decomposition of the starting materials.

2.2 Model

The model of Si3B3N7 we employed for the thermodynamical computations consisted of

162 Si-atoms, 162 B-atoms and 378 N-atoms (Natom = 702), respectively, in a periodically

repeated cubic box. As an interaction potential, we employed a medium range two-body

potential from the literature[25]. The parameters in the potential had been fitted to ab

initio calculations for molecules containing Si-N and B-N bonds, for the binary crystalline

compounds BN and Si3N4, and for hypothetical crystalline ternary compounds Si3B3N7.

The potential had been shown to satisfactorily reproduce the structure and vibrational

properties of the binary compounds Si3N4 and BN.2

The simulations were performed at fixed temperature and volume, with a Monte-Carlo

2Since the specific form of the potential is rather complex, we refer to the literature[25] for further

details.
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algorithm using the Metropolis acceptance criterion. The moveclass consisted of single

atom moves, adapted in size to achieve an acceptance rate of ≈ 50 %. One Monte-Carlo

cycle (MCC) corresponded to Natom = 702 individual attempted moves.3

The temperatures investigated ranged from 250 K to 7000 K, and the volumes (of the

periodically repeated simulation cell) ranged from 5000 Å3 to 2.5 · 106 Å3, corresponding

to number densities ρN from 0.12 atoms/Å3 to 10−5 atoms/Å3. For each temperature and

volume we performed runs of length 106 MCC, resulting in about 600 data points for each

of the two procedures described below. Since we had found that the system exhibits aging

effects[26, 20], we have only used the last 2 ·105 MCC (corresponding to a time window of

about 100 ps) after a waiting time of tw = 8 · 105 MCC, for analysis purposes in order to

allow the system to reach at least quasi-equilibrium. Furthermore the runs were repeated

8 times at each temperature in order to improve the statistics of our simulations.

As mentioned above, we have performed two different sets of simulations that differed

in the starting configuration, in order to be able to place the results into the proper con-

text: the ’stretched melt’ configuration (procedure 1) and the ’free block’ configuration

(procedure 2). In procedure 1, the starting configurations for the simulations were gen-

erated by equilibration of a ternary melt of Si3B3N7[14] at T = 2000 K in a simulation

cell of volume 19.1 × 19.1 × 19.1 Å3 ≈ 7000 Å3, followed by a re-scaling to the volume

under consideration. In procedure 2, the same ’melt’ has been placed inside the simula-

tion cell without any rescaling. Finally, instead of a dense melt or amorphous solid, we

have also employed a hypothetical crystalline polymorph[27] as a starting configuration

in procedure 1.

3In addition, MD simulations in the melt (at 2500 K) were performed that allowed us to tentatively

calibrate the time scale of the MC-simulations via a comparison of the mean square displacements (at

least in the high-temperature region). We found that 1 MCC corresponded to approximately 0.5 fs.
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2.3 Analysis procedures

In order to distinguish between solid, liquid and gaseous phases several criteria were

used, which were based on one-time properties such as the (potential) energy, pressure

and cluster distributions, as well as on two-point properties like the diffusion coefficient

and the bond-survival probabilities. To analyze the one-time properties, we registered

the potential energy Epot, the pressure p, the distribution of connected clusters, and

the distribution of connected void regions every 100 MCC. The pressure was evaluated

using[28]

p = ρNkBT −
1

3V

N
∑

i

N
∑

j>i

~rij

∂Vint(rij)

∂~rij

, (1)

where Vint(rij) is the interaction potential between atoms i and j separated by a distance

rij.

Clusters were identified using a topology-based criterion. We defined bonds between

atom pairs Si-N and B-N, if the distance between cation and anion was below 2.0 Å.

Next, we employed a depth-first search algorithm[29] on the bond graph to determine the

graph’s connected components, yielding the cluster size distribution at time t, h(Scl; t)

(Scl = 1, . . . , Natom).

From h(Scl; t), we extracted the average cluster size at a given time Smean(t), the

size of the largest cluster present Smax(t), and the number of clusters at time t, Ncl(t).

Furthermore, the distributions were averaged over the observation time of 2 · 105 MCC

(after a waiting time of tw = 8·105 MCC), yielding 〈h(Scl)〉t, 〈Smean〉t, 〈Smax〉t, and 〈Ncl〉t.

From 〈h(Scl)〉t, one can derive the likelihood 〈L(Scl)〉t of an atom to be found as part of

a cluster of size Scl,

〈L(Scl)〉t =
Scl · 〈h(Scl)〉t

Natom

. (2)

For the two-time properties, we calculated the mean square displacement MSD(tobs; T, V )

and the bond survival probabilities BSP (SiN)(tw, tobs; T, V ) and BSP (BN)(tw, tobs; T, V ),

i.e. the likelihood that a given Si-N or B-N bond, respectively, observed at time tw(= 5·105

MCC) still exists after a time tobs(= 5 · 105 MCC) has elapsed. From the mean squared

7
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displacement MSD(tobs), we calculated the diffusion coefficients

D(T, V ) = lim
tobs→∞

MSD(tobs; T, V )

6tobs

(3)

Note that in the non-equilibrium regime, equation 3 only gives an estimate for the

diffusion coefficient, since in that regime the linear relationship between tobs and the

MSD(tobs; V, T ) does not hold in general[20]. But for the present purpose this estimate

suffices.

Two steps were required to assign a simulated system, for a given set of thermodynamic

parameters (V, T ), to the solid, liquid or gaseous state. First we needed to identify the

condensed states (solid and liquid) and the gaseous states, and in a second step, we had to

distinguish between solid and liquid states. In contrast to a system in the thermodynamic

limit (Natom, V → ∞, with ρN = Natom/V = constant), the simulations can never realize a

condensed phase of infinite size, and furthermore surface (i.e. interface between condensed

and gas phase) effects need to be taken into account. Thus, in order to gain a quantitative

handle that allows us to assign a label ”condensed”/”gaseous” to a point (V, T ) in the

phase diagram, we have chosen S∗
cl = 50 as a delimiter, after careful inspection of the

cluster size distributions we have obtained. If the likelihood to be part of a cluster with

size Scl ≤ S∗
cl,

f(Scl, S
∗
cl) = 1/Natom

∑

Scl≤S∗

cl

Scl · 〈h(Scl)〉t =
∑

Scl≤S∗

cl

〈L(Scl)〉t, (4)

exceeds a predefined cutoff fcut(= 0.9), the system as a whole is considered to be in the

gaseous phase, while for f(Scl, S
∗
cl) < 1 − fcut(= 0.1), the system as a whole is assigned

to the condensed state. For intermediate values, the system was considered to be in the

two-phase region, where a condensed and a gaseous phase co-exist. Even though these

assignments to a condensed or a gaseous state depend on the choices of S∗ and fcut, we

found no significant effect on the final assignments for a wide range of these parameters

(see figure 5).

In the second step, we have used the bond-survival probabilities as a criterion for dis-

tinguishing between the solid and the liquid state of Si3B3N7. We note that the structure

8
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remains essentially unchanged, if most of the bonds are preserved for a given observation

time tobs. Thus, we called the condensed system liquid, if the BSPs for a condensed phase

had dropped below a value 1/e.4 On the other hand, if the BSPs for the condensed phase

were larger than 0.8, we identified the system as an (amorphous) solid. Note that the

”BSP-criterion” alone could not be used to distinguish between the gaseous state and the

solid state, since a system consisting of gas molecules only, will also show a high value of

the bond-survival probabilities. Here, the diffusion coefficient could be used as a criterion.

3 Results

3.1 Ternary liquid-gas region

Using procedure 1 outlined in the previous section, we have calculated the pressure at each

given volume and temperature. Fig. 1(a) shows the so-called compression coefficient[30]

Z = pV/NatomkBT as a function of number density ρN = Natom/V , which would equal

one for an ideal gas. For a given temperature, Z rapidly increases to high positive values

for high densities, crosses zero near ρN = 0.1 atoms/Å3 (close to the equilibrium value

for the starting melt, corresponding for Si3B3N7 to a mass density of ρm = 2.7 g/cm3),

exhibits a negative minimum value around ρN = 0.08 atoms/Å3, and then slowly increases

monotonically for ρN → 0. Fig. 1(b) shows the pressure computed according to eq. 1 for

high temperatures. The general shape resembles the one observed for e.g. a van der Waals

gas, but we do find negative pressures for densities below ρN = 0.08 atoms/Å3.

For the second procedure, Z remains positive and moves relatively close to 1 for very

high temperatures. Similarly, we see from figure 1(b) that for the most part p(V, T ) > 0,

dropping below zero only for low temperatures at intermediate densities (0.01 < ρN < 0.1

atoms/Å3). It appears that for the free block model the major contribution to the pressure

stems from the few atoms that have evaporated from the condensed phase and behave

4Note that for a system that relaxes according to a Debye-law, a value of the BSPs larger than 1/e

would imply that the relaxation times τ exceeded the observation time tobs.

9
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nearly like an ideal gas. In contrast, in the first procedure the negative pressures are

presumably due to the energy loss associated with the formation of the comparatively

large numbers of clusters starting at intermediate densities.

3.2 Cluster size distribution in the fluid phase

One conclusion from the preceding subsection 3.1, would be that Si3B3N7 does not neces-

sarily behave like a simple fluid. Thus, within the range of our simulations, the mean-field

picture is only marginally appropriate for a quantitative description. This agrees with our

earlier work[26, 20] studying the glass transition: Judging from the specific heat curves,

there appears to occur a considerable release of configurational entropy at temperatures

far above the actual glass transition at TG ≈ 2000− 2500 K that was computed based on

the peak in the specific heat and the decrease of the diffusion constants.

The reason for this disparity lies in the fact that upon melting / softening of the

crystalline / amorphous solid, we do not quickly reach a phase consisting of individual

atoms or molecules, respectively. Instead, we observe a wide distribution of long-lived

Si/B/N clusters in the fluid phase(s), up to relatively high temperatures.

Fig. 2(a) and fig. 2(b) show the time-average of the average size of the observed clusters

〈Smean〉t, and the average number of clusters 〈Ncl〉t present, respectively, as a function of T

and V , for both procedures. As expected, the mean cluster size decreases with increasing

temperature and decreasing density, for both procedures, although we note the markedly

higher values at low temperatures and low densities for procedure 2.

However, the mean cluster size is not necessarily a very significant measure of the

cluster distribution. While at low densities and high temperatures we would expect that

the cluster sizes cluster around the average value, this might not be true for the low

density-low temperature region. Here, we might deal with a large piece of solid surrounded

by a few atoms or very small clusters in the gas phase. Thus, we show in fig. 2(c) the time-

averaged size of the largest cluster observed for each configuration, 〈Smax〉t, as a function

of density. For procedure 1, we see that for temperatures up to 2500 K the maximal

10
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cluster size 〈Smax〉t observed remains constant at about 700 atoms (as in the solid state)

down to a density of 0.01 atoms/Å3 which corresponds to about 1/10 of the density

in the solid state. For these volume-temperature combinations, the average cluster size

〈Smean〉t already begins to decrease indicating the presence of ”gas molecules” in addition

to the solid/liquid phase. Procedure 2 leads to the same behavior but again with a larger

stability of the large clusters (encompassing nearly all atoms in the simulation cell) for

low densities.

One should note that the curves for 〈Smax〉t are nearly identical for T ≤ 4000 K,

although for low temperatures we are clearly dealing with a solid, while for temperatures

exceeding 2000 K a melt is present (c.f. the analysis in subsection 3.3 and figure 3 a)),

for both procedures. Similarly, we see in figure 3 b) that the data points for 〈Ncl〉t for

densities below 0.01 atoms/Å3 also fall on the same curve for temperatures up to 3000

K for procedure 1. This suggests the interpretation that up to 4000 K we can easily

distinguish between a condensed and a gaseous phase, which is probably no longer true

above 4000 K.

An interesting but hard to quantify observation in the stretched melt model is the fact

that in the low density range (ρN < 0.01 atoms/Å3) we often find that the large clusters

do not form compact objects. Instead, they appear to take on rather diffuse shapes,

suggesting that we are either dealing with many smaller clusters or fragments that are

more or less loosely connected to each other, or witness the slow compactification of a

very large cluster from many small ones.

For temperatures exceeding 4000 K, we find, for both procedures, that clusters of the

size of the whole system are only present at very high densities, while the mean cluster

size decreases much more rapidly with volume than even for temperatures in the range

2000 − 3000 K. Clearly, the range of volumes where equilibrium between a condensed

phase and a gaseous phase exists is shrinking, and the fluid consists of small clusters that

inter-connect periodically.

More details are gained from the study of the actual cluster distribution. In figure

11
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4, we show for three characteristic temperatures, the likelihood of an atom to be part

of a cluster of size Scl, 〈L(Scl)〉t for both procedures. A binary distribution of 〈L(Scl)〉t

with peaks near Scl = 1 and Scl = Natom, indicates a condensed phase in equilibrium

with a gaseous phase, while a function with a single peak corresponds to an essentially

homogeneous fluid phase. We see that for procedure 1, a multi-cluster phase is found for

all temperatures for a density below 0.01 atoms/Å3, with some small amount of ”gas”

phase present already at higher densities and low temperatures. In contrast, procedure 2

yields essentially no gas phase for temperatures up to 3000 K, and even at 4000 K some

remnant of a condensed phase appears to be present for all densities.

Finally, an important aspect is the stability of the clusters and, for the large ones

encompassing nearly the whole system, their viscosity. In order to estimate these quanti-

ties, we have computed the bond survival probabilities BSP between the atoms, and the

diffusion coefficients D(V,T).

Figure 6 shows the dependence of the bond survival probabilities BSP (tw = 5 · 105

MCC, tobs = 5·105 MCC) for Si-N and B-N on the densities and the temperature, for both

procedures. For fixed temperature, all curves for procedure 1 exhibit a very flat minimum

in the density range 0.1 atoms/Å3 > ρN > 0.01 atoms/Å3, where both the depth of the

minimum and its breadth increase with temperature. For procedure 2, this effect is much

less visible: for fixed temperature, the BSPs are nearly constant as a function of density.

Qualitatively, this can be understood as follows: For all temperatures, the high-density

region has a reduced atom mobility such that a sizeable fraction of the bonds is going to

survive on the time scale measured (≈ 250 psec)5. Similarly, in the gaseous phase, the

few bonds that still exist after a relaxation for a time tw = 5 · 105 MCC are likely to have

survived for another time span of tobs = 5 · 105 MCC.6 In-between, the condensed phase

and the large clusters are going to exhibit the full malleability of the relaxed condensed

5For high enough pressures, we are dealing with a solid phase even at very high temperatures - there

is no critical point in the solid/fluid transition.
6We would expect the free energy barriers associated with bond switches in the liquid to be much

lower than those associated with the break-up of a small molecule or cluster.
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state, which is essentially independent of volume for quite a range of densities.

After comparing the BSP obtained in this work with those of our studies of aging

and the ergodic-non-ergodic transition[26, 20], we select 1/e(≈ 0.3) and 0.8 as the critical

values for the BSP: For BSP < 1/e, we are dealing with a liquid, and BSP > 0.8

indicates a solid.

Finally, we turn to the diffusion constants shown in figure 7. Similar to the distinction

between a glass and a (supercooled) liquid, we called the system an (amorphous) solid,

if the diffusion coefficients D(V, T ) were below 0.01 Å2/MCC (corresponding to about

2 · 10−3 cm2/sec). Using this approach, we note that the condensed amorphous phase

remains solid up to about 1750 K.

For comparison, we also performed heating experiments on a hypothetical crystalline

Si3B3N7 solid phase[27], which was found to be stable up to 2500 K. Apart from this

difference in the melting/softening temperature, the thermodynamic properties computed

when starting from the crystalline solid were the same as those for the amorphous solid.

In the temperature range in-between one would expect the liquid to exhibit supercooling.

Furthermore, we see a significant increase of D(V, T ) for all temperatures when lowering

the density - here, the contribution of the gas phase to the average diffusion coefficient

makes itself felt, of course.

3.3 Construction of the (metastable) phase diagram

From the results of the previous subsection 3.2, we can construct phase diagrams in the

(V, T ) plane, shown in fig. 8. Both procedures yield very similar results for densities above

0.01 atoms/Å3, and also for temperatures above 4000 K. As expected, the differences are

most visible in the low temperature-low density region. In order to decide, which of the

two procedures produces the more accurate results in which region of the phase diagram,

we have estimated the free energy for both procedures, using

F (1,2) ≈ 〈E〉
(1,2)
t − T 〈S〉

(1,2)
t , (5)
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where 〈E〉
(1,2)
t = 〈Ekin〉

(1,2)
t + 〈Epot〉

(1,2)
t = 〈Epot〉

(1,2)
t + 3/2NkBT . For the entropic

contribution 〈S〉t, we employed a simple lattice gas approximation7

S = kB ln

[

Nlatt!

〈Ncl〉t!(Nlatt − 〈Ncl〉t)!

]

, (6)

with

Nlatt =
V

〈Smean〉tVatom

=
V 〈Ncl〉t

NatomVatom

=
V

V0

〈Ncl〉t. (7)

Since we are only interested in the approximate difference between the two systems, we

did not include the entropic contributions due to the vibrations of the atoms belonging to

the various clusters in the two procedures in this simple estimate, thereby tacitly assuming

that the contributions of the vibrations can be taken to be approximately equal for the

purpose of these (relatively rough) calculations.

Using equation 5, we find that for T ≤ 3000 K, F (2) ≤ F (1) (c.f. fig. 9). In particular,

the low density region ρN < 0.01 atoms/Å3 appears to be better described by procedure

2. Thus, for this volume and temperature range, the system is in the condensed phase,

with only a minute amount of gas phase present. On the other hand, for T ≥ 4000 K,

F (1) ≤ F (2), indicating that here in the low density region a gas-like cluster fluid is present

that is separated from the condensed (liquid) phase by a two-phase co-existence region.

Figure 10 shows the final (metastable) phase diagram, where we have included the fact

that the crystalline ternary solid is stable up to 2500 K. We see that up to about 2500 K,

the system is a crystalline solid for all densities investigated (up to 2000 K, the amorphous

solid state would also be stable compared to the liquid). For T ≈ 1750− 2500 K, we find

a ”liquid-solid quasi-co-existence” region, i.e. the melt can be supercooled, at least on

the time scales of our simulations, based on the analysis of the BSPs and the diffusion

coefficients. Apart from technical aspects of the simulations, such as finite simulation

times and system sizes, the reason for the existence of such a region is the occurrence of

a glass transition in this temperature range between the liquid melt and the amorphous

solid. Up to about 3000− 4000 K, we find the liquid state, with a small admixture of gas

7For V ≫ V0 and 〈Ncl〉t ≫ 1, 〈S〉t ≈ 〈Ncl〉t ln(V/V0).
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phase molecules. For even higher temperatures, the gaseous state prevails. Here, we also

find a certain volume range, where both liquid and gas phase are present in substantial

amounts. Extrapolating from our data, we estimate that this co-existence region should

continue up to about 8000 − 9000 K, resulting in a critical point at about ρcr ≈ 0.03

atoms/Å3 and Tcr ≈ 8500 K.

4 Discussion

4.1 Van der Waals-type model of the fluid region of the phase

diagram

In the preceding section, we have analyzed the cluster size distribution observed for the two

simulation procedures. Next, we have used these distributions together with information

about the bond survival probability and some simple estimates of the free energy to deduce

a phase diagram for the ternary region of the system Si3B3N7.

By extrapolation from the phase diagram, we estimated that the system should possess

a critical point in the liquid-gas region at about Tcr ≈ 8500 K and ρcr ≈ 0.03 atoms/Å3.

Another way to gain an estimate for the location of this critical point is to attempt to

fit the p(V, T ) curves in the high-temperature regime to an empirical equation of state.

As we noted in subsection 3.3, procedure 1 appears to lead to somewhat more realistic

values for this region (T ≥ 4000 K). Thus, we have performed a fit of the simulated data

of procedure 1 to a van der Waals equation,

(p + p0(V, T ))(V − b(V, T )) = NatomkBT, (8)

where p0 is commonly assumed to depend on volume via p0 = a/V 2, and b is identified

with the atomic volume b = NatomVatom = V0.

The fit works best for high and low densities, while the negative pressures in the

intermediate density region are not well described. From the fit parameters, we can

now calculate the critical values for pressure, temperature and density, pcr ≈ 1.3 GPa,
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Tcr ≈ 8000 K and ρcr ≈ 0.032 atoms/Å3, respectively. This is in satisfactory agreement

with our rough estimate from the phase diagram.

Of course, we cannot expect the system to really obey the equation of state of a van

der Waals fluid, even apart from computational issues. The reason is that the mean

field picture that justifies eq. 8 by assuming essentially identical monoatomic featureless

fluid particles interacting with the mean field created by the other particles in the system,

qualitatively fails for Si3B3N7. As we saw in subsection 3.2, even at very high temperatures

and large volumes, we still observe non-neglible atom-atom interactions that result in the

presence of small clusters of atoms in the fluid phase. Of course, these will contribute to

the free energy of the system, and, in the context of the van der Waals picture, result in

terms in p0 that are only very weakly dependent on volume, p0 ≈ a1/V
α + a2/V

2, with

1 < α < 2.

On the other hand, the mean field picture is moderately realistic for the state of the

fluid at high densities, where most atoms are part of larger clusters, and thus all atoms

experience the same ”average” interaction over the observation time. We note that, on

this level of sophistication, this also includes the solid state of the system. As we have

seen, distinguishing between the liquid and the solid state is more subtle at this level,

of course, and requires the introduction of time-dependent quantities such as the bond

survival probability, or the mean square displacement.

Another issue we should mention is the fact that quite a number of data points are in

a region, where in the van der Waals picture we would expect the system to be thermo-

dynamically unstable. In our simulations, this makes itself felt as a phase separation into

e.g. a liquid-plus-gas or a solid-plus-gas mixture.

4.2 Metastability of the phase diagram: Phase segregation, and

effects due to finite size/time and model potential

We have repeatedly indicated that the phase diagram we present is an intrinsically

metastable one, and strictly only applies for the ternary region of the space of Si/B/N
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compounds for one particular composition. The reason for this caveat is threefold:

For one, the time scales of the simulations we are able to perform8 are several orders of

magnitude below those needed for the system to reach full thermodynamic equilibrium.

One consequence of this is that we never observe a crystalline variant of Si3B3N7 nor

the formation of crystalline binary phases such as Si3N4 or BN when starting from e.g.

a supercooled stretched-melt configuration. Furthermore, except at high temperatures,

we did not reach convergence of the two simulation procedures to the same equilibrium

state9.

While we were able to perform some simple (free energy based) estimates, which pro-

cedure was more appropriate for which region of the phase diagram, we were not assured

to have reached equilibrium in either one. In the solid state at low temperatures, all con-

figurations observed were amorphous structures, except when starting with a crystalline

one, of course. As mentioned above, we also computed the energy of several hypothetical

crystalline structure candidates, and also the energies of the binary crystalline compounds

β-Si3N4 and h-BN. We find that the energetically lowest state corresponds to a weighted

mixture of β-Si3N4 and h-BN, followed by the ternary crystalline modifications of Si3B3N7.

We note that the ternary crystalline state does melt at about 2500 K. Thus, including

this state does not influence the shape of the phase diagram by much, except at very high

densities. Regarding the BN and Si3N4 phase separation, we note that this would (in the

context of the simulations using a finite simulation cell) correspond to an energetically

unfavorable interface, which would prevent us from observing such a phase separation.

In order to investigate this issue, we have stacked two infinite (in the (x, y)-direction)

slabs of β-Si3N4 and h-BN along the z-direction of the periodically repeated simulation

cell (a = 13.04 Å, b = 15.08 Å, c variable)10, and allowed the system to relax at constant

pressure. In order to achieve an optimally matched interface, we have first scanned the

8The simulations presented took the equivalent of about 5 years on an 3.2 GHz processor.
9Many other criteria did appear to indicate equilibrium at temperatures above 2000 K, however, such

as the potential energy as function of time.
10The hexagonal unit cells had been transformed to the corresponding orthorhombic setting.
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energy of about 105 relative positions of the two slabs (in the (x, y)-plane), followed by

a NpT-relaxation of the arrangements with the lowest energy. We find that at T = 500

K, the average energy of the two-slab configuration decreases with increasing thickness of

the slabs (proportional to the cell length c), and reaches the value of the phase-separated

bulk h-BN-plus-β-Si3N4 system for infinite thickness (c.f. fig. 11).

We can explicitly calculate the interface energy σint = (n/2)m, where m is the slope

of the curve depicting the energy of the slab vs. 1/c in fig. 11 and n ≈ 0.1 Å−3 is the

number density. We find m = 2.19 eVÅ and σint ≈ 0.11 eV/Å2.

Figure 11 also yields critical slab thicknesses dslab = c/2 of damo
slab ≈ 10 Å and dcry

slab ≈ 50

Å, where the energy of the slab configuration equals the energy of the ternary amorphous

and crystalline phase, respectively. Even taking into account that nano-sized crystal

fragments have larger surfaces than semi-infinite slabs (and thus higher interface energies

per atom), our results suggest that one would need nano-crystallites with diameters below

damo
cf = 3damo

slab ≈ 30 Å to achieve a stable homogeneous sinter of the amorphous phase at

low temperatures.11 This agrees very well with the observation that the synthesis of a-

Si3B3N7 via sintering a mixture of BN and Si3N4 microcrystallites (diameter about 500

nm) has failed[6]. Similarly, the ternary crystalline phase is preferred against a mixture of

crystallites of the binary phases up to diameters of dcry
cf = 3dcry

slab ≈ 150 Å. In this context,

we note that the size of our simulation cell in the solid state (≈ 19 Å) lies somewhere

between damo
slab and dcry

slab. Thus, even at equilibrium a phase separation into the binary end

phases would not be clearly preferred in the simulations.

This points to the second complication we face: the finite size of the system. While

simulations of very large e.g. Lennard-Jones and soft-sphere systems have been performed

in the past [31], Si3B3N7 is considerably more complicated, and thus we were limited in the

system size we could treat. As is well-known, finite size effects, in particular the existence

11In earlier work[14], we have proposed a model for a-Si3B3N7 consisting of sintered crystal fragments

of diameter ≈ 5 − 10 Å. The energy difference between this model and the phase segregated material,

≈ 0.2 eV/atom, agrees satisfactorily with a rough estimate of the interface energy of the crystal fragment

model, ≈ 0.3 eV/atom.
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of non-negligible surfaces of the condensed phase and the formation of interfaces between

condensed and gaseous phases, bedevil the computer experimentalist[31]. Clearly, this

is a reason behind the appearance of negative pressures at intermediate densities. In

order to gain some insight into the effects of finite size, we have repeated the calculations

for a system of half the size (Natom = 351), for both procedures. In order to save some

computation time, we have performed these calculations on a wider grid of volume values,

but for the full temperature range. We find no qualitative change from the results in the

larger system.

Finally, there is the question of the potential we have employed to model the inter-

actions among the atoms. While it is well-suited to represent hetero-atom interactions

between different types of atoms, it does not properly apply to the elements themselves,

i.e. for neither elementary Si or B nor N2 molecules can one compute the correct bond en-

ergies that would allow a comparison with the binding energies in the binary and ternary

compounds. In particular, our results must exclude the formation of Si, B or N2 vapor.

Especially the latter is sorely missed, since it might most easily form at high temperatures

and low pressures, opening a possibly important route to decomposition of the ternary

compound. From the point of view of the experimentalist, mapping the phase diagram

outlined in this work should therefore presumably take place in a nitrogen saturated

atmosphere.

A very rough estimate of the pressure needed to suppress the evolution of N2 from the

condensed phase at relatively low temperatures can be derived from comparing the free

energies,

F (Si3B3N7) ≈ E(Si3B3N7) ≈ E(Si3N4) + E(BN) (9)

and

F (Si, B, N2) ≈ E(Si, B) + E(N2) − kBT ln g(N2), (10)

where g(N2) is the number of ways N2 molecules can be placed in a cubical box of volume

V . This yields

plimit(T ) ≈ ρlimitkBT, (11)
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with

ρlimit ≈ 0.1 · exp[(E(Si3N4) + E(BN) − E(Si, B) − E(N2))/(N(N2)kB)T ] (12)

in units of atoms/Å3. Taking these data from experiment, we find plimit ≈ 0.16 kBT . In

particular, plimit(2000 K) ≈ 4 GPa.

4.3 Complementarity of the approach to other simulation pro-

cedures

A cluster-size analysis similar in some aspects to the work presented here, has been per-

formed in the past[32] for the derivation of the phase diagrams of many elements, such

as elemental sodium. There, an analytical mean-field expression of interacting clusters

was investigated and the corresponding Gibbs free energy was minimized with respect to

the average cluster size and the overall density. For metals, it was found that the typical

cluster sizes were very small (Ncl = 1 − 3),12 while for group 4 elements that exhibit a

stronger tendency towards network formation, the melt contained clusters of size up to

ten close to the freezing temperature.

Much of the more recent computational work in the literature has focused on the

liquid-gas region and to a lesser extent on the solid-gas region, where large computer

simulations have been performed. In particular, Lennard-Jones type[33, 34, 35] and hard-

and soft-sphere systems[36] have been investigated. However, these types of systems are

not well suited to model network forming systems that can exhibit a wide variety of

clusters in the liquid-gas region of the phase diagram. This caveat also extends to Gibbs

ensemble simulations of phase-equilibration[37], since the exchange of atoms between the

liquid (not to mention the solid13) and gaseous phases is far from trivial in a system like

Si3B3N7.

12In the super-cooled state, the cluster size could increase considerably.
13An interesting extension to Gibbs ensemble simulations that cover solid-vapor phase equilibria has

recently been proposed [38].
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This concern similarly applies to the use of alternative sampling techniques such as

parallel or extended sampling of configuration space (see e.g. [23, 24]) used to compute

the stability of phases, the calculation of the free energy via density of states methods

[23, 39, 40, 41, 42, 43, 44, 45] or multicanonical analysis techniques[24, 46, 47, 48, 49, 50],

all of which may be used to refine the precise location of the phase boundary. Similarly,

the computational effort would be extreme for various umbrella sampling techniques em-

ployed to evaluate free energy differences such as thermodynamic perturbation[51], ther-

modynamic integration[52] and finite-time variation[53] (even if one uses optimized ther-

modynamic paths[54]), or for the use of transition path sampling[55, 56, 57, 58, 59] and

the so-called metadynamics[60, 61, 62] in the analysis of the kinetic and thermodynamic

stability of different phases. Nevertheless, there exist studies dealing with systems where

more complex interactions than simple isotropic two-body potentials are involved; e.g.

the investigation of the kinetics of freezing[63] and boiling[64] of water, or the compu-

tation of (part of) the phase diagram of carbon on ab initio level using thermodynamic

integration[65]. Here, we find some similarities to the behaviour of Si3B3N7; e.g. the

shapes of the clusters that are observed in the liquid-gas transition of H2O bear some

similarity to the ones we find in the liquid-gas co-existence region of the phase diagram

of Si3B3N7.

Of course, in the future, investigations using refined techniques such as the ones men-

tioned above should become feasible even for systems as complex as Si3B3N7. However,

the approach presented here at the example of Si3B3N7 can serve as a first step towards

an efficient methodology to compute the general features of the full solid/liquid/gas phase

diagram of complex multinary systems. The proposed combination of a sequence of com-

puter experiments starting from several physically reasonable initial configurations (quite

similar to the way one often selects appropriate starting configurations for transition path

sampling) and a set of well-crafted complementary analysis techniques for the a-posteriori

determination of the states of matter one ”encounters” during the computer simulations

and these states’ characterization by an appropriate indicator, is quite fast and easily
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controllable. Thus, our approach can be used for an efficient scan of the phase diagram

of an unknown system (or one with only partly known thermodynamic behaviour) over

a wide range of temperatures and pressures (or volumes). While this method lacks the

quantitative precision of other techniques, the sketch of the global phase diagrams it pro-

duces can serve as a guide to the use of more refined but computationally more expensive

procedures. In this sense, the approach presented here is complementary to alternative

sampling methods such as multi-histogram sampling, (weighted) density of states sam-

pling, metadynamics and transition path sampling, where one usually requires at least

some rough idea, in what temperature/pressure range the transitions between two phases

occur.

5 Summary

Starting with two complementary initial configurations, a ’stretched melt’ and a ’free

block’ configuration of amorphous and (hypothetical) crystalline Si3B3N7 in periodically

repeated simulations cells over a large range of densities, we have performed NVT-

simulations for temperatures ranging from 250 to 7000 K. We have studied the resulting

time-averaged cluster distributions which, together with the bond survival probabilities

and the diffusion constants, allowed us to identify the solid, liquid and gaseous regions of

the metastable phase diagram as function of volume and temperature. Fitting a van der

Waals equation of state to the fluid phase region of the phase diagram, we determined the

critical point of the system to occur at about 8500 K and 1.3 GPa. By studying slabs of

various thicknesses, we found that in the solid state a phase segregation into the binary

phases h-BN and β-Si3N4 would be favored over the (hypothetical) ternary crystalline

phase for system sizes exceeding 150 Å. In addition, the calculations showed that the

generation of amorphous a-Si3B3N7 via sintering of h-BN and β-Si3N4 crystallites would

require the use of nanometer-size crystal fragments, explaining the failure of sintering

experiments with micron-size particles.
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Figure 1: Dependence of the compression factor Z(ρN) = p·V

NkBT
and the pressure p on the

number density ρN for procedures 1 (open symbols) and 2 (filled symbols) for selected

isotherms.
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Figure 2: Dependence of the mean cluster size 〈Smean
cluster〉, the number of clusters Ncluster

and the maximum cluster size 〈Smax
cluster〉 on the number density ρN for selected isotherms

calculated from configurations generated by procedure 1 (open symbols) and procedure 2

(filled symbols)
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Figure 3: Dependence of time averaged cluster distribution properties on the number den-

sity N/V = ρN for a detailed set of temperatures given (in K) in the legends. The number

densities ρN are given in atoms/Å3. The properties were calculated from configurations

generated by procedure 1.
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Figure 4: Dependence of the distribution of the mean number of atoms S · 〈h(S)〉 inside a

cluster of size Scluster on the number density ρN = N/V for temperatures T = 1250, 2500

and 5000 K.
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Figure 5: Dependence of fraction of atoms f(S, S∗) defined by equation 4 on the number

density ρN (given in Atoms/Å3) and the temperature T (given in K) for three different

choices for maximum cluster size S∗ employed in the calculation of f(S, S∗). Data shown

for configurations generated from procedure 1.
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Figure 6: Temperature and density dependence of the time averaged bond survival proba-

bilities BSP for silicon nitrogen (red) and boron nitrogen bonds (blue). The temperature

is given in K and the densities are given in Atoms/Å3. The time averages were calculated

over the last 2 ·104 MCC observation time steps and the BSP were calculated with respect

to a waiting tw = 5 · 105 MCC. The total observation time was tobs = 5 · 105 MCC.
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Figure 7: Temperature and density dependence of the diffusion coefficients D. The tem-

perature is given in K and the densities are given in Atoms/Å3.
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(b) Procedure 2

Figure 8: Estimates of phase diagrams of the Si3B3N7 system using procedures 1 and

2. G: gas phase, L: liquid phase, S: solid phase, L-G: liquid-gas region, S-L: solid liquid

coexistence S-G: solid-gas coexistence.
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Figure 9: Temperature dependence of the free energy estimates F 1,2(T ; V ) for procedures

1 (filled symbols) and 2 (open symbols), for three typical isochores. The free energies

are given in eV and the temperature is given in K. Number densities are given inside the

figure.
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Figure 10: Phase diagram estimate for Si3B3N7. G: gas phase, L: liquid phase, S: solid

phase, L-G: liquid-gas region, S-L: solid liquid coexistence (Here, the crystalline solid is the

thermodynamically stable phase compared to the liquid, but the melt can be supercooled,

at least on the time scale of the simulations.). The data below 4000 K (indicated by the

dotted vertical line) was taken from procedure 2 and the data above 4000 K was taken

from procedure 1. The large filled diamond is the estimate of the critical point of the

Si3B3N7-system.
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Figure 11: Energy of two-slab configuration as function of inverse cell length 1/c in the

z-direction after NpT-relaxation. The fit yields a slope of m ≈ 2.19 eV/atom Å. The

dotted line denotes the energy of the phase separated bulk β-Si3N4 plus h-BN. Note that

the extrapolation of the two-slab data reaches this value for infinite thickness of the slabs.

In addition, we show the average energies of the metastable ternary crystalline (dashed)

and amorphous (solid) solids Si3B3N7, and the ternary amorphous phase generated by

sintering nanocrystallites[14] (bold), respectively.
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