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#### Abstract

Continuum theory of moving dislocations is used to set up a non-local constitutive law for crystal plasticity in the form of partial differential equations for evolving dislocation fields. The concept of single-valued dislocation fields that enables to keep track of the curvature of the continuously distributed gliding dislocations with line tension is utilized. The theory is formulated in the Eulerian as well as in so-called dislocation-Lagrangian forms. The general theory is then specialized to a form appropriate to formulate and solve plane-strain problems of continuum mechanics. The key equation of the specialized theory is identified as a transport equation of diffusion-convection type. The numerical instabilities resulting from the dominating convection are eliminated by resorting to the dislocation-Lagrangian approach. Several examples illustrate the application of the theory.
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## 1 Introduction

Motivated mostly by the experimental finding that the response of plastically deforming materials on the length scale of some $10 \mu \mathrm{~m}$ and below is size dependent $[1,2,3]$, the inter-

[^0]est in non-local constitutive equations for plasticity has been revived over the past years. The efforts can be roughly divided into two groups. First, the classical phenomenological constitutive laws have been enriched by gradient terms that account for the length-scale dependence, see Hutchinson [4] and Needleman [5] for reviews. These laws can be fitted to experimental data and used efficiently for numerical computations, but they do not provide any deeper insight in the mechanisms leading to the observed length-scale dependence of plastic deformation. Accordingly, the predictive power of these laws is limited. Second, dislocation dynamics has emerged recently as a candidate for a physically-based non-local constitutive law of plastic deformation. Originally, the simulations of discrete dislocation dynamics were devoted to studies of the mechanisms of dislocation interactions and patterning [6, 7]. Only recently, the coupling of discrete dislocation dynamics with continuum mechanics has been accomplished. The discrete dislocation dynamics was used firstly as a constitutive law in two-dimensional simulations of plastic deformation resulting from motion of straight parallel dislocations [8], afterwards also in a general framework using curved dislocations in three dimensions [9, 10]. In these simulations, the size effects result naturally from dislocation interactions. However, there are still unsolved problems related to the coupling of the dislocation dynamics with continuum mechanics, and, moreover, these computations are very demanding. It has been noted that dislocation dynamics may never become efficient enough to make computationally practical the use of discrete dislocation simulations as material constitutive functions for continuum finite element simulations [11].

A way out of the dilemma could be a density-based modelling of dislocations used as a non-local constitutive law for plasticity. In such an approach, the advantages of the phenomenological laws (computational efficiency) and of dislocation dynamics (physical transparency and predictive power) should merge. The starting point to such an approach can be the statistical averaging of the discrete dislocation dynamics foreseen long ago by Kröner [12]. The statistical averaging was successfully accomplished by Groma $[13,14]$ in the special case of straight parallel dislocations. The resulting continuum theory has been used as constitutive law in two-dimensional simulations of plastic deformation [15]. Unfortunately, a corresponding rigorous theory for curved dislocations is still lacking. An alternative approach to the density-based modelling of dislocations is to start with the continuum theory of dislocations that was developed originally to deal with the description of incompatibility and internal stresses resulting from a prescribed dislocation distribution [16]. In the present work, we further develop the non-local continuum theory of evolving dislocation fields based on the continuum theory of moving dislocations [16, 17, 18, 19, 20, 21] that we have proposed earlier [22, 23, 24, 25]. The length-scale dependency of this approach results from the line tension of the curved dislocations squeezing through small deforming volumes. The theory serves as a non-local dislocation-based constitutive law for plastic deformation that is coupled to continuum mechanics as shown in Fig. 1. [Insert Fig. 1] Although the constitutive law and the continuum mechanics framework present an indivisible unit, in this paper we focus our attention on the dislocation part. Attention is paid to the development of the theory as well as
to problems related to its numerical implementation. We show that the implementation of the theory results in a diffusion-convection transport equation with dominant convection. Such equations are known to cause spurious oscillations and instabilities when solved by standard numerical methods [26]. Special treatment is required, for instance the streamline-upwind/Petrov-Galerkin or least-squares/Galerkin, see [26] for a review, or mesh-free/particle-tracking as well as semi-Lagrangian/particle-transport methods, see e.g. [27]. Similar problems have been encountered when implementing other theories dealing with dislocation plasticity. For instance, the streamline upwinding was used by Arsenlis et al. [28] when implementing their edge-screw model, whereas the least-square Galerkin was utilized by Roy and Acharya [29] who dealt with equations quite similar to ours, however, resolving individual dislocations. The weighted essentially non-oscillatory method was used in the phase field modelling of individual dislocations by Xiang et al. [30]. Here we have developed to the so-called dislocation-Lagrangian approach, which is a kind of a particle-tracking method. This approach reflects the nature of the dislocation kinematics and is suitable to coupling with the continuum mechanics part of the problem in the sense indicated in Fig. 1.

The plan of the paper is as follows. The problems arising when one uses the continuum theory of dislocations to set up a non-local constitutive law for plastic deformation are analyzed in detail in Sec. 2. The general theory of evolving dislocation fields based on the concept of single-valued dislocation fields is reviewed in Sec. 3. Evolution equations for the individual variables (dislocation density and orientation) are set up in Sec.4. In this Section, an application example is considered, showing that the evolution equations correctly account for the increasing length of expanding dislocation loops. The theory is presented in the Eulerian as well as in the so-called dislocation-Lagrangian form. In Section 5, the theory is specialized to one spatial dimension. The varying convective character of the resulting equations is analyzed in terms of the Péclet number. Another application example is presented, showing that the dislocation-Lagrangian formulation eliminates the spurious oscillations and instabilities in the numerical implementation of the present theory.

## 2 Motivation

There are three major problems to be overcome when developing non-local constitutive equations for plasticity based on the continuum theory of moving dislocations: (i) The continuum description itself eliminates the short-range elastic fields of the individual crystal dislocations, thus eliminating the short-range dislocation interactions responsible for the size effects. This problem is discussed in Sec.2.1. (ii) Because of the problem of averaging [31], the classical continuum theory of dislocations in its original form
$[16,17,18,19,20,21]$ does not enable us to derive the plastic strain rate from the density and velocity of the continuously distributed dislocations. (iii) The dislocation curvature that is decisive for the self force, i.e. the short-range interaction of a curved dislocation with itself, cannot be determined in the framework of the classical theory. The interrelated problems (ii) and (iii) are discussed in Sec. 2.2.

### 2.1 Elastic fields of continuously distributed dislocations

Given a distribution of dislocations in a crystal in time $t$, the dislocation density tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ of the classical theory can be introduced as a sum of the tensor products taken over all the dislocation segments present in a volume $\mathrm{d} V$ which is positioned at $\boldsymbol{x}$,

$$
\begin{equation*}
\boldsymbol{\alpha}=\frac{1}{\mathrm{~d} V} \sum_{i} \boldsymbol{b}^{(i)} \otimes \boldsymbol{\xi}^{(i)} \mathrm{d} s^{(i)} \tag{1}
\end{equation*}
$$

where $\boldsymbol{b}^{(i)}$ is the Burgers vector, $\boldsymbol{\xi}^{(i)}$ is a unit tangent to the dislocation line, and $\mathrm{d} s^{(i)}$ is the length of the $i$-th dislocation segment. Applied on a test area $\mathrm{d} \boldsymbol{a}$, the dislocation density tensor yields the resulting Burgers vector $\mathrm{d} \boldsymbol{B}$ of all the dislocations piercing through this area,

$$
\begin{equation*}
\mathrm{d} \boldsymbol{B}=\boldsymbol{\alpha} \mathrm{d} \boldsymbol{a} \tag{2}
\end{equation*}
$$

This follows from the definition of a tensor as a linear transformation [32], namely, the tensor $\boldsymbol{b} \otimes \boldsymbol{\xi}$ transforms any vector in a vector parallel to $\boldsymbol{b}$,

$$
(\boldsymbol{b} \otimes \boldsymbol{\xi}) \mathrm{d} \boldsymbol{a}=\boldsymbol{b}(\boldsymbol{\xi} \cdot \mathrm{d} \boldsymbol{a}),
$$

where the scalar $\boldsymbol{\xi} \cdot \mathrm{d} \boldsymbol{a}$ is the projection of the dislocation line direction in the direction of a normal vector to the oriented surface element $\mathrm{d} \boldsymbol{a}$. The total length of the dislocation segments per unit volume, regardless of their Burgers vector and orientation, is represented by the scalar dislocation density $\varrho(\boldsymbol{x}, t)$ introduced as

$$
\begin{equation*}
\varrho=\frac{1}{\mathrm{~d} V} \sum_{i} \mathrm{~d} s^{(i)} . \tag{3}
\end{equation*}
$$

Now recall the standard definition of Burgers vector of a dislocation [33],

$$
\begin{equation*}
\boldsymbol{b}=\oint_{C} \boldsymbol{\beta}^{\mathrm{e}} \mathrm{~d} \boldsymbol{l} \tag{4}
\end{equation*}
$$

where $\boldsymbol{\beta}^{\mathrm{e}}(\boldsymbol{x}, t)$ is the elastic distortion caused by the dislocation and the integration is performed along a closed curve $C$ encircling the dislocation line. The formal transition to a continuum description is accomplished by considering the limit case,

$$
\left.\begin{array}{rl}
\varrho(\boldsymbol{x}, t) & \rightarrow \infty  \tag{5}\\
b & \rightarrow 0
\end{array}\right\} \quad \text { so that } \quad b \varrho(\boldsymbol{x}, t)=\operatorname{const}(\boldsymbol{x}, t)
$$

where $b$ is the Burgers vector magnitude. By this transition, the discrete dislocation lines have been smeared to a continuum. Since $b \rightarrow 0$, eq. (5), the elastic fields of the original individual dislocations, cf. eq. (4), are not accounted for in the continuum description ${ }^{1}$.

The dislocation density tensor can be introduced alternatively as the measure of incompatibility of the elastic and plastic deformation [16]. Consider a material distortion $\boldsymbol{\beta}(\boldsymbol{x}, t)$ introduced as

$$
\begin{equation*}
\boldsymbol{\beta}=\operatorname{grad} \boldsymbol{u} . \tag{6}
\end{equation*}
$$

Being derived from a continuous and differentiable material displacement field $\boldsymbol{u}(\boldsymbol{x}, t)$, the material distortion is compatible,

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{\beta}=\mathbf{0} \tag{7}
\end{equation*}
$$

In the small-strain approximation, the material distortion can be additively decomposed into a plastic and an elastic part,

$$
\begin{equation*}
\boldsymbol{\beta}=\boldsymbol{\beta}^{\mathrm{p}}+\boldsymbol{\beta}^{\mathrm{e}} \tag{8}
\end{equation*}
$$

each of them being in general incompatible. A tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ can be introduced as the measure of incompatibility of the plastic distortion,

$$
\begin{equation*}
\boldsymbol{\alpha}=-\operatorname{curl} \boldsymbol{\beta}^{\mathrm{p}} . \tag{9}
\end{equation*}
$$

We show that the tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ defined by relation (9) has the physical meaning described by eq. (2), i.e. the same one as the dislocation density tensor introduced in eq. (1). To this end, we express the total Burgers vector of all the continuously distributed dislocations piercing through an area $A$ which is bounded by a closed curve $C$. In analogy with eq. (4) we get

$$
\begin{equation*}
\boldsymbol{B}=\oint_{C} \boldsymbol{\beta}^{\mathrm{e}} \mathrm{~d} \boldsymbol{l}=-\int_{A} \operatorname{curl} \boldsymbol{\beta}^{\mathrm{p}} \mathrm{~d} \boldsymbol{a}=\int_{A} \boldsymbol{\alpha} \mathrm{~d} \boldsymbol{a} . \tag{10}
\end{equation*}
$$

Here we have used Stokes' theorem as well as eqs. (8) and (9). Since $A$ is arbitrary, eq. (10) yields the field equation (2). The resulting Burgers vector $\mathrm{d} \boldsymbol{B}(\boldsymbol{x}, t)$ of the continuously distributed dislocations can be non-zero since the product $b \varrho(\boldsymbol{x}, t)$ which implicitly enters the dislocation density tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ remains finite in the continuum description, eq. (5). Accordingly, as distinct from the short-range fields related to individual dislocations, the long-range elastic field of an assemble of dislocations is accounted for in the continuum description. It can be computed either directly from the dislocation density tensor in the framework of the theory of self-stresses [16], or indirectly, via coupling of the continuously distributed dislocations with continuum-mechanics framework.

The short-range elastic fields that are absent in the classical continuum description are decisive for the dislocation interactions that determine the size-dependent plastic response.

[^1]One of the most important interactions, especially when plasticity of small confined volumes is considered, is the self force of curved dislocations. It can be reintroduced in the continuum description explicitly, by means of the line-tension concept, provided, the dislocation curvature can be determined. This approach, pioneered by Kratochvíl and Saxlová [34], and used e.g. by Sedláček et al. [35, 22], has been developed as a concise theory by Sedláček et al. $[23,24]$ and it is employed also here. As for the mutual dislocation interactions in a continuum description, a rigorous statistical approach using dislocation correlation functions has been developed for straight parallel dislocations by Groma et al. $[13,14]$. Although sketched in general terms long ago by Kröner [12], a rigorous statistical theory for general curved dislocations is still lacking [31]. In the present approach, we account for the mutual dislocation interactions only indirectly, using the standard Taylor formula for the yield stress,

$$
\begin{equation*}
\hat{\tau}=\alpha \mu b \sqrt{\varrho}, \tag{11}
\end{equation*}
$$

where $\alpha \in(0.1,0.6)$ is a phenomenological constant, $\mu$ is the elastic shear modulus, and $\varrho(\boldsymbol{x}, t)$ the scalar dislocation density, eq. (3). As distinct from the statistical approach of Groma et al. [14] that accounts for a length-scale effect caused by short-range interactions between dislocations, the Taylor relation (11) is length-scale independent. Other shortrange interactions can be considered in the continuum framework as well, depending on the specific problem at hand. For example, hardening by dipolar dislocation loops has been considered in the continuum framework by Sedláček and Kratochvíl [24].

### 2.2 Incompleteness of the continuum description

The greatest shortcoming of the continuum theory is that the dislocation density tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$, eq. (1), eq. (9), measures the average dislocation density only [31]. For this reason, it is generally impossible to derive the plastic strain rate from the dislocation density described by the tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ and velocity $\boldsymbol{V}(\boldsymbol{x}, t)$ of the dislocations. Formally, a thirdorder dislocation velocity tensor can be introduced as $\boldsymbol{\alpha} \otimes \boldsymbol{V}[16]$. However, as discussed e.g. by [20], if there is the same number of dislocations of Burgers vector $\boldsymbol{b}$ oriented along $\boldsymbol{\xi}$ and $-\boldsymbol{\xi}$ in the volume element used for the averaging, the resulting dislocation density tensor $\boldsymbol{\alpha}$ determined from eq. (1) vanishes, leading to a vanishing dislocation velocity tensor. However, the Peach-Koehler forces acting on the anti-parallel dislocations point in opposite directions in a given stress field, so that the dislocations glide in opposite directions, thus causing a non-vanishing plastic slip rate. The latter is not accounted for by the dislocation velocity tensor of the classical theory. This problem has been known for a long time and attempts have been made to circumvent it. Sorting dislocation segments according to their orientation, Kosevich $[18,19]$ has proposed a refined averaging of the dislocation density, whereas Mura [20,21] speaks of sets or classes of dislocations of the same orientation. Considering distributions of dislocation segments in a phase space of position, orientation and velocity, El-Azab [36] set up a complete statistical mechanics theory based on a similar idea.

However, there is still another problem related to the continuum description which is illustrated in Fig. 2. [Insert Fig. 2] Let us consider a plastically deforming channel bounded by elastic walls. Suppose, the plastic deformation in the channel has been caused by continuously distributed dislocation loops depicted in the left part of Fig. 2. Describing these loops by the dislocation density tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$, we are left with the so-called geometrically necessary dislocation content shown schematically in the right of Fig. 2. Because of the averaging inherent to the continuum approach, the positive and negative screw parts of the dislocation loops cancel each other. This is a great problem not only because the scalar density of the resulting geometrically necessary dislocations does not correspond to the original scalar density of the loops, but also because any information on the shape of the original loops has been lost. At the same time, it is the curvature of the loops that determines the self force which is decisive for the size-dependent plastic response in this case (Orowan bowing).

To resolve this problem, the refined averaging based on the local sorting of dislocation segments according to their orientation $[18,19,20,21,36]$ seems to be insufficient. The reason is that the information needed is a non-local one. Roughly speaking, we need to keep the information on the connectivity of the original dislocation lines in the continuum description. The dislocation curvature can then be determined from the orientation of the neighboring segments belonging to the same dislocation. To this end, the concept of single-valued dislocation fields has been proposed by Sedláček et al. [23, 24]. This concept, which is central to this paper as well, is recalled in the next Section.

## 3 Single-valued dislocation fields

In many cases of practical interest, especially in confined plasticity, but also in some self-organized dislocation structures, a real dislocation configuration can be approximated by a superposition of smooth dislocation fields where the dislocation orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ of each field is a unique function of the position $\boldsymbol{x}$. In each volume element used for the averaging, the continuously distributed dislocations of these individual single-valued fields are parallel and have the same orientation. A typical example is shown in the left of Fig. 2, where the dislocation configuration can be considered as a local superposition of two single-valued fields. As shown by Sedláček et al. [23], such a dislocation configuration can be characterized by a distribution function $\phi(x, \vartheta)$, where $x$ is the coordinate across the channel and $\vartheta$ is the angle between this coordinate axis and the Burgers vector $\boldsymbol{b}$ of the loops, such that the integral over $\vartheta \in[0,2 \pi)$ yields the scalar density, $\int \phi(x, \vartheta) \mathrm{d} \vartheta=\varrho(x)$. The set $\operatorname{supp}(\phi)=\{(x, \vartheta): \phi(x, \vartheta) \neq 0\}$ forms a curve in the phase space $(x, \vartheta)$ of the position and orientation. As shown in [23], the dislocation configuration locally separates in the phase space into two single-valued fields, and we are able to follow the curved dislocation lines of
each of the (locally) single-valued fields despite of the fact that there are two different orientations at each position $x$ across the channel, see Fig. 2 (left). The evolution of such a dislocation configuration described by the distribution function $\phi(x, \vartheta)$ has been computed in [23].

In applications, however, we prefer a more pragmatic approach. The dislocation configuration is separated into its single-valued components a priori and the individual fields are treated separately. For example, in the configuration shown in Fig. 2 (left), the 'upper' and 'lower' parts of the loops can be considered as the single-valued fields. In this way, many problems of practical interest have been solved, among others formation of a dipolar dislocation structure [24], shearing [25] and bending [37] of a thin film, as well as deformation of a composite material in plane strain, where the present method has been coupled with finite elements [38]. Because of its simplicity, this pragmatic approach is adopted in the present paper as well. Accordingly, we develop the theory directly for a single-valued field rather than for the distribution function considered in [23]. Before doing that, we note that the concept of single-valued dislocation fields is not well applicable to statistical dislocation distributions where the individual dislocations form fully disorganized structures - a problem that any deterministic approach based on the continuum theory of dislocations has to face.

The equations governing the evolution of single-valued dislocation fields have been inferred in a top-down manner from the standard continuum theory of dislocations [16, 17, 18, 19] by Sedláček et al. [23, 24]. Here, generalizing the approach of Mura [20, 21], we derive these equations from the bottom up which enables us a better insight in the physical meaning of the equations. Moreover, we prove some relations that these equations fulfil and that will be utilized in numerical implementations of the theory. We also present some illustrative application examples.

### 3.1 Basic definitions

Let us consider an evolving field of continuously distributed curved dislocations with Burgers vector $\boldsymbol{b}$ and unit tangent to the dislocation lines $\boldsymbol{\xi}(\boldsymbol{x}, t)$. The dislocations are distributed with scalar density (line length per volume) $\rho(\boldsymbol{x}, t)$. The field is assumed to be single-valued, that is, the orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ is a unique function of its arguments. Strictly speaking, working within the continuum framework, we should not use the finite Burgers vector and density of the original dislocations, but only their product in the sense of eq. (5). Nevertheless, we will see that in all the field equations derived below, the Burgers vector and density appear in a product, so it is possible to use their original values.

A unit vector in the direction of the Burgers vector, the slip direction $\boldsymbol{s}$, is introduced as

$$
\boldsymbol{s}=\frac{\boldsymbol{b}}{|\boldsymbol{b}|}
$$

where $|\boldsymbol{b}|=b$ is the Burgers vector magnitude. With exception of the screw orientation $(\boldsymbol{b} \| \boldsymbol{\xi})$, the vectors $\boldsymbol{s}$ and $\boldsymbol{\xi}$ span a plane with unit normal

$$
\boldsymbol{m}=\frac{\boldsymbol{s} \times \boldsymbol{\xi}}{|\boldsymbol{s} \times \boldsymbol{\xi}|}
$$

that is known as the glide plane of the dislocations. The vectors $\boldsymbol{s}$ and $\boldsymbol{m}$ define a glide system. In the small-strain approximation adopted, cf. eq. (8), the vectors $s$ and $m$ are constant in space. The considerations here are restricted to planar dislocations confined to their glide planes. The dislocations glide with velocity $\boldsymbol{V}(\boldsymbol{x}, t)=$ $V \boldsymbol{\nu}$, where $V(\boldsymbol{x}, t)$ is the velocity magnitude and $\boldsymbol{\nu}(\boldsymbol{x}, t)$ is a unit vector in the glide plane, normal to the dislocation lines such that

$$
\begin{equation*}
\boldsymbol{\xi} \times \boldsymbol{\nu}=\boldsymbol{m} \tag{12}
\end{equation*}
$$

The scalar field of the local dislocation curvature $\kappa(\boldsymbol{x}, t)$ has been derived by Sedláček et al. [23] from the Frenet formula as

$$
\begin{equation*}
\kappa=-\operatorname{div} \boldsymbol{\nu} \tag{13}
\end{equation*}
$$

The glide velocity $\boldsymbol{V}(\boldsymbol{x}, t)$ can be determined from an equation of motion of a dislocation. Assuming an over-damped dislocation motion for simplicity, we consider a linear relationship between the forces acting on the dislocation and the velocity magnitude,

$$
B V=\left\{\begin{array}{r}
\operatorname{sign} \tau(|\tau|-\hat{\tau}) b+T \kappa \text { for }  \tag{14}\\
0 \text { for } \\
|\tau|>\hat{\tau}
\end{array}\right.
$$

We note in passing that eq. (14) plays the role of a yield condition. Here, $B$ is a drag coefficient, $\tau(\boldsymbol{x}, t)$ is the resolved shear stress on the slip system,

$$
\begin{equation*}
\tau=s \cdot \boldsymbol{\sigma} \boldsymbol{m} \tag{15}
\end{equation*}
$$

$\boldsymbol{\sigma}(\boldsymbol{x}, t)$ being the stress tensor. The stress tensor comprises stresses due to mechanical boundary conditions as well as stresses due to the long-range dislocation interactions. Accounting indirectly for short-range interactions among dislocations, the yield stress $\hat{\tau}>0$ can be related to the dislocation density via Taylor relation $(11)^{2}$. The term $T \kappa$ accounts for the short-range interaction of a curved dislocation with itself. The line

[^2]tension $T$ can be considered either orientation dependent [39], or constant, $T \approx \mu b^{2}$ [33]. The curvature $\kappa$ of the dislocation equals the curvature of the continuous field, eq. (13). Note that eq. (14) is an equation of motion of an individual dislocation that represents the behavior of the continuously distributed dislocations at the position $\boldsymbol{x}$ and in time $t$. This deviation from a strictly continuum description, eq. (5), is necessary, for only a dislocation with a non-vanishing Burgers vector can interact with the elastic field (the term $\tau b$ ) and possesses the line tension $T$. It is the straightening force $T \kappa$ in eq. (14) that introduces the length-scale dependency into the present theory.

We note in passing that other short-range dislocation interactions can be considered in eq. (14) as well. For instance, hardening by dipolar dislocation loops has been considered by Kratochvíl and Sedláček in a work on dislocation patterning [24]. Applying the approach of Groma et al. [14], Kratochvíl and Sedláček have considered the short-range interactions between parallel dislocation segments, which results in non-locality in the direction perpendicular to dislocation lines [40]. Kubin et al. [41], p. 137, have suggested that a non-locality in the direction perpendicular to glide planes would result from considering the double cross-slip of screw dislocations. Various short-range contributions has been theorized also by El Azab [36]. All of these shortrange contributions could be in principle considered in the present framework by introducing the corresponding terms in eq. (14).

### 3.2 Fundamental equations

Consider an area $A$ through which the continuously distributed dislocations of a singlevalued field are piercing. The resulting Burgers vector $\boldsymbol{B}(A, t)$ of all the dislocations that pierce through the area $A$ is

$$
\begin{equation*}
\boldsymbol{B}=\int_{A}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi}) \mathrm{d} \boldsymbol{a} \tag{16}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{a}$ is an oriented element of the area $A$. We note in passing the relation of the tensor $\boldsymbol{b} \otimes \rho \boldsymbol{\xi}$ to the tensor $\boldsymbol{\alpha}$, cf. eqs. (1) and (3), as well as the relation of eq. (16) to eq. (10) of the classical theory. On assuming the area $A$ to be fixed in space (Eulerian description), the rate of change in the resulting Burgers vector becomes

$$
\begin{equation*}
\frac{\partial \boldsymbol{B}}{\partial t}=\int_{A} \frac{\partial}{\partial t}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi}) \mathrm{d} \boldsymbol{a} . \tag{17}
\end{equation*}
$$

This rate of change is caused by dislocations that move with the velocity $\boldsymbol{V}(\boldsymbol{x}, t)$ across the boundary $C$ of the area $A$. It can be determined as follows. With its magnitude corresponding to the hatched area in Fig. 3, [Insert Fig. 3] the vector $\mathrm{d} \boldsymbol{l} \times \boldsymbol{V}$, where $\mathrm{d} \boldsymbol{l}$ is a line element of the boundary $C$, and $\boldsymbol{V}=V \boldsymbol{\nu}$ is the glide velocity, accounts for the velocity component perpendicular to the boundary. The inflow of the oriented dislocation
lines distributed continuously with the density $\rho \boldsymbol{\xi}$ through the line element $\mathrm{d} \boldsymbol{l}$ is thus determined by

$$
\rho \boldsymbol{\xi} \cdot(\mathrm{d} \boldsymbol{l} \times \boldsymbol{V})=\mathrm{d} \boldsymbol{l} \cdot(\boldsymbol{V} \times \rho \boldsymbol{\xi})=-(\rho \boldsymbol{\xi} \times \boldsymbol{V}) \cdot \mathrm{d} \boldsymbol{l}
$$

The flow of Burgers vector through the element of the boundary is $-(\boldsymbol{b} \otimes \rho \boldsymbol{\xi} \times \boldsymbol{V}) \mathrm{d} \boldsymbol{l}$. Accordingly, the rate of change in the resulting Burgers vector of the dislocations piercing through the area $A$ which is due to dislocations flowing across its boundary $C$ is

$$
\begin{equation*}
\frac{\partial \boldsymbol{B}}{\partial t}=-\oint_{C}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi} \times \boldsymbol{V}) \mathrm{d} \boldsymbol{l}=-\int_{A} \operatorname{curl}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi} \times \boldsymbol{V}) \mathrm{d} \boldsymbol{a} \tag{18}
\end{equation*}
$$

where Stoke's theorem has been used. Since the area $A$ is arbitrary, a field equation of evolution follows from eqs. (17) and (18),

$$
\begin{equation*}
\frac{\partial}{\partial t}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi})=-\operatorname{curl}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi} \times \boldsymbol{V}) \tag{19}
\end{equation*}
$$

Relation (19) is the fundamental equation that governs the evolution of the scalar density $\rho(\boldsymbol{x}, t)$ and orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ of a single-valued dislocation field. As for the physical interpretation of the right-hand side of eq. (19), we note that in view of eq. (12), the term

$$
\begin{equation*}
\rho \boldsymbol{\xi} \times \boldsymbol{V}=\rho V \boldsymbol{\xi} \times \boldsymbol{\nu}=\rho V \boldsymbol{m} \tag{20}
\end{equation*}
$$

is the local rate of change in the area per volume swept in the glide planes $\boldsymbol{m}$ by the dislocations with density $\rho \boldsymbol{\xi}\left[\mathrm{m} / \mathrm{m}^{3}\right]$ and glide velocity $\boldsymbol{V}=\boldsymbol{V} \boldsymbol{\nu}[\mathrm{m} / \mathrm{s}]$. Accordingly, the second-order tensor $\boldsymbol{b} \otimes \rho \boldsymbol{\xi} \times \boldsymbol{V}$ has the meaning of the plastic slip rate caused by the single-valued dislocation field on the corresponding slip system,

$$
\begin{equation*}
b \boldsymbol{s} \otimes \rho \boldsymbol{\xi} \times V \boldsymbol{\nu}=b \rho V \boldsymbol{s} \otimes \boldsymbol{m}=\dot{\gamma}^{\mathrm{p}} \boldsymbol{s} \otimes \boldsymbol{m} \tag{21}
\end{equation*}
$$

This accords with the crystal plasticity [42, 43], as well as with the Orowan equation,

$$
\begin{equation*}
\dot{\gamma}^{\mathrm{p}}=b \rho V \tag{22}
\end{equation*}
$$

Let us note that the Orowan equation (22) represents the rate of change in plastic slip at a fixed position in space $\boldsymbol{x}$. We write more precisely

$$
\begin{equation*}
\frac{\partial \gamma^{\mathrm{p}}}{\partial t}=b \rho V \tag{23}
\end{equation*}
$$

where $\partial / \partial t$ is the spatial (Eulerian) time derivative. This detail will become important later in Sec.4.3.

In addition to eq. (19), an evolving dislocation field must fulfil the condition of conservation of Burgers vector which ensures that dislocations cannot end within the crystal. To derive this condition, consider a fixed but otherwise arbitrary volume $\Omega$. Since dislocations cannot end within this volume, the resulting Burgers vector $\boldsymbol{B}(\partial \Omega, t)$ of all
the dislocations that pierce through its boundary (closed surface) $\partial \Omega$, cf. eq. (16), must vanish,

$$
\begin{equation*}
\boldsymbol{B}=\int_{\partial \Omega}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi}) \mathrm{d} \boldsymbol{a}=\mathbf{0} \tag{24}
\end{equation*}
$$

Applying Gauss' theorem to eq. (24), we get

$$
\begin{equation*}
\int_{\partial \Omega}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi}) \mathrm{d} \boldsymbol{a}=\int_{\Omega} \operatorname{div}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi}) \mathrm{d} \Omega=\mathbf{0} \tag{25}
\end{equation*}
$$

This yields the field equation,

$$
\begin{equation*}
\operatorname{div}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi})=\mathbf{0} \tag{26}
\end{equation*}
$$

which represents the local form of the law of conservation of Burgers vector in a medium.
The equations derived above have their counterparts in the classical continuum theory of dislocations $[16,17,18,19,20,21]$. Assuming that the total dislocation content of a crystal consists of several single-valued dislocation fields on different slip systems, the dislocation density tensor $\boldsymbol{\alpha}(\boldsymbol{x}, t)$ of the classical theory, eq. (1), can be obtained as a sum over all the tensors $\boldsymbol{b} \otimes \rho \boldsymbol{\xi}$, eq. (16), corresponding to the individual single-valued fields. Similarly, the total scalar density $\varrho(\boldsymbol{x}, t)$ is the sum of the scalar densities $\rho(\boldsymbol{x}, t)$ of the individual single-valued fields. The rate of plastic distortion $\partial \boldsymbol{\beta}^{\mathrm{p}} / \partial t$ results as a sum of the contributions $\dot{\gamma}^{\mathrm{p}} \boldsymbol{s} \otimes \boldsymbol{m}$, eq. (21), from the individual single-valued fields. Then, eq. (19) yields the fundamental equation of the continuum theory of moving dislocations,

$$
\begin{equation*}
\frac{\partial \boldsymbol{\alpha}}{\partial t}=-\operatorname{curl} \frac{\partial \boldsymbol{\beta}^{\mathrm{p}}}{\partial t} \tag{27}
\end{equation*}
$$

whereas condition (26) becomes the standard condition of conservation of Burgers vector,

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\alpha}=\mathbf{0} \tag{28}
\end{equation*}
$$

As discussed in Sec. 2.2, the classical continuum theory of dislocations does not enable us to derive the plastic strain rate from the density and velocity of the continuously distributed dislocations. Moreover, the dislocation curvature $\kappa$, eq. (13), cannot be determined within the framework of the classical theory. However, all this is possible in the framework of the theory of single-valued dislocation fields to which we return in the following.

## 4 Evolution of dislocation density and orientation

Treating the single-valued dislocation fields separately, we will be able to determine the evolution of the scalar density $\rho(\boldsymbol{x}, t)$ and orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ of a single-valued dislocation field, as well as the plastic slip rate $\dot{\gamma}^{\mathrm{p}}(\boldsymbol{x}, t)$ resulting from this evolution. In Sections 4.1 and 4.2 , we keep on using the spatial (Eulerian) description. In Sections 4.3 and 4.4, the so-called dislocation-Lagrangian approach will be utilized.

### 4.1 Eulerian form of the evolution equations

We want to employ eq. (19) as an equation governing the evolution of the density $\rho(\boldsymbol{x}, t)$ and orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ of a single-valued dislocation field. To this end, we have to prove first that this evolution equation keeps on conserving the Burgers vector, provided, the initial dislocation configuration fulfills the conservation condition (26).

Lemma 4.1.1 Let the evolution of density $\rho(\boldsymbol{x}, t)$ and orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$ of a singlevalued dislocation field be governed by eq. (19) for $t \geq t_{0}$. Let these fields in time $t=t_{0}$ satisfy eq. (26) (initial condition). Then eq. (26) holds for all $t \geq t_{0}$.

Proof. By taking divergence of eq. (19), changing the order of differentiation, and noting the identity 'div curl $=0$ ', we get

$$
\begin{equation*}
\frac{\partial}{\partial t} \operatorname{div}(\boldsymbol{b} \otimes \rho \boldsymbol{\xi})=\mathbf{0} \tag{29}
\end{equation*}
$$

Accordingly, since eq. (26) holds for $t=t_{0}$, it holds also for all $t \geq t_{0}$.
In the following, we derive the individual evolution equations for the density $\rho(\boldsymbol{x}, t)$ and orientation $\boldsymbol{\xi}(\boldsymbol{x}, t)$. Utilizing eq. (20) and noting that the vectors $\boldsymbol{s}$ and $\boldsymbol{m}$ are constant in space, we rewrite the right-hand side of eq. (19),

$$
-\operatorname{curl}(b \rho V \boldsymbol{s} \otimes \boldsymbol{m})=-\boldsymbol{s} \otimes(\operatorname{grad}(b \rho V) \times \boldsymbol{m})=-\boldsymbol{s} \otimes(\operatorname{grad}(b \rho V) \times(\boldsymbol{\xi} \times \boldsymbol{\nu})) .
$$

Utilizing the identity ' $\boldsymbol{u} \times(\boldsymbol{v} \times \boldsymbol{w})=(\boldsymbol{u} \cdot \boldsymbol{w}) \boldsymbol{v}-(\boldsymbol{u} \cdot \boldsymbol{v}) \boldsymbol{w}$ ', we decompose the tensor equation (19) in the glide plane locally into directions tangential and normal to the dislocation lines,

$$
\begin{align*}
& \frac{\partial b \rho}{\partial t} \boldsymbol{s} \otimes \boldsymbol{\xi}=-(\operatorname{grad}(b \rho V) \cdot \boldsymbol{\nu}) \boldsymbol{s} \otimes \boldsymbol{\xi}  \tag{30}\\
& b \rho \boldsymbol{s} \otimes \frac{\partial \boldsymbol{\xi}}{\partial t}=(\operatorname{grad}(b \rho V) \cdot \boldsymbol{\xi}) \boldsymbol{s} \otimes \boldsymbol{\nu} \tag{31}
\end{align*}
$$

We note in passing that, since $b$ is a constant in a single-valued dislocation field, it cancels out in the above equations. However, to be consistent with the continuum limit, eq. (5), we treat the product $b \rho(\boldsymbol{x}, t)$ as a unit. Moreover, we preserve thereby the expression $b \rho V$ which has the physical meaning of plastic slip rate, $b \rho V=\dot{\gamma}^{\mathrm{p}}$, eq. (22). Equation (30) yields a scalar evolution equation for the dislocation density,

$$
\begin{equation*}
\frac{\partial b \rho}{\partial t}=-\operatorname{grad}(b \rho V) \cdot \boldsymbol{\nu} \equiv-\partial_{\boldsymbol{\nu}}(b \rho V) \tag{32}
\end{equation*}
$$

which shows that the rate of change in the scalar density $\rho$ of a single-valued dislocation field equals the derivative in the normal direction $\boldsymbol{\nu}$ of the rate of change in the area per
volume $\rho V$ slipped by the dislocations. It is instructive to rewrite eq. (32) in the standard form of a continuity equation, namely,

$$
\begin{equation*}
\frac{\partial b \rho}{\partial t}+\operatorname{div}(b \rho \boldsymbol{V})=-b \rho V \kappa . \tag{33}
\end{equation*}
$$

Accounting for the change in length of the curved gliding dislocations, the right-hand side of eq. (33) shows that curved dislocation segments do not behave as standard particles (for which the right-hand side would vanish). Since no production of 'new' dislocations is considered, this change in length accounts for the physical notion of curved dislocation lines that do not disintegrate in the course of the evolution, cf. the example in Sec.4.2 below.

To be able to analyze eq. (31), we resort to a system of coordinates $x_{1} O x_{2}$ in the glide plane. Then, by introducing a scalar field of the angle $\vartheta(\boldsymbol{x}, t)$ between the $x_{1}$ axis and tangent $\boldsymbol{\xi}(\boldsymbol{x}, t)$, the fields of tangent and normal vectors to dislocation lines can be expressed as

$$
\begin{align*}
\boldsymbol{\xi} & =(\cos \vartheta, \sin \vartheta) \\
\boldsymbol{\nu} & =(-\sin \vartheta, \cos \vartheta) \tag{34}
\end{align*}
$$

Now we see that $\partial \boldsymbol{\xi} / \partial t=\partial \vartheta / \partial t \boldsymbol{\nu}$ and we infer from eq. (31) that

$$
\begin{equation*}
b \rho \frac{\partial \vartheta}{\partial t}=\operatorname{grad}(b \rho V) \cdot \boldsymbol{\xi} \equiv \partial_{\boldsymbol{\xi}}(b \rho V) \tag{35}
\end{equation*}
$$

In order to get a consistent system of equations, we deduce from the conservation equation for Burgers vector (26) in the form $\operatorname{div}(\boldsymbol{s} \otimes b \rho \boldsymbol{\xi})=\mathbf{0}$ the condition for the vector $b \rho \boldsymbol{\xi}$ of the single-valued field being solenoidal,

$$
\begin{equation*}
\operatorname{div}(b \rho \boldsymbol{\xi})=0 \tag{36}
\end{equation*}
$$

The physical meaning of condition (36) is that dislocations cannot begin or end in the medium.

The coupled evolution of the dislocation density $\rho(\boldsymbol{x}, t)$ and orientation $\vartheta(\boldsymbol{x}, t)$ is governed by eqs. (32) and (35), whereas condition (36) must be imposed on the initial dislocation configuration. The coupling of the density and orientation in these evolution equations then guarantees the continuing conservation of Burgers vector, eq. (29).

Another possibility to account for the evolution of a single-valued dislocation field is to introduce condition (36) in eq. (35) explicitly. The right-hand side of eq. (35) can be rewritten as

$$
\operatorname{grad}(b \rho V) \cdot \boldsymbol{\xi}=\operatorname{div}(b \rho V \boldsymbol{\xi})-b \rho V \operatorname{div} \boldsymbol{\xi}=\operatorname{grad} V \cdot b \rho \boldsymbol{\xi}+V \operatorname{div}(b \rho \boldsymbol{\xi})-b \rho V \operatorname{div} \boldsymbol{\xi}
$$

Then, eq. (35) together with condition (36) yields the evolution equation for the dislocation orientation $\vartheta(\boldsymbol{x}, t)$,

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}=\operatorname{grad} V \cdot \boldsymbol{\xi}-V \operatorname{div} \boldsymbol{\xi} \tag{37}
\end{equation*}
$$

The first term on the right-hand side of the (Eulerian) evolution equation (37) represents the net rate of change in orientation of a dislocation segment due to the gradient of the glide velocity along it, the second term is a convective one. Roughly speaking, it accounts for dislocation segments of varying orientation flowing with the velocity $V$ in the considered fixed elementary volume positioned at $\boldsymbol{x}$ from its neighborhood.

Now the opportunity arises to compute the evolution of the orientation from eq. (37) and the evolution of the density from this orientation and condition (36) itself, without using eq. (32) for the density at all. It should be checked, however, that this possibility is admissible, i.e. that the 'correct' evolution of the density consistent with the (now unused) eq. (32) results.

Lemma 4.1.2 Let the evolution of the orientation $\vartheta(\boldsymbol{x}, t)$ be governed by eq. (37) for $t \geq t_{0}$. Let the current density $\rho(\boldsymbol{x}, t)$ be determined from this orientation and condition (36) itself for all $t \geq t_{0}$. Then eq. (32) is fulfilled implicitly for all $t \geq t_{0}$.

Proof. Since condition (36) is fulfilled for all $t \geq t_{0}$, it follows that $\partial \operatorname{div}(b \rho \boldsymbol{\xi}) / \partial t=0$. Changing the order of time and space differentiation, we get

$$
\operatorname{div} \frac{\partial(b \rho \boldsymbol{\xi})}{\partial t}=\operatorname{div}\left(\frac{\partial b \rho}{\partial t} \boldsymbol{\xi}+b \rho \frac{\partial \vartheta}{\partial t} \boldsymbol{\nu}\right)=0 .
$$

In view of the identity 'div curl $=0$ ', the term in brackets can be written as a curl of a vector $a \boldsymbol{m}$ perpendicular to the plane spanned by the vectors $\boldsymbol{\xi}$ and $\boldsymbol{\nu}$,

$$
\frac{\partial \rho}{\partial t} \boldsymbol{\xi}+\rho \frac{\partial \vartheta}{\partial t} \boldsymbol{\nu}=\operatorname{curl}(a \boldsymbol{m})
$$

where the magnitude $a$ of the vector $a \boldsymbol{m}$ is unknown. The evolution of the orientation $\partial \vartheta / \partial t$ is governed by eq. (37). Utilizing condition (36) and following the derivation that has lead to eq. (37) backwards, we come to eq. (35) which we use in the left-hand side of the above equation. As for the right-hand side of this equation, we apply the idea that has lead us from eq. (19) to eqs. (30) and (31) to the vector $a \boldsymbol{m}$. We get

$$
\begin{aligned}
\frac{\partial \rho}{\partial t} \boldsymbol{\xi} & =(\operatorname{grad}(a) \cdot \boldsymbol{\nu}) \boldsymbol{\xi} \\
(\operatorname{grad}(\rho V) \cdot \boldsymbol{\xi}) \boldsymbol{\nu} & =-(\operatorname{grad}(a) \cdot \boldsymbol{\xi}) \boldsymbol{\nu}
\end{aligned}
$$

From the latter equation we get $a=-\rho V$. Substituting this into the former equation, we arrive at eq. (32).

We conclude that the evolution of density and orientation can be computed in two ways. Either by using the pair of eqs. (32) and (35), whereas the conservation of Burgers vector (36) plays the role of an initial condition and is accounted for implicitly in the course of the evolution, cf. Lemma 4.1.1. Or, alternatively, using eq. (37) for the orientation evolution together with condition (36) for the density which leads to the same result, cf. Lemma 4.1.2. The practical importance of this result will become clear in Sec. 5 below where the theory is specialized to one spatial dimension.

### 4.2 Expansion of concentric dislocation loops (Eulerian description)

The evolution equations will now be applied to a simple example of concentric circular dislocation loops expanding in a constant and homogeneous stress field $\bar{\tau}$. We can think of the loops as having been produced by a Frank-Read source at the center, whereas we do not take care of the details of the source operation. Since the loops are concentric, the dislocation field is single-valued. By means of this example, we want to demonstrate that the present evolution equations correctly reflect the increase in length of the expanding loops. Moreover, we want to test numerical methods that can be used to solve the evolution equations.

Polar coordinates $r, \theta$ are introduced, with the corresponding unit base vectors $\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}$, Fig. 4. [Insert Fig. 4] The initial configuration in time $t=t_{0}$ consists of concentric circular dislocation loops distributed continuously in the slip plane with a density $\rho\left(r, t_{0}\right)$ such that

$$
\begin{array}{ll}
\rho>0 & \text { for } \quad r \in\left[R_{1}, R_{2}\right],  \tag{38}\\
\rho=0 & \text { otherwise } .
\end{array}
$$

In polar coordinates, the vectors tangent and normal to the dislocations, eq. (34), become

$$
\begin{align*}
\boldsymbol{\xi} & =\boldsymbol{e}_{\theta},  \tag{39}\\
\boldsymbol{\nu} & =\boldsymbol{e}_{r}
\end{align*}
$$

In the following, we neglect the yield stress $\hat{\tau}$, and assume that $\bar{\tau}>T /\left(b R_{1}\right)$. Then, the yield condition (14) reduces to the equation of motion in the form,

$$
\begin{equation*}
B V=\bar{\tau} b-T \frac{1}{r} \tag{40}
\end{equation*}
$$

where $-1 / r=\kappa(r)$ is the curvature of the expanding loops. The line tension $T$ alone thus provides the resistance to the expansion of the dislocation loops in this example. It must be pointed out that these simplifying assumptions have been made to make the example transparent as well as to get an analytical solution, cf. Appendix A, that serves to check the accuracy of the various numerical implementations. This example aims at showing the consistency and mathematical properties of the present form of continuum dislocation kinematics, especially the increase in length of the continuously distributed expanding dislocation loops. Whereas the problem of an individual expanding or shrinking dislocation loop is a standard one and treated by many researchers in the past, cf. eg. the recent work [30], it becomes nontrivial in a continuum description. This example shows that the present theory can treat this problem correctly. In general, it is of course possible to keep a non-zero yield stress $\hat{\tau}$ as well as the full yield condition (14) in this example. Then, one would be able to simulate an expanding, stationary or shrinking loop density in a field of forest
dislocations represented by the yield stress $\hat{\tau}$, cf. eq. (11). Admittedly, the problem of annihilation (when the loops shrink to zero size) is not treated in the present approach.

For the reader's convenience, we recall the form of the operators grad and div in polar coordinates,

$$
\begin{align*}
\operatorname{grad} a & =\frac{\partial a}{\partial r} \boldsymbol{e}_{r}+\frac{1}{r} \frac{\partial a}{\partial \theta} \boldsymbol{e}_{\theta}  \tag{41}\\
\operatorname{div} \boldsymbol{a} & =\frac{1}{r} \frac{\partial\left(r a_{r}\right)}{\partial r}+\frac{1}{r} \frac{\partial a_{\theta}}{\partial \theta}
\end{align*}
$$

where $a$ is a scalar and $\boldsymbol{a}=a_{r} \boldsymbol{e}_{r}+a_{\theta} \boldsymbol{e}_{\theta}$ a vector. Now we check the validity of the conservation condition (36). In view of eq. (39) $)_{1}$ and (41) $)_{2}$ we get

$$
\begin{equation*}
\operatorname{div}(\rho \boldsymbol{\xi})=\frac{1}{r} \frac{\partial \rho(r)}{\partial \theta}=0 \tag{42}
\end{equation*}
$$

as expected in the case of closed loops. As for the evolution of the orientation $\vartheta(\theta, t)$, by applying eq. (35) and (41) $)_{1}$ we get

$$
\begin{equation*}
\rho \frac{\partial \vartheta}{\partial t}=\frac{\partial(\rho V)}{\partial r} \boldsymbol{e}_{r} \cdot \boldsymbol{e}_{\theta}=0 . \tag{43}
\end{equation*}
$$

Since $\rho>0$, eq. (38), this means that $\partial \vartheta / \partial t=0$, as expected. It can be checked that the same result follows from application of eq. (37). Finally, the evolution of the density $\rho(r, t)$ can be computed from eq. (32) as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\frac{\partial(\rho V)}{\partial r} \boldsymbol{e}_{r} \cdot \boldsymbol{e}_{r}=-\frac{\partial(\rho V)}{\partial r} . \tag{44}
\end{equation*}
$$

Equation (44) together with the initial condition (38) constitutes an initial-value problem for the density $\rho(r, t)$, whereas the velocity $V(r, t)$ is given by the algebraic eq. (40). For simplicity, we consider a step-like initial dislocation distribution, $\rho=$ const. for $r \in$ [ $R_{1}, R_{2}$ ]. Since the interest here is in the qualitative behavior of the evolution equation, we do not list the numerical values of the input parameters used.

The Cauchy problem of the density evolution will be solved analytically first. The analytical solution will serve to check the accuracy of later numerical computations. Starting point for the analytical solution of the Cauchy problem is eq. (44) in the form

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+V \frac{\partial \rho}{\partial r}=-\rho \frac{\partial V}{\partial r} \tag{45}
\end{equation*}
$$

which reveals its convective character (see the second term on the left-hand side). The key to the solution of this equation are the characteristic curves in the $r$ - $t$ plane that fulfill relation

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} t}=V \tag{46}
\end{equation*}
$$

The analytical solution to the initial-value problem is given in terms of the Lambert $W$ function in Appendix A and plotted in Fig 5. [Insert Fig. 5] It will be used to check the correctness of the numerical computations reported below.

We get a better insight in the physical meaning of the density evolution by considering it in the form of the continuity eq. (33). In the present case, eq. (33) yields

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{1}{r} \frac{\partial(r \rho V)}{\partial r}=\rho V \frac{1}{r} \tag{47}
\end{equation*}
$$

This can be rewritten as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\rho V \frac{1}{r}-\frac{\partial(\rho V)}{\partial r}+\rho V \frac{1}{r} . \tag{48}
\end{equation*}
$$

The first term on the right-hand side of eq. (48) represents the decrease of the density that would be caused by expansion of the loops consisting of a constant number of elementary segments of unchanging length. Such an expansion, corresponding to dislocation segments that behave as standard particles, would lead to disintegration of the loops, cf. Zaiser and El-Azab [44]. The present theory requires that this term be compensated by the last term on the right-hand side of eq. (48) which accounts for the increasing length of the expanding segments. The second term on the right-hand side is the correct rate of change in the density that accords with eq. (44). It should be pointed out that the disintegration of the loops that would result from the missing last term on the right-hand side of eq. (48) could not be directly observed in the continuum description. However, the disintegration can be deduced from the evolution of the total length $L(t)$ of the loops that can be computed $\mathrm{as}^{3}$

$$
\begin{equation*}
L(t)=\int_{0}^{\infty} 2 \pi r \rho(r, t) \mathrm{d} r . \tag{49}
\end{equation*}
$$

The disintegration would be reflected by an unchanging total length, $L(t)=L\left(t_{0}\right)$ for all $t \geq t_{0}$. The total length of the expanding loops that do not disintegrate must steadily increase, $L\left(t_{2}\right)>L\left(t_{1}\right)$ for all $t_{2}>t_{1} \geq t_{0}$.

The output of the present continuum model of evolving dislocation fields is the plastic slip rate, eq. (21). It should be noted that we still solve a coupled continuum mechanics dislocation dynamics problem in the sense of Fig. 1. Although the continuum mechanics part is trivial in the current example, the coupling to crystal plasticity still persists. In the present example, the plastic slip rate becomes

$$
\begin{equation*}
\dot{\gamma}^{\mathrm{p}}(r, t)=b \rho(r, t) V(r, t) . \tag{50}
\end{equation*}
$$

It can be time-integrated to yield the plastic slip $\gamma^{\mathrm{p}}(r, t)$. To be able to solve this initial value problem parallel with the solution of eq. (44), we need the initial condition $\gamma^{\mathrm{p}}\left(r, t_{0}\right)$.

[^3]Assuming, the loops have expanded from the center in time $t<t_{0}$, the initial plastic slip can be determined from the initial dislocation distribution (38) as

$$
\begin{equation*}
\gamma^{\mathrm{p}}\left(r, t_{0}\right)=\int_{r}^{\infty} b \rho\left(\tilde{r}, t_{0}\right) \mathrm{d} \tilde{r} \tag{51}
\end{equation*}
$$

Roughly speaking, by applying eq. (51), we count the loops that have passed the point $r$. The knowledge of the value of plastic slip in the course of the evolution, $\gamma^{\mathrm{p}}(r, t)$, $t>t_{0}$, gives us the possibility to check whether the resulting evolution is reasonable: all the points $r$ that have been passed by all the expanding loops at any time must have experienced the same plastic slip. On the other hand, if the loops disintegrate, the plastic slip in the points farther from the center that were passed by all the loops at later times would be smaller.

The Cauchy problem consisting of the coupled differential equations (44) and (50) with initial conditions (38) and (51) has been solved numerically. We have used standard Runge-Kutta forward integration with adaptive step size in time and backward (i.e. upwind) differentiation in space on a fixed grid with 10000 nodes. When employing only e.g. 1000 nodes, we observe a more pronounced blurring of the edges of the resulting curves representing the evolving density, Fig. 6. [Insert Fig. 6] The high resolution is thus needed especially for the differentiation of the step-like edges of the density. In fact, the step-like initial configuration considered is the 'worst case' for the numerical computation. Note that a forward or central differentiation in space fails for the convective equation solved. The evolution of the density and plastic slip of the expanding loops is shown in the left part of Fig. 6. For comparison, we have solved the same problem using eq. (47) with its right-hand side set to zero. This corresponds to loops consisting of a constant number of segments of unchanging length that disintegrate during the evolution. The computation has certified the expectation expressed above, namely, that the continuum model yields in this case a too low and still decreasing density as well as a decreasing plastic slip, see the right part of Fig. 6. We have checked that in this latter case, the total length of the dislocations computed from eq. (49) remains constant during the evolution which is inconsistent with the picture of expanding dislocation loops of increasing length.

The example indicates that the evolution equations (32) and (33) for the dislocation density $\rho(\boldsymbol{x}, t)$ correctly account for the changing length of continuously distributed gliding curved dislocations.

### 4.3 Dislocation-Lagrangian form of the evolution equations

The evolution equations for the density and orientation of a single-valued dislocation field have been derived in the Eulerian (spatial) form that accounts for the evolution of these fields at fixed positions $\boldsymbol{x}$ in space. In the dislocation-Lagrangian description, the point of observation moves along with a dislocation segment. We can imagine it as a virtual
particle $X$ moving with the dislocation velocity through the material and carrying along the information on the dislocation orientation, density, and, possibly, plastic slip. Let us assign a position vector $\boldsymbol{\varphi}(X, t)$ to such a particle, so that $\boldsymbol{x}=\boldsymbol{\varphi}(X, t)$ is the position in space of the particle $X$ at time $t$. The label $X$ denoting the particle can be interpreted as the position of this particle in a reference configuration. The rate of change in the position $\boldsymbol{\varphi}(X, t)$ of the particle $X$ (the dislocation-Lagrangian picture) equals the velocity of the dislocation field $\boldsymbol{V}(\boldsymbol{x}, t)$ at the current position $\boldsymbol{x}$ of the particle (the Eulerian picture),

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{\varphi}(X, t)}{\mathrm{d} t}=\boldsymbol{V}(\boldsymbol{x}, t) \tag{52}
\end{equation*}
$$

In the dislocation-Lagrangian description, the net evolution of the density and orientation of the dislocation fields is separated from the convective effects related to the dislocation velocity. For a scalar field $a(\boldsymbol{x}, t)$, the dislocation-Lagrangian time derivative $\mathrm{d} / \mathrm{d} t$ is related to the Eulerian (spatial) time derivative $\partial / \partial t$ through the velocity $\boldsymbol{V}(\boldsymbol{x}, t)$ of the dislocation field,

$$
\begin{equation*}
\frac{\mathrm{d} a}{\mathrm{~d} t}=\frac{\partial a}{\partial t}+\operatorname{grad} a \cdot \boldsymbol{V} \tag{53}
\end{equation*}
$$

The term $\operatorname{grad} a \cdot \boldsymbol{V} \equiv V \partial_{\boldsymbol{\nu}} a$, that is the derivative in the direction of the velocity multiplied by the velocity magnitude, is known as the convective derivative of the respective field. Thus in the dislocation-Lagrangian description, moving along with dislocation segments, we are able to monitor their net change in length and orientation.

Utilizing relation (53), Sedláček et al. [23] derived the dislocation-Lagrangian form of the evolution equations for the dislocation density and orientation. Here we summarize these evolution equations and derive additionally the dislocation-Lagrangian form of the plastic slip rate (23). Evolution eq. (32) for the scalar density $\rho(\boldsymbol{x}, t)$ becomes

$$
\begin{equation*}
\frac{\mathrm{d} b \rho}{\mathrm{~d} t}=-b \rho \operatorname{grad} V \cdot \boldsymbol{\nu} \equiv-b \rho \partial_{\boldsymbol{\nu}} V \tag{54}
\end{equation*}
$$

This means, the dislocation density in a flowing volume element changes with the gradient of the velocity magnitude in the velocity direction (i.e. perpendicular to dislocations). The latter evolution equation still accounts for the change in length of the curved gliding dislocations, as it is seen in the right-hand side of the dislocation-Lagrangian form of the continuity eq. (33), that is

$$
\begin{equation*}
\frac{\mathrm{d} b \rho}{\mathrm{~d} t}+b \rho \operatorname{div} \boldsymbol{V}=-b \rho V \kappa \tag{55}
\end{equation*}
$$

The dislocation-Lagrangian form of evolution eq. (35) for the orientation $\vartheta(\boldsymbol{x}, t)$ is

$$
\begin{equation*}
b \rho \frac{\mathrm{~d} \vartheta}{\mathrm{~d} t}=b \rho V \operatorname{div} \boldsymbol{\xi}+\operatorname{grad}(b \rho V) \cdot \boldsymbol{\xi} \tag{56}
\end{equation*}
$$

where we have utilized relation $\operatorname{grad} \vartheta \cdot \boldsymbol{\nu}=\operatorname{div} \boldsymbol{\xi}$. Upon introducing condition (36) in eq. (56), the dislocation-Lagrangian form of evolution eq. (37) results,

$$
\begin{equation*}
\frac{\mathrm{d} \vartheta}{\mathrm{~d} t}=\operatorname{grad} V \cdot \boldsymbol{\xi} \equiv \partial_{\boldsymbol{\xi}} V \tag{57}
\end{equation*}
$$

cf. the derivation of eq. (37) itself. Equation (57) describes the net rate of rotation of gliding dislocation segments. The dislocation-Lagrangian plastic slip rate follows from the Orowan eq. (23) and relation (53) as

$$
\begin{equation*}
\frac{\mathrm{d} \gamma^{\mathrm{p}}}{\mathrm{~d} t}=b \rho V+\operatorname{grad} \gamma^{\mathrm{p}} \cdot \boldsymbol{V} \tag{58}
\end{equation*}
$$

In the next Section, we apply the evolution equation in the dislocation-Lagrangian form to the example of expanding dislocation loops that was treated in the Eulerian description in Sec. 4.2 and compare the results.

### 4.4 Expansion of concentric dislocation loops (dislocation-Lagrangian description)

Utilizing the dislocation-Lagrangian formalism, we solve the problem of expanding circular dislocation loops that has been posed in Sec.4.2. The relevant evolution equations written in polar coordinates are as follows. Equation (54) for the density becomes

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\mathrm{~d} t}=-\rho \frac{\partial V}{\partial r} \tag{59}
\end{equation*}
$$

This equation represents the net rate of change in the dislocation density caused by the gradient of the velocity in the direction of motion in a flowing volume. It corresponds to eq. (45) with the convective term eliminated. The dislocation-Lagrangian rate of plastic slip follows from eq. (58) as

$$
\begin{equation*}
\frac{\mathrm{d} \gamma^{\mathrm{p}}}{\mathrm{~d} t}=b \rho V+\frac{\partial \gamma^{\mathrm{p}}}{\partial r} V \tag{60}
\end{equation*}
$$

We recognize the standard Orowan relation in the first term on the right-hand side and the convective derivative in the second term. The dislocation flow is described by eq. (52) which becomes

$$
\begin{equation*}
\frac{\mathrm{d} \varphi_{r}}{\mathrm{~d} t}=V \tag{61}
\end{equation*}
$$

This equation determines the evolving radial position $\varphi_{r}(r, t)$ of the virtual particles that carry the information on the density and plastic slip (the orientation does not change in this example, see Sec.4.2). The initial condition $\varphi_{r}\left(r, t_{0}\right), r \in\left[R_{1}, R_{2}\right]$, corresponds to the initial position of the nodes for the numerical solution of the problem. Note that with $\varphi_{r}(r, t)=r(t)$, eq. (61) is equivalent to the equation (46) of the characteristic curve. This means that the dislocation-Lagrangian derivative, eq. (59), describes the time rate of change in the density along the characteristics defined by eq. (46), cf. Fig. 5.

We summarize the differences between the dislocation-Lagrangian and Eulerian approaches. Instead of two coupled equations, we have to solve three. The unknown functions of the Cauchy problem in the dislocation-Lagrangian form are the density $\rho(r, t)$ with the initial condition (38), plastic slip $\gamma^{\mathrm{p}}(r, t)$ with the initial condition given by eq. (51), and the
radial position $\varphi_{r}(r, t)$ of the virtual particles carrying the information on the dislocation density and plastic slip, with the initial condition $\varphi_{r}\left(r, t_{0}\right), r \in\left[R_{1}, R_{2}\right]$. In a numerical implementation, the virtual particles are represented by nodes. Accordingly, we need to introduce nodes only in the interval $r \in\left[R_{1}, R_{2}\right]$. They will then move along with the expanding loops, eq. (61), that means along the characteristic curves (46). In this sense, this approach can be seen as a dislocation-Lagrangian particle-tracking method. Moreover, we do not need to differentiate the step-like density in the convective term in the Eulerian eq. (54), cf. the dislocation-Lagrangian eq. (59), which dramatically reduces the computational requirements on the numerical method.

For the numerical computation, we have used a grid of 100 dynamically self-adjusting nodes, the first and last one being placed off the interval $\left[R_{1}, R_{2}\right]$ to enable the differentiation in the boundary points themselves. (Reasonable results have been obtained using as few as 10 nodes as well.) We use central differentiation of the velocity and upwind differentiation of the plastic slip. The CPU time required is only a small fraction of the one needed in the Eulerian approach, whereas the results of the dislocation-Lagrangian method are much more accurate. Especially, we do not observe any blurring of the sharp edges in the density distribution, Fig. 7. [Insert Fig. 7] The numerical solution is in fact indistinguishable from the exact analytical solution shown in Fig. 5. With an increasing number of nodes, the results based on the Eulerian approach converge to the results of the Lagrangian approach (and so to the exact solution). This indicates that, from a theoretical point of view, the Eulerian and dislocation-Lagrangian methods are equivalent, as it should be.

## 5 Curved dislocations in one spatial dimension

The present continuum description of evolving dislocation fields enables us to exploit symmetries of idealized problems to reduce the problem dimensionality. For instance, the dislocation loops expanding in the plastic channel, Fig. 2, can be treated as a spatially one-dimensional problem in the direction across the channel, provided that the loops are distributed continuously and homogeneously along the channel of constant width. In accord with the present theory of single-valued dislocation fields, where the 'upper' and 'lower' halves of the loops are treated separately, only the orientation and density of the dislocation field at a certain position in the direction across the channel is relevant for the evolution of the field. This problem has been described in detail and solved by Sedláček et al. [23]. Problems of this type can occur only in the presence of suitably oriented interfaces that enforce the homogeneity in the remaining directions, cf. Fig. 2. Another example is shown in Fig. 8, [Insert Fig. 8] where the free surface and the interface enforce the homogeneity along the $y$ axis. Moreover, if both the Burgers vector $\boldsymbol{b}$ and the normal vectors $\boldsymbol{m}$ of all slip systems considered are confined to a plane, say, $x O z$, Fig. 8, a plastic strain in that plane results, cf. eq. (21). Then, a plane-strain problem
of continuum mechanics can be set up to be coupled with the dislocation evolution in the sense of Fig. 1. Even then, the evolution of the dislocation fields can be treated as a one-dimensional problem in the slip direction. With regard to such applications, we specialize the theory of evolving dislocation fields to one spatial dimension.

### 5.1 Eulerian evolution equations in 1D

Motivated by the problem sketched in Fig. 8, we introduce a system of coordinates $x_{1} O x_{2}$ in a glide plane, whereas the Burgers vector is parallel with the $x_{1}$ axis, Fig.9. An interface, impenetrable for the dislocations, and a free surface, both parallel with the $x_{2}$ axis, are positioned at $x_{1}=0$ and $x_{1}=H$, respectively. Curved dislocations are assumed to be distributed continuously and in the $x_{2}$ direction homogeneously, so that all the field variables are functions of $x_{1}$ only. One representative dislocation in a typical bowed-out configuration is sketched in Fig. 9. [Insert Fig. 9] In accord with the concept of singlevalued dislocation fields, only one half of the dislocation half-loop is considered. Due to the symmetry of the problem, the other half of the loop is a mirror image of the considered one, cf. Fig. 2. The boundary condition for the dislocations at the impenetrable interface is

$$
\begin{equation*}
V=0 \quad \text { for } \quad x_{1}=0 . \tag{62}
\end{equation*}
$$

The boundary condition at the free surface,

$$
\begin{equation*}
\vartheta=0 \quad \text { for } \quad x_{1}=H, \tag{63}
\end{equation*}
$$

approximates the effect of image forces that tend to orient a dislocation perpendicular to the free surface. Depending on the problem at hand, boundary conditions of this type can be combined at need.

In view of eq. (34) ${ }_{1}$, condition (36) stating that dislocations do not end in the material becomes

$$
\begin{equation*}
\frac{\partial(\rho \cos \vartheta)}{\partial x_{1}}=0 . \tag{64}
\end{equation*}
$$

From this condition we get by integration,

$$
\begin{equation*}
\rho \cos \vartheta=\bar{\rho} \tag{65}
\end{equation*}
$$

where the integration constant $\bar{\rho}$ represents a homogeneous density of straight dislocation lines stretched in the $x_{1}$ direction, cf. Fig. 9. It is convenient to consider it as a reference configuration. The current density $\rho\left(x_{1}, t\right)$ thus reflects the increase in length due to the bowing of the dislocations from the reference configuration. Equation (65) can be used conveniently to determine the density, whereas the orientation results from eq. (37) which takes the form

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}=\frac{\partial V}{\partial x_{1}} \cos \vartheta-V \frac{\partial \cos \vartheta}{\partial x_{1}} . \tag{66}
\end{equation*}
$$

We have shown in the proof of Lemma 4.1.2 that this yields the correct density, whereas the evolution eq. (32) for the density need not be solved explicitly. The curvature $\kappa\left(x_{1}, t\right)$ determined from eq. (13) and $(34)_{2}$ as

$$
\begin{equation*}
\kappa=\frac{\partial \sin \vartheta}{\partial x_{1}}, \tag{67}
\end{equation*}
$$

enters the equation of motion (14). The plastic slip rate results from the (Eulerian) Orowan equation (23).

To summarize, in a one-dimensional initial-boundary-value problem for an evolving dislocation field, one has essentially to solve the evolution eq. (66) for dislocation orientation. In the following, we argue that, from the mathematical point of view, this is a transport equation of diffusion-convection type with dominating convection that is known for being difficult to be solved numerically. Typically, solutions of equations of this type possess boundary layers where the derivatives of the solution are very large. The width of these layers is significantly smaller than a reasonable mesh size, so that these layers cannot be properly resolved. This leads to spurious oscillations in the numerical solution in convection-dominated regimes [26]. To analyze the present case, consider eq. (66) in the form

$$
\frac{\partial \vartheta}{\partial t}=\cos \vartheta \frac{\partial V}{\partial x_{1}}+V \sin \vartheta \frac{\partial \vartheta}{\partial x_{1}} .
$$

Upon neglecting the yield stress $\hat{\tau}$ and assuming a homogeneous shear stress $\bar{\tau}$, the dislocation velocity $V$, eq. (14), results in the form,

$$
V=\frac{\bar{\tau} b}{B}+\frac{T \cos \vartheta}{B} \frac{\partial \vartheta}{\partial x_{1}},
$$

where we have utilized the curvature (67). Combining the above two equations, we end up with a non-linear diffusion-convection equation,

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}=\frac{T(\cos \vartheta)^{2}}{B} \frac{\partial^{2} \vartheta}{\partial x_{1}^{2}}+\frac{\bar{\tau} b \sin \vartheta}{B} \frac{\partial \vartheta}{\partial x_{1}} . \tag{68}
\end{equation*}
$$

The first term is diffusive, the second one convective. Multiplying the convective coefficient by a length $\Delta x \leq H$, we get a dimensionless ratio of the coefficients of the convective and diffusive terms known as the Péclet number,

$$
\mathrm{Pe}=\frac{\Delta x \bar{\tau} b \sin \vartheta}{T(\cos \vartheta)^{2}} .
$$

This number determines whether eq. (68), that is our eq. (66), actually, is locally (i.e. within a particular interval $\Delta x)$ convection dominated or diffusion dominated [26]. Using order-of-magnitude estimates, $\Delta x \approx 10^{-6}[\mathrm{~m}], \bar{\tau} \approx 10^{7}\left[\mathrm{Nm}^{-2}\right], b \approx 10^{-10}[\mathrm{~m}]$ and $T \approx$ $10^{-9}[\mathrm{~N}]$, we get $\Delta x \bar{\tau} b / T \approx 1$, so that the dislocation orientation $\vartheta(x)$ itself determines the character of the transport equation (68). For slightly bowed-out dislocations, cf. the
reference configuration of straight dislocation lines, Fig. 9 , we have $\vartheta \approx 0$ everywhere, so that $\mathrm{Pe} \ll 1$, eq. (68) thus being diffusion dominated. For dislocations in the typical bowed-out configuration, $\vartheta \rightarrow \pi / 2$ in the vicinity of an impenetrable interface, Fig. 9 , yielding $\mathrm{Pe} \gg 1$, so that eq. (68) is strongly convection dominated near the interface.

To support the analysis, we carry out a test computation of a one-dimensional dislocation field of Fig. 9. We start with the reference configuration of straight dislocation lines. A constant shear stress $\bar{\tau}$ is applied in steps of 0.1 of the Orowan stress, $\tau_{\text {Or }}=T / b H$, from $0.1 \tau_{\text {Or }}$ up to $1 \tau_{\text {Or }}$. Equation (66) is repeatedly solved for the orientation $\vartheta(x)$ until an equilibrium configuration is reached in each loading step, i.e. until the dislocation velocity $V(x)$ is negligible. In addition, plastic slip $\gamma^{\mathrm{P}}(x)$ is computed by integrating the Orowan relation (22). We have used central-differentiation on a regular mesh of 13 nodes and an implicit time integration with step-size control. The results of the numerical computation have been compared with the exact solution. The exact analytical solution of the test problem, which is not given explicitly here, corresponds to the Orowan bowing of the continuously distributed dislocations that take up circular-arc configurations, the radii of which decrease with the increasing load. We note in passing that the Orowan bowing of dislocations with line tension is responsible for the size effect in the present model. Unlike as in a local theory, the distribution and amount of plastic slip in the present model depends on the width $H$ of the plastic channel, cf. Sedláček and Werner [25]. The results are shown in Fig. 10. [Insert Fig. 10] In accord with the above analysis, the numerical solution is indistinguishable from the exact one for slightly bowed-out dislocations where eq. (66) is diffusion dominated. At the load of $0.9 \tau_{\text {Or }}$, the numerically computed plastic slip exhibits slight spurious oscillations. These become quite pronounced at $1 \tau_{\text {Or }}$, especially near the interface where the governing equation (66) becomes strongly convection dominated. We note the boundary layer of the steeply changing orientation in the last loading step that has not been properly resolved. Already the earlier applications of the present model have shown that pronounced boundary layers characterized by steep gradients or even steps in plastic slip occur in the vicinity of impenetrable interfaces [22, 23, 25]. In accord with the above analysis, we observed upcoming spurious oscillations that we have suppressed by using extremely fine discretization of the space variable as well as extremely small time steps, which is computationally very expensive. A more efficient possibility to deal with the unwanted oscillations is to resort to the dislocation-Lagrangian description. This will be done in the next Section.

Before turning to the dislocation-Lagrangian description, let us mention a related inconvenient consequence of considering the present theory in the one-dimensional Eulerian formulation. At an impenetrable interface between an elastic and a plastically deforming materials, a surface dislocation density can be deposited, causing a step-like change in the plastic slip from zero in the elastic material to a finite value in the plastic region [47]. The surface dislocation density was discussed also in the framework of the present model [22, 23, 25]. It is convection-caused and presents a limit case of the boundary layer discussed above. In this case, the orientation at the interface is $\vartheta(0, t)=\pi / 2$, Fig. 9. From
eq. (65) we see that then, the current density diverges, $\rho\left(x_{1}, t\right) \rightarrow \infty$ for $x_{1} \rightarrow 0$. Referring to the continuum description in the sense of eq. (5), we point out that in the present case even the product $b \rho\left(x_{1}, t\right) \rightarrow \infty$ for $x_{1} \rightarrow 0$. In view of the vanishing velocity at the impenetrable interface, eq. (62), the plastic slip rate there cannot be directly determined, for the product $b \rho(0, t) V(0, t)$ in the Orowan equation (22) is undetermined. In fact, at the interface, this product must be understood in the sense of a limit,

$$
\begin{equation*}
b \rho(0, t) V(0, t)=\lim _{x_{1} \rightarrow 0} b \rho\left(x_{1}, t\right) V\left(x_{1}, t\right), \tag{69}
\end{equation*}
$$

cf. [23, 25]. As a consequence, despite of the vanishing dislocation velocity at impenetrable interfaces, there can be a non-zero plastic slip rate. The computation of the plastic slip rate (69) is one of the difficulties that are encountered when implementing the one-dimensional Eulerian evolution equations in a numerical method [22, 23, 25]. Simulation of the (physically reasonable) development of the surface dislocation density and the corresponding step in plastic slip is more convenient in the dislocation-Lagrangian approach.

### 5.2 Dislocation-Lagrangian evolution equations in 1D

Dislocation-Lagrangian form of eq. (66) results from eq. (57) as

$$
\begin{equation*}
\frac{\mathrm{d} \vartheta}{\mathrm{~d} t}=\frac{\partial V}{\partial x_{1}} \cos \vartheta \tag{70}
\end{equation*}
$$

whereas the density is still computed from eq. (65). The plastic slip rate is computed from eq. (58) that can be further simplified as follows. The plastic slip equals the Burgers vector multiplied by the area swept by the dislocations from the reference configuration represented by the homogeneous density $\bar{\rho}$,

$$
\gamma^{\mathrm{p}}=b \bar{\rho} \varphi_{2},
$$

where $\varphi_{2}\left(x_{1}, t\right)$ is the current displacement of a dislocation segment positioned at $x_{1}$, Fig. 11. [Insert Fig. 11] The convective derivative in eq. (58) thus becomes

$$
\operatorname{grad} \gamma^{\mathrm{p}} \cdot \boldsymbol{V}=-b \bar{\rho} V \sin \vartheta \frac{\partial \varphi_{2}}{\partial x_{1}}
$$

Recognizing that $\partial \varphi_{2} / \partial x_{1}=\tan \vartheta$ and utilizing eq. (65), we obtain from eq. (58) the plastic slip rate in terms of the current, $\rho\left(x_{1}, t\right)$, or reference, $\bar{\rho}$, dislocation density as

$$
\begin{equation*}
\frac{\mathrm{d} \gamma^{\mathrm{p}}}{\mathrm{~d} t}=b \rho V(\cos \vartheta)^{2}=b \bar{\rho} V \cos \vartheta \tag{71}
\end{equation*}
$$

This result can be understood as follows. Looking at Fig. 11 that shows two consecutive positions of a gliding dislocation, we can interpret the result in terms of the rate of change
in the area swept by the dislocations. In the one-dimensional framework, the change in position $\boldsymbol{\varphi}(X, t)$ of a dislocation segment $X$ that was in time $t$ at $x_{1}$ and which glides in the direction perpendicular to itself results from eq. (52) as

$$
\begin{equation*}
\frac{\mathrm{d} \varphi_{1}}{\mathrm{~d} t}=-V \sin \vartheta, \quad \frac{\mathrm{~d} \varphi_{2}(X, t)}{\mathrm{d} t}=V \cos \vartheta \tag{72}
\end{equation*}
$$

The change in dislocation displacement $\varphi_{2}\left(x_{1}, t\right)$ at the position $x_{1}$ can be formally determined from eq. (53) which yields in this case

$$
\frac{\mathrm{d} \varphi_{2}}{\mathrm{~d} t}=\frac{\partial \varphi_{2}}{\partial t}-\frac{\partial \varphi_{2}}{\partial x_{1}} V \sin \vartheta
$$

With $\partial \varphi_{2} / \partial x_{1}=\tan \vartheta$ we have

$$
\frac{\partial \varphi_{2}}{\partial t}=\frac{V}{\cos \vartheta}
$$

Now we get the dislocation-Lagrangian plastic slip rate as the rate of change in the area swept by the dislocations,

$$
\frac{\mathrm{d} \gamma^{\mathrm{p}}}{\mathrm{~d} t}=b \bar{\rho} \frac{\mathrm{~d} \varphi_{2}}{\mathrm{~d} t}=b \bar{\rho} V \cos \vartheta
$$

which reproduces eq. (71). As for the Eulerian plastic slip rate, upon using relation (65), we get analogously

$$
\frac{\partial \gamma^{\mathrm{p}}}{\partial t}=b \bar{\rho} \frac{\partial \varphi_{2}}{\partial t}=b \rho V
$$

which is the Orowan equation (23). It should be noted that the result (71) is 1D specific, whereas eq. (58) is valid generally.

Let us now analyze the dislocation-Lagrangian eq. (70) from the point of view of the convection-diffusion ratio. Treating it in the same way as the Eulerian eq. (66), we get

$$
\begin{equation*}
\frac{\mathrm{d} \vartheta}{\mathrm{~d} t}=\frac{T(\cos \vartheta)^{2}}{B} \frac{\partial^{2} \vartheta}{\partial x_{1}^{2}}+\frac{T \sin \vartheta \cos \vartheta}{B}\left(\frac{\partial \vartheta}{\partial x_{1}}\right)^{2} . \tag{73}
\end{equation*}
$$

The first term on the right-hand side is the same diffusive one as in the corresponding Eulerian eq. (68), the second one is a non-linear term of the convection type. The ratio

$$
\frac{\Delta x \sin \vartheta}{\cos \vartheta},
$$

of the coefficients of the convective (multiplied with $\Delta x$ ) and diffusive terms ${ }^{4}$ goes to infinity for $\vartheta \rightarrow \pi / 2$ and constant $\Delta x$. However, because of the dislocation-Lagrangian description, $\Delta x \rightarrow 0$ in the boundary layer in this case, cf. Fig. 10. As a consequence, the convective term does not dominate, not even for strongly bowed-out dislocations near the impenetrable interface.

[^4]The suitability of the dislocation-Lagrangian description for the present model is certified by performing the computation of the test problem that was posed in Sec.5.1. Equations (70), (71), and (72) have been solved numerically using central differentiation on 13 selfadjusting nodes and an implicit time integration with step-size control up to equilibrium in the individual loading steps. The results plotted in Fig. 10 show an agreement with the exact solution up to the load of $0.9 \tau_{\text {Or }}$ and a slight departure from the analytically calculated plastic slip for the maximum load $1 \tau_{\text {Or }}$, but no oscillations at all. The originally equidistantly positioned nodes have moved along the characteristics during the computation, cf. eq. (72). As a consequence of this node redistribution, even the boundary layer of steeply changing orientation near the interface $(x=0)$ has been sufficiently resolved. The dislocation-Lagrangian node redistribution corresponds to the physical requirement that dislocation segments glide in the direction normal to themselves, $\boldsymbol{V}=V \boldsymbol{\nu}$, which results in the convective transport of plastic slip to the interface. At a further straining, this would result in the surface dislocation density and a step in plastic slip at the impenetrable interface that was discussed in relation with eq. (69). The dislocation-Lagrangian description thus reflects the physical features of the present model of evolving dislocation fields and its implementation is numerically stable.

## 6 Conclusions

In Sec. 2, we have analyzed the deficiencies of the continuum theory of dislocations when applied to set up a constitutive law for crystal plasticity. These deficiencies are due to the process of averaging in which individual dislocations are smeared out so that the shortrange elastic fields of the original dislocations disappear and their curvature cannot be reconstructed any more. Based on our earlier proposals [22, 23, 25], we have suggested in Sec. 3 that this problem can be circumvented to some extent by introducing the concept of single-valued dislocation fields together with the dislocation line tension. In this approach, the dislocation configuration is supposed to consists of a superposition of dislocation fields of unique orientation. In this way, the dislocation curvature can be reconstructed and the line-tension concept applied, leading to a non-local constitutive law, where the plastic slip rate results from the evolution of the dislocation fields. Equations governing the evolution of the dislocation density and orientation have been derived together with the equation for the resulting plastic slip rate in Sec.4. In the Eulerian approach that describes the evolution of the fields at fixed positions in space, the latter equation is the standard Orowan relation, $\dot{\gamma}=b \varrho V$. In the dislocation-Lagrangian approach, proposed already by Sedláček et al. [23], moving along with the dislocation segments, one follows the net development of the fields. In the present work, we have shown that in the dislocationLagrangian description, the Orowan relation acquires an additional term, namely the convective derivative of plastic slip, see eq. (58). The equations have been applied to an example of expanding dislocation loops, showing that the equations account correctly for the increasing length of the continuously distributed bowed gliding dislocations.

The theory has been specialized to one spatial dimension in Sec. 5. In this form, the field variables (the orientation and density of the dislocations as well as the plastic slip) are functions of the slip direction only. This approach enables us to treat two-dimensional plane-strain problems of continuum mechanics, where the slip planes are perpendicular to the plane of deformation and the dislocations bow out in their glide planes, cf. Fig. 8. The equation governing the evolution of the dislocation orientation has turned out to be a transport equation of diffusion-convection type. As the dislocations bow out, the convection dominates in the vicinity of impenetrable interfaces, leading to pronounced spurious oscillations in the resulting plastic slip. This numerical instability which is known from the mathematical literature has been eliminated by resorting to the dislocation-Lagrangian description resulting in a kind of dislocation-Lagrangian particle-tracking method, cf. Fig. 10.

In the present work, we have focused our attention on the constitutive part of the problem of plastic deformation. The obtained results on the non-local dislocation-based constitutive law of plasticity, especially the numerical stability of the dislocation-Lagrangian approach, enable us to start a work on numerical solution of size-dependent two-dimensional plane-strain problems of continuum mechanics with non-trivial geometry, morphology, and boundary conditions.
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## A Solution to equation (45)

We are looking for the solution $\rho(r, t)$ of the quasilinear partial differential equation (45) in the form

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\left(\frac{a r-c}{r}\right) \frac{\partial \rho}{\partial r}+\rho \frac{c}{r^{2}}=0 \tag{A1}
\end{equation*}
$$

where we have used eq. (40) and introduced the constants

$$
a=\frac{\bar{\tau} b}{B}, \quad c=\frac{T}{B} .
$$

We use the method of characteristics, also known as the Lagrange method. The characteristic curves in the $r$ - $t$ plane are defined by eq. (46) that becomes

$$
\frac{\mathrm{d} r}{\mathrm{~d} t}=\frac{a r-c}{r}
$$

Equation describing the characteristic curves results by integration as,

$$
t(r)=\frac{r}{a}+\frac{c}{a^{2}} \ln (|a r-c|)+C
$$

To determine the integration constant $C$, put $t=0$ in the above equation and choose a position on the $r$ axis. For instance, setting $r=R_{1}$ and $r=R_{2}$, we get the constants $C_{1}$ and $C_{2}$ of the characteristics drawn in the lower part of Fig. 5 . The inverse of the above equation of the characteristics yields

$$
r(t)=\frac{c}{a}\left(1+W\left(\frac{1}{c} \exp \left(\frac{a^{2}(t-C)-c}{c}\right)\right)\right)
$$

where $W(f)$ is the Lambert $W$-function which is the inverse of the function $f(W)=$ $W \exp (W)$.

The general solution to eq. (A1) can be written as

$$
\begin{equation*}
\rho(r, t)=\frac{r}{c-a r} g\left(t-\frac{r}{a}-\frac{c}{a^{2}} \ln (|a r-c|)\right), \tag{A2}
\end{equation*}
$$

where $g$ is a function to be determined so that an initial condition $\rho(r, 0)=\rho_{0}(r)$ be fulfilled. From the general solution (A2) follows the initial condition in the form

$$
\begin{equation*}
\rho_{0}(r)=\frac{r}{c-a r} g\left(-\frac{r}{a}-\frac{c}{a^{2}} \ln (|a r-c|)\right) . \tag{A3}
\end{equation*}
$$

We look for the function $g(\xi)$, where we have introduced a new variable $\xi(r)$ such that

$$
\xi=-\frac{r}{a}-\frac{c}{a^{2}} \ln (|a r-c|),
$$

with the inverse

$$
r(\xi)=\frac{c}{a}\left(1+W\left(\frac{1}{c} \exp \left(-\frac{a^{2} \xi+c}{c}\right)\right)\right)
$$

From eq. (A3) we get

$$
g(\xi)=\rho_{0}(r(\xi)) \frac{c-\operatorname{ar}(\xi)}{r(\xi)} .
$$

To get the general solution (A2), we insert the expression $r(\xi)$ in the above equation, while using for the variable $\xi$ the corresponding expression from eq. (A2),

$$
\xi=\left(t-\frac{r}{a}-\frac{c}{a^{2}} \ln (|a r-c|)\right) .
$$

The general solution results finally as

$$
\rho(r, t)=-\frac{a r}{c-a r} \rho_{0}\left[\frac{c}{a}\left(1+W\left(\frac{a r-c}{c} \exp \left(\frac{a r-a^{2} t-c}{c}\right)\right)\right)\right] \frac{W\left(\frac{a r-c}{c} \exp \left(\frac{a r-a^{2} t-c}{c}\right)\right)}{1+W\left(\frac{a r-c}{c} \exp \left(\frac{a r-a^{2} t-c}{c}\right)\right)} .
$$

Note that the expression in square brackets is the argument of the function $\rho_{0}$. Using this solution with the initial condition (38), we have produced the results that are plotted in the upper part of Fig. 5.

Moreover, arbitrary initial conditions can be considered when using this general solution. As an example, we calculated the solution for a parabolic initial distribution of the concentric loops as well, see Fig. 12. [Insert Fig. 12]
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## Figure captions

Figure 1: Coupling of the continuum theory of evolving dislocation fields with the continuum-mechanics framework. The input to the constitutive law is the resolved shear stress $\tau$ that drives the dislocation motion. The theory yields the plastic strain rate $\partial \boldsymbol{\beta}^{\mathrm{p}} / \partial t$ resulting from this motion.

Figure 2: Dislocation loops distributed homogeneously in a plastic channel (left). The corresponding geometrically necessary density (right).

Figure 3: Sketch illustrating the inflow of dislocations in a test area $A$.

Figure 4: Initial configuration of the continuously distributed expanding loops. The polar coordinates used and the corresponding base vectors are shown.

Figure 5: Exact analytical solution to eq. (45) with initial condition (38). In the upper part, snapshots of the evolving dislocation density are plotted. The lower part shows the characteristics in the $r$ - $t$ plane belonging to the boundaries $R_{1}$ and $R_{2}$ of the initial interval of non-zero dislocation density. The characteristics result as a solution to eq. (46), cf. Appendix A. The time levels corresponding to the individual snapshots are indicated, showing how the characteristics determine the boundaries of the evolving interval of the non-zero dislocation density.

Figure 6: Numerically computed dislocation density and plastic slip caused by the expanding loops. The left part of the figure corresponds to the correctly expanding loops of increasing length: the plastic slip in the points $r$ passed by all the loops is constant. The right part represents disintegrating loops of constant total length: the plastic slip in the points $r$ passed by all the loops in later times $t$ is smaller. Heavy lines: 10000 nodes spaced regularly along the $r$ axis. Faint dashed lines: 1000 nodes.

Figure 7: Snapshots of the evolving dislocation density and plastic slip. As in Fig. 6, the left part of the figure corresponds to the correctly expanding loops of increasing length. The right part represents disintegrating loops of constant total length. Heavy lines: dislocation-Lagrangian solution on 100 self-adjusting nodes. Faint dashed lines: Eulerian solution on 10000 nodes from Fig. 6. The Lagrange solution is defined only at the current position of the nodes. It coincides with the exact analytical solution plotted in Fig. 5.

Figure 8: A threading dislocation in a free-surface thin film on a substrate (after Nix [45]). Assuming a homogeneous density of continuously distributed dislocations in the sample, a coupled dislocation-mechanics plane-strain problem can be set up. Depending on the mechanical boundary conditions, such a problem can be possibly further reduced to one spatial dimension in the $z$ direction, cf. [25, 46].

Figure 9: A typical bowed-out configuration of a representative dislocation in a glide plane, between an impenetrable interface $(x=0)$ and free surface $(x=H)$. The reference configuration, cf. eq. (65), is represented by the straight dashed line.

Figure 10: The test problem of a one-dimensional field of dislocations bowing in a homogeneous shear stress between an impenetrable interface $(x=0)$ and a free surface $(x=1 \mu \mathrm{~m})$, computed in the Eulerian (left) and dislocation-Lagrangian (right) approaches. Plotted is the resulting plastic slip $\gamma^{\mathrm{p}}(x)$ and dislocation orientation $\vartheta(x)$. The nodes used for the computation are indicated by circles. The fine dotted lines represent the exact solution.

Figure 11: Eulerian (left) and dislocation-Lagrangian (right) increment in position $\varphi_{2}\left(x_{1}, t\right)$ of (and the area swept by) a dislocation segment, leading to the difference in the Eulerian and dislocation-Lagrangian plastic slip rate.

Figure 12: Exact analytical solution to eq. (45) with a parabolic initial condition. A numerical calculation based on the dislocation-Lagrangian method has yielded identical results.
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$$
\begin{aligned}
& \text { boundary conditions (dislocations) } \\
& \text { evolution of dislocation fields } \\
& \text { I } \\
& \dot{\boldsymbol{\beta}}^{\mathrm{p}}=\dot{\gamma}^{\mathrm{p}} \boldsymbol{s} \otimes \boldsymbol{m} \\
& \tau=\boldsymbol{s} \cdot \boldsymbol{\sigma} \boldsymbol{m} \\
& 1 \\
& \text { continuum crystal plasticity } \\
& \text { boundary conditions (mechanics) } \\
& \text { http://mc.manuscriptcentral.com/pm-pml }
\end{aligned}
$$
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[^0]:    *Corresponding author. Email: sedlacek@lam.mw.tum.de

[^1]:    ${ }^{1} \mathrm{~A}$ non-vanishing elastic distortion that fulfills the relation $\oint_{C} \boldsymbol{\beta}^{\mathrm{e}} \mathrm{d} \boldsymbol{l}=0$ is a compatible one, it can be derived from a potential (displacement) and as such it is not a field of a dislocation encircled by the curve $C$.

[^2]:    ${ }^{2} \mathrm{~A}$ more detailed relation distinguishing e.g. between the strength of coplanar and non-coplanar dislocation interactions could be set up as well.

[^3]:    ${ }^{3}$ To be consistent with other parts of the text, we keep the meaning of $\rho\left[\mathrm{m}^{-2}\right]$ as a volume density, although the dislocations in this example are distributed in a plane. As a consequence, the 'length' computed in eq. (49), being reduced by a unit length measured in the $\boldsymbol{m}$ direction, is a dimensionless quantity.

[^4]:    ${ }^{4}$ Because of the nonlinearity in eq. (73) it is not exactly the dimensionless Péclet number itself.

