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a Laboratory for Physical-Organic Chemistry – Division of Organic Chemistry and 
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Chemistry – University of Vienna, Waehringerstrasse 17, A 1090 Vienna, Austria. 

Abstract 

Non-adiabatic on-the-fly-dynamics simulations of the photodynamics of pyrrole were 

performed at multireference configuration interaction level involving five electronic states 

with a simulation time of 200 fs. The analysis of the time dependence of the average state 

occupations shows that the deactivation of pyrrole to the electronic ground state takes place in 

about 140 fs. This deactivation time agrees very well with the experimentally measured time 

constant of 110 fs for the formation of fast hydrogen atoms. After excitation into the S4 state, 

80% of the trajectories followed the NH-stretching mechanism giving rise to a population of 

fast H atoms. The computed average kinetic energy is in good accord with the experimentally 

observed average kinetic energy of the fast hydrogen atoms. It is found that 10% of 

trajectories followed the ring-puckering mechanism and 3% followed the ring-opening 

mechanism. This latter mechanism was characterized in pyrrole for the first time and involves 

the conical intersection of lowest energy of this molecule. 
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1. Introduction 

Pyrrole is one of the simplest biologically relevant heteroaromatic compounds. For this 

reason, its electronic states have been intensively studied both experimentally and 

theoretically during the last decades with the emphasis on its UV spectrum [1-10] and its 

photodynamics [11-24]. In particular, it is known that the deactivation of UV-excited pyrrole 

to the ground state occurs at a very short (femtosecond) time scale [19] with low 

luminescence quantum yields [25], indicating the dominance of internal conversion processes. 

Sobolewski and coworkers [13] have proposed that the deactivation of pyrrole and related 

heteroatomic compounds occurs via the NH-stretching mechanism along a 1* repulsive 

state. This mechanism, which has been examined in detail [15, 16, 22, 23] by means of wave 

packet dynamics simulations, can fully explain the presence of fast H atoms in the 

photofragmentation spectra [26]. Nevertheless, the mechanism responsible for the formation 

of slow H atoms and of other experimentally observed fragments such as HCN and CNH2 [11, 

14, 17, 19, 20] is still subject of considerable debate [15, 19, 26-28]. 

 Recently, we have suggested [27] that non-adiabatic deactivation of pyrrole may also 

proceed via a ring-puckering mechanism. This second kind of mechanism could not only be 

the source of heavy fragments, but also partially explain the slow H atoms [29]. Also recently, 

a third deactivation mechanism that can be relevant for pyrrole was identified in thiophene 

[30], furan [31], imidazole [32], and in the imidazole group of adenine [33]. In this 

mechanism the deactivation of five-membered rings proceeds by a planar ring-opening 

deformation. This process was observed to occur in a minor fraction of trajectories during 

dynamics simulations of adenine [34]. Based on these findings, we have currently attempted 

and succeeded to locate this type of mechanism in pyrrole, too. 
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Profant et al. [35] and Poterya et al. [28] have experimentally investigated the 

photolysis of pyrrole clusters. In addition, they have also performed theoretical calculations 

on the isolated pyrrole and on pyrrole complexes [28]. They have found that in presence of 

solvent molecules the NH stretching mechanism is inhibited, which results in a strong 

reduction of the fast H atom elimination process while keeping the slow H atom elimination. 

These are important results that on one hand once more confirm the role of the NH-stretching 

mechanism for the fast H atoms formation and on the other hand indicate that ring 

deformation mechanisms should be involved in the slow H atoms formation. 

 The strong dependence of different fragment yields on the excitation energy [26] 

indicates that the individual mechanisms are in mutual competition and can play different 

roles depending on the initial conditions. Excited-state energy surfaces have been investigated 

in detail under special consideration of crossings between different energy surfaces as already 

mentioned above [1, 18, 23, 27, 28, 36] and reaction paths have been constructed 

subsequently. This information led to substantial progress in the understanding of the 

photochemical processes in pyrrole. However, it turned out to be very difficult to estimate the 

importance of individual intersections and related reaction pathways. In order to better 

understand how these mechanisms are activated, it is desirable to perform dynamics 

simulations. Such simulations exhibit a substantial complexity. For instance, as for selecting 

the proper quantum chemical methods, it needs to be taken into account that: first, the non-

adiabatic dynamics of pyrrole involves multiple excited states showing often multireference 

character and, secondly, that it is essentially impossible to identify just a few important 

internal degrees of freedom by which the photochemical reaction mechanism can be 

described. Therefore, an essential condition is the usage of the full set of nuclear coordinates. 

These are usual requirements to be met e.g. in simulations of organic chromophores 

exhibiting high density of excited states [34, 37, 38]. One convenient way to satisfy especially 
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the second condition is to use mixed-quantum classical dynamics methods [39-44]. In this 

work surface hopping dynamics is performed using the fewest-switches algorithm of Tully 

[45]. The advantage of this approach is that it allows the application of an “on-the-fly” 

strategy [42, 43, 46] where a pre-selection of certain internal degrees of freedom and any 

fitting of pre-computed potential energy points is avoided by computing at each time step the 

energies, the complete energy gradient and non-adiabatic coupling terms required for the 

integration of Newton’s equations of motion and the time-dependent Schrödinger equation. 

This on-the-fly strategy is computationally very expensive and requires analytical energy 

gradients and non-adiabatic coupling vectors for computational efficiency. Due to the 

stringent computational requirements most of the photodynamical simulations have been 

performed so far at the relatively cost-effective complete active space self consistent field 

level (CASSCF). Since in this case dynamical electron correlation effects are mostly 

neglected, the relative balance of electronic states of different character can be strongly 

violated. It should be stressed that the non-adiabatic dynamics simulations presented here 

were carried out at a significantly higher level using the MR-CISD method including five 

electronic states. This represents the state-of-the-art approach for this kind of simulations, 

which has not been documented before for molecules of the size of pyrrole to the best of our 

knowledge. The present calculations have been made possible by use of the analytic gradient 

features of the program package COLUMBUS [47-49] as it will be described below.  

2. Computational details 

Multireference configuration interaction (MRCI) and complete active space self-consistent 

field (CASSCF) calculations were performed for pyrrole. The CAS space was comprised of 

four  electrons in five orbitals (two  orbitals, two * orbitals and one Rydberg 3s orbital). 

This space will be conventionally designated as CAS(4,5) in the text. State averaging was 
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performed over five singlet states with equal weights (ground state, two valence * states 

and two Rydberg 3s states), which will be denoted as SA-5. MRCI calculations were 

performed based on the orbitals computed by the SA-5-CASSCF(4,5) wave function. The 

reference configurations for the MRCI were constructed within the CAS(4,5) by allowing 

single and double excitations from the two  orbitals into the two * orbitals and the Rydberg 

3s orbital. The final configuration space was constructed by allowing all single and double 

excitations from the reference configurations into the virtual orbital space (MR-CISD). All 

core electrons and the lowest eight additional orbitals were frozen in the MRCI calculations 

and the interacting space restriction [50] was applied. The basis set was composed of aug'-cc-

pVDZ type [51] on the nitrogen and carbon atoms (the prime indicates that d-aug functions 

were removed). On the hydrogen atom connected to nitrogen, the cc-pVDZ basis set was 

used, whereas for the remaining hydrogen atoms the cc'-pVDZ basis set was used (the prime 

signifies that p-functions were deleted). This hybrid basis set will be denoted as BS.  

 The MRCI approach and the basis set were selected by balancing the accuracy 

requirements of the calculations of four excited states of different character (see Table 1) and 

the need for computational efficiency, since an on-the-fly approach requires several tens of 

thousands of individual MRCI calculations to be carried out. Therefore, before starting the 

dynamics simulations an extensive set of calculations had been performed, including the 

Franck-Condon region, the seam of conical intersections, and reaction pathways. For the 

determination of minima on the crossing seam (MXS), starting geometries were selected from 

our previous MRCI calculations on pyrrole [27] and were reoptimized with the above-

described MRCI method. Reaction paths for the two ring-deformation processes were 

constructed by the method of linear interpolation of internal coordinates (LIIC) between the 

ground-state geometry and the corresponding ring-deformed conical intersections. The 

reaction path for the NH-stretching process was constructed by rigidly stretching the NH 
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distance in steps of 0.2 Å starting from the ground state equilibrium structure up to a NH 

distance of 2.6 Å. 

 All energy calculations and MXS optimizations were performed by using analytical 

gradient and non-adiabatic coupling procedures described in References [52-56]. For vertical 

excitation energy calculations, the Davidson correction (+Q) [53, 57, 58] was used in order to 

describe higher order excitation effects. For the C2v labeling of the states, the x axis was 

assumed to be oriented perpendicular to the ring plane.  

 Mixed quantum-classical dynamics calculations were performed for pyrrole by using 

an on-the-fly approach [42, 43, 46, 59, 60]. Energies, gradients, and non-adiabatic coupling 

vectors were computed at each time step at the MR-CISD/SA-5-CASSCF(4,5)/BS level of 

theory. The nuclear motion was represented by classical trajectories computed by numerical 

integration of Newton’s equations by the velocity-Verlet algorithm [61]. Non-adiabatic effects 

were taken into account by means of the surface hopping approach [45]. Time-dependent 

adiabatic populations were corrected for decoherence effects [62] ( = 0.1 hartree) and used to 

calculate surface hopping probabilities in accordance to the Tully's fewest switches approach 

[45]. In order to alleviate the computational costs, no coupling vectors were calculated 

between non-consecutive states [44]. In total, 90 trajectories were computed. The initial 

Cartesian coordinates and momenta were selected from a quantum harmonic oscillator 

(Wigner) distribution in the ground state. The trajectories were started in the S4 state at these 

geometries. This procedure gave rise to a composition of 60% of trajectories initially in the 

* states and 40% in the 3s/* states. The minimum excitation energy was 6.36 eV 

while the average was 6.76 eV with a standard deviation of 0.26 eV. The trajectories were 

then propagated for a maximum time of 200 fs with a time step of 0.5 fs. 

The structures of the puckered geometries were described in terms of the Cremer-

Pople parameters Q and  [63]. While the parameter Q measures the extent of puckering (Q = 
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0 Å indicates a planar structure), the parameter  describes the kind of puckering. For 5-

mebered rings, there are only few kinds of puckered conformations available: envelope 

conformations with atom k above (kE) or below (Ek) the ring plane and twisted conformations 

with atom k above the ring plane and atom k-1 below the ring plane (kTk-1). Because of the 

pyrrole symmetry,  can be reduced to the 0° – 90° range by projecting all values on this 

quadrant.  

 All CASSCF and MR-CISD+Q calculations were performed with the COLUMBUS 

[47-49] program package. The atomic orbital (AO) integrals and AO gradient integrals have 

been calculated with program modules taken from DALTON [64]. The dynamic simulations 

were carried out using the NEWTON-X program [42, 65] with an interface to the 

COLUMBUS program package. 

Table 1. (around here) 

3. Analysis of the energy surfaces 

In order to investigate the reliability of the MRCI method used in the dynamics study, we 

have performed a series of tests and comparisons with other previously published results. 

Specifically, we have compared vertical excitation energies, reaction paths, and MXS 

structures with results obtained with methods of higher level of theory. 

3.1 Vertical excitation energies 

The theoretical computation of vertical excitation energies of pyrrole and the assignment of 

the experimental UV spectrum have been a matter of discussion for a long period of time [1, 

3, 4, 8, 9]. The currently calculated values are compared to other available theoretical and 

experimental results in Table 1. The comparison reveals that vertical excitation energies 

computed by the MR-CISD/SA-5-CASSCF(4,5)/BS method are in good accordance with 
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results obtained previously by the MR-CISD+Q/SA-5-CAS(6,5)+AUX(1)/d-aug-cc-pVDZ 

method [27] where the auxiliary (AUX) orbital represents the 3s Rydberg orbital into which 

single excitations from the valence CAS(6,5) are allowed. Most of the calculated vertical 

excitation energies differ by ca. 0.1-0.2 eV, except in the case of the 1B1 state where this 

difference is 0.35 eV. Furthermore, the present results for the 1A2 and 1B1 Rydberg states are 

in excellent agreement with experimental values assigned in Ref. [9]. The current energies of 

the * valence states are higher than in most of the other methods with the deviation being 

particularly large in comparison to the CASPT2 results. Nevertheless, a series of different 

methods, like MRCI [2, 4], EOM-CCSD [8], CC3 [3], and TDDFT [4] indicates that CASPT2 

might be underestimating these transition energies. Therefore, we conclude that the current 

MRCI approach is adequate for calculation of vertical excitation energies. 

 

Fig. 1 (around here) 

3.2 Conical intersections 

In Fig. 1 the MXS structures between ground state and the S1 state are presented. The 

comparison of selected geometrical parameters for the ring-puckered (Fig. 1a) and the NH-

stretched (Fig. 1b) MXS structures reveals that they are in very good agreement with the 

benchmark MRCI values [27].  

In Fig. 1a, the MXS between the valence * state and the ground state shows an out-of-

plane deformation with strong stretching of one of the CN bonds. We shall refer to this 

conical intersection as the ring-puckered MXS. The values of dihedral CCCN and CCCH 

dihedral angles are very close to the benchmark ones, being only by ca. 2° smaller. The length 

of the broken CN bond is 1.607 Å, thus being 0.007 Å shorter than the value obtained with the 

benchmark method. In Fig. 1b, the NH-stretched MXS is shown. It arises from the crossing 
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between the ground state and the lowest * state. In comparison to the benchmark MRCI 

value, the NH distance using the current method is shorter by 0.007 Å.  

 As mentioned in the Introduction, based on previous findings for other five-membered 

heteroaromatic molecules [30, 31, 33], we have searched for a planar ring-opened MXS in 

pyrrole as well. The optimized structure, obtained at the MRCI level of theory, is presented in 

Fig. 1c. It should be pointed out that the MXS is planar and that the CN distance is 2.512 Å, 

which is by about 0.9 Å longer than the CN distance observed in the ring puckered MXS (Fig. 

1a). It is important to note that the ring-opened MXS is the lowest energy conical intersection 

identified in pyrrole so far and it arises from the crossing between the NC* state and the 

ground state. 

Table 2. (around here) 

Although the similarity of geometrical parameters suggests that the selected MR-

CISD/SA-5-CASSCF(4,5)/BS level of theory is adequate, it is also of importance to compare 

the energies of the MXSs. MRCI and MRCI+Q energy values of pyrrole MXSs obtained by 

the MR-CISD(Q)/SA-5-CASSCF(4,5)/BS and benchmark MRCI values [27] are summarized 

in Table 2. The analysis of presented data shows that the energies of the MXSs are in very 

good agreement with the benchmark ones. The comparison among results reveals that the 

selected MRCI method is well suited for the description of both ring-puckering and NH-

stretching mechanisms. In particular, the current MRCI and MRCI+Q energies of the ring-

puckered MXS are by 0.06 eV higher and 0.07 eV lower than the benchmark MRCI and 

MRCI+Q values, respectively. For the NH-stretched MXS, the MRCI energy is by 0.04 eV 

higher, whereas the MRCI+Q value is by 0.18 eV lower than the benchmark values. 
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3.3 Reaction paths 

We have computed the reaction pathways between the ground state minimum and the three 

MXSs described in the previous section using the MR-CISD/SA-5-CASSCF(4,5)/BS level of 

theory. The resulting potential energy curves are shown in Fig. 2. 

Fig. 2 (around here) 

Comparison with the results obtained with the MR-CISD+Q/SA-5-

CAS(6,5)+AUX(1)/d-aug-cc-pVDZ method (Fig. 2 in [27]) reveals that NH-stretching 

potential energy curves (Fig. 2a) agree very well for the ground state S0 and the two Rydberg 

1A2 and 1B1 states for the whole range of NH distances. The main difference is that the 

crossing between the lowest Rydberg state and the ground state occurs at around 1.9 Å in the 

present work instead of 2.1 Å found in our earlier study [27]. The other features of the 

potential energy curves exhibit the same behavior as observed earlier. Specifically, the lowest 

two Rydberg states show small energy barriers (0.24 eV for the 1A2 state and 0.12 for the 1B1 

state) at the NH distance of 1.2 Å necessary to transform the 3s orbital into the * state 

as expected for a stretching of the NH bond. It should also be pointed out that the two valence 

1A1 and 1B2 states show the same energy profile until the NH distance of 1.8 Å. After that, an 

intrusion of higher excited states occurs (not shown), which is presumably a direct 

consequence of the CAS(4,5) active space. However, in the NH stretching mechanism, the 

deactivation occurs via conical intersections among Rydberg states and the ground state and 

the differences in the valence states for large NH distances are of minor importance. 

 Fig. 2b shows that the LIIC path of the ring-puckering mechanism in the * state 

occurs without barrier. Indeed, it is clearly seen that the lowest * state is diabatically 

connected to the ground state, which may make it especially efficient for the internal 

conversion. The same result was observed in our previous study [27] thus providing additional 
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support for using the applied method. In the case of the ring-opening mechanism Fig. 2c 

shows that the initially excited * states can deactivate without barrier along this pathway. 

The character of the state should, however, change into NC* in order to lead to the crossing 

with the ground state. 

 Apart from the fact that the NH-stretching mechanism should dominate at low 

excitation energies, it is difficult to draw general conclusions about the efficiency of each 

mechanism based on the reaction paths alone in a clear cut way. When the excitation leads 

into the spectral region of the * state all mechanisms are energetically possible. In favor of 

the NH-stretching mechanism is the fact that it requires the smallest deformations from the 

Franck-Condon region in terms of mass-weighted distances (see Fig. 2). On the other hand, it 

also requires the diabatic transformation from the * state into the NH* state, which 

depends upon the activation of out-of-plane modes [18, 27]. The ring-opening mechanism 

involves the lowest energy conical intersection, but it requires the largest deformations from 

the Franck-Condon region and diabatic changes in the wave function at the same time. 

Finally, the ring-puckering mechanism, as already mentioned, can directly proceed through a 

diabatic connection. However, it involves the highest energy portions of the seam of conical 

intersections.  

4. Dynamics simulations of pyrrole 

The non-adiabatic excited state dynamics of pyrrole was started from the S4 state thus making 

all pathways discussed in the previous section energetically available. The resulting average 

adiabatic populations of the ground and excited states as a function of time are presented in 

Fig. 3. Their analysis shows that the S4 state transfers its population to the S3 state in the first 

10 fs. After ca. 50 fs, the S4 state is almost completely depopulated. The populations of S3 and 

S2 states reach a maximum at 10 fs and 20 fs, respectively. At about 75 fs, these states are 
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already depopulated. The S2 state shows a repopulation between 100 and 150 fs. The 

population of the S1 state increases reaching a maximum at 75 fs. At 100 fs, the S1 and S0 

states have approximately the same population. Between 100 fs and 200 fs, the simulation is 

basically reduced to the S1/S0 two-state dynamics, with the complete population transferred to 

the ground state at about 200 fs. 

Fig. 3 (around here) 

 The S1 population shows a consecutive two-step first order decay type of behavior. By 

fitting the S1 population curve with the function 
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two time constants  1 = 44 ± 2 fs and  2 = 80 ± 2 fs are obtained. Here,  1 measures the 

population of S1 from the collection of states S4 to S2 and 2 describes the depopulation 

S1S0. The approximate time constant for the overall population of the ground state can be 

obtained by fitting the S0 population with the function 

  









0

exp1
τ

t
tf ,       (2) 

which gives 0 = 139 ± 2 fs. Note that in these three time constants the error bars denote the 

uncertainty of the fitting procedure and not of the process itself, which certainly is larger than 

a few femtoseconds.  

In Fig. 4 a summary of the results of the dynamics simulation in terms of the fraction 

of trajectories following each of the three mechanisms is given. The NH-stretching is the main 

mechanism after excitation of pyrrole to the S4 state. This mechanism occurs in 80% of the 

trajectories. Other 13% follow ring-deformation mechanisms (ring-opening and ring-
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puckering). 7% do not deactivate within the 200 fs of the dynamics simulation. Because of the 

uncertainties associated to the dynamics simulations and to the relatively small number of 

trajectories, these fractions should be taken as qualitative trends of occurrence of each 

mechanism, rather than a quantitative assessment of them. If trajectories starting in the * 

and in the NH* states are independently analyzed, these fractions remain essentially the 

same, implying that the population of each mechanism depends on the excitation energy, but 

not on the nature of the state. The fact that the fast H atom is formed along the NH stretching 

pathway either excited in the * or * states has also been observed in the photofragment 

translational spectroscopy studies by Cronin et al. [26]. 

Experimental pump of pyrrole with 250 nm (4.96 eV) laser pulse followed by 

ionization probe with 241 nm (5.15 eV) pulse reveals two time constants, f  = 110 ± 80 fs and 

s = 1100 ± 500 fs [19]. These time constants correspond to the time for formation of fast and 

slow H atoms, respectively. Since most of trajectories in our simulations finished in the 

ground state of the dissociated pyrrolyl + H system, the deactivation time 0 should also 

approximately give the time for the formation of the fast H atoms population. Indeed, the 

comparison of 0 and f shows good agreement. Note, however, that the initial state in the 

experiments (low energy NH*) and in the simulations (high energy * and NH*) are not 

the same. This is an indication that the fast H elimination occurs directly by the same process, 

as soon as there is enough energy to overcome the 3s/NH* barrier in the S1 state. 

Fig. 4 (around here) 

Fig. 5 (around here) 

 The analysis of NH and CN bond distances was conducted for all trajectories and the 

results are presented in Fig. 5. The top panel of this figure shows that in some cases the CN 

distance is elongating during the dynamics. This behavior can be ascribed to the ring-opening 
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and ring-puckering deactivation mechanisms. Since the main deactivation channel is the NH-

stretching, the majority of trajectories do not exhibit elongation of this specific bond. In the 

bottom panel of Fig. 5 the NH distance is monitored. In this figure three kinds of trajectories 

can be distinguished. For part of the trajectories the NH distance remain constant at about 1 

Å. They correspond to the trajectories following ring-distortion mechanisms. A minor fraction 

of trajectories (3) has the NH distance oscillating at a medium distance of about 2 or 3 Å. 

These are cases where the NH-stretching mechanism is activated, but instead finishing in 

dissociation, the hot ground state of pyrrole is formed. In most of the trajectories the NH 

distance is steadily increasing. In these cases, the NH-stretching mechanism is activated and 

the H atom elimination is taking place. It should be mentioned that a cut-off value of 10 Å for 

NH distance was used in Fig. 5 in order to simplify the data analysis. In some of the 

trajectories, however, the NH distance was longer, up to 40 Å.  

Fig. 6 (around here) 

Fig. 6a shows that the hydrogen dissociation starts on average 54 fs after the 

photoexcitation. The kinetic energy of the dissociated hydrogen atom has a broad distribution 

around the average value of 1.2 eV (Fig. 6b). This value is in very good agreement with the 

experimental results, ~1 eV [11, 26], for the center of the fast H-elimination peak in the 

kinetic energy release spectra. Note that, as expected, there is no formation of a slow H-

elimination peak, which should take place in the picosecond timescale [19], much longer than 

the maximum simulation time (200 fs). The NH distance at the S1→S0 hopping time is shown 

in Fig. 6c for all trajectories that have returned to the ground state. The histogram shows two 

distinct peaks. The first peak with average at 1.0 Å will be discussed below. The second peak 

starts at 1.5 Å and presents a long tail for large distances up to 4 Å. This peak corresponds to 

the trajectories deactivated by means of the NH-stretching mechanism. Its average value at 
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2.1 Å is 0.2 Å larger than the NH distance for the crossing between the lowest * state and 

the ground state shown in Fig. 2 (left panel).  

Fig. 7 (around here) 

 Twelve out of ninety trajectories did not follow the NH-stretching mechanism. They 

appear in the short-distance peak in Fig. 6c. In order to understand which kind of mechanism 

they followed, it is useful to project them on the Cremer-Pople (CP) space Q-. This is shown 

in Fig. 7 for all structures for which the S1-S0 energy gap is smaller than 0.5 eV (open dots) 

and for structures at the hopping time (full dots). The ring-opened MXS is at Q = 0 Å and the 

ring-puckered MXS is shown by a cross (E1 conformation). Since the ring-opened and the 

ring-puckered conical intersections correspond to distinct types of structures on the crossing 

seam with different electronic configurations, it could be expected that the structures at the 

hopping time would cluster in two disjoint regions around these MXSs. This, however, is not 

the case. Fig. 7 shows that the non-adiabatic events occur in a large continuous portion of the 

CP space, indicating that the crossing seam spans this entire region. The degree of puckering 

varies from almost planar (Q = 0.15 Å) to the strongly puckered structures (Q = 0.75 Å). Most 

of hopping events occur at E1, 
2T1 and 2E conformations, indicating that not only the E1 

conformation of the ring-puckered MXS, but also other kinds of puckering can give rise to 

conical intersections in pyrrole. 

 If we take Q = 0.3 Å as an arbitrary threshold to distinguish between the ring-opening 

and ring-puckering mechanisms, nine trajectories deactivated at ring-puckered conformations 

and three trajectories deactivated at ring-opened conformations, thus corresponding to 10% 

and 3% of the total number of trajectories, respectively (see Fig. 4). 
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5. Conclusions 

The photochemical processes in pyrrole were investigated using a high-level multireference 

configuration interaction method (MRCI) giving a balanced description of the four studied 

excited states, two of Rydberg character and two valence states. Cuts along the potential 

energy surfaces connecting the Franck-Condon region and three different minima on the 

crossing seam (MXS) (NH dissociation, ring puckering, and a planar ring-opened MXS) 

describe possible deactivation pathways. One of these intersection points, the ring-opened 

MXS, was characterized for the first time. Although it is the conical intersection of the lowest 

energy identified in pyrrole so far, its efficiency for the internal conversion process seems to 

be reduced by the required strong geometric deformations and by the diabatic change of the 

initially excited * state into the NC* state, which in turn  crosses the ground state. 

Non-adiabatic surface-hopping dynamics simulations of pyrrole were performed for 

200 fs starting in the S4 state and using a high-level MR-CI approach for the electronic 

structure calculations. The dynamics simulations show that in fact all three types of conical 

intersections were accessed. The transfer of population from the initially excited S4 state to 

the ground state takes place in about 140 fs. This process occurs basically in two steps, with 

the S1 state being populated in about 44 fs and then being depleted in about 80 fs. Most of 

trajectories (80%) dissociated rapidly along the repulsive NH* state giving rise to a 

population of fast H atoms. The computed deactivation time of 140 fs agrees very well with 

the experimentally measured time constant of 110 fs for the formation of fast hydrogen atoms. 

The computed average kinetic energy agrees very well with the experimentally observed 

average kinetic energy of the fast hydrogen atoms. A fraction of 13% of trajectories follows 

ring-deformation channels involving either ring puckering (10%) or planar ring opening (3%). 

These fractions did not depend on whether the initial state had * or NH* character. 
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Our calculations provide a detailed picture of the photodeactivation processes in 

pyrrole. Although the main objective of this work – the observation of the occurrence of the 

different deactivation mechanisms – has been accomplished, it should be noted that the 

participation of NH* states in the initial conditions was much higher than what would be 

expected from the oscillator strengths of these two transitions. This bias occurred because of 

the relatively high vertical excitation energy of the 1B1 Rydberg state, which caused frequent 

exchange of position with the * in the Wigner sample. Interestingly, it turned out that the 

observed percentages of the different mechanisms was insensitive to the initial character of 

S4, consequently implying that  that this bias is not so critical for the general interpretations. 

Nevertheless, more investigations are needed to analyze the influence of excitation energies 

on the product yields in order to explain the experimentally observed strong energy 

dependence of the branching ratios for fast and slow hydrogen atoms. 
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Tables 

Table 1 – Vertical excitation energies of selected singlet states of pyrrole. 

State  MRCIa MRCI+Qb TDDFTc CASPT2 CC3g Exp 
S0 

1A1 0.00 0.00 0.00 0.00 0.00  
3s  1A2 5.22 5.09 5.05 5.22d/5.22e 5.10 5.08h/5.22i 
3s  1B1 6.21 5.86 5.88 5.85f/5.92e 5.99 6.22h 
*  1A1 6.55 6.39 6.29 5.82d/5.98e 6.37  
* 1B2 6.65 6.78 6.45 5.87d/5.95e 6.63 5.92h/6.2-6.4i 

a Present results, MR-CISD/SA-5-CASSCF(4,5)/BS 
b MR-CISD+Q/SA-5-CAS(6,5)+AUX(1)/d-aug-cc-pVDZ, Reference [27]. 
c Reference [4]. 
d Reference [6]. 
e Reference [8]. 
f Reference [1]. 
g Reference [3]. 
h Assigments given in Reference [9]. 
i Assigments given in Reference [3]. 
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Table 2 – Energy of pyrrole MXSs (in eV) relative to the minimum in the ground state. 

MXS MRCIa MRCI+Qa MRCI MRCI+Q MXS features 

*/S0 (E1) 4.95 4.86 4.89b 4.93b ring puckering, Fig. 1a
*/S0  4.45 4.26 4.41c 4.44c NH stretching, Fig. 1b 
NC*S0 4.11 3.86 - - ring opening, Fig. 1c 

aPresent results, MR-CISD/SA-5-CASSCF(4,5)/BS 
bMR-CISD(Q)/SA-3-CAS(6,5) /6-31G(d), Reference [27]. 
cMR-CISD(Q)/SA-3-CAS(6,6)/6-31G(d), Reference [27]. 
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Figure Captions 

Fig. 1. Structures and selected geometric parameters for pyrrole MXSs obtained at the MRCI level. 

Distances are given in Å and dihedral angles in degrees. The number in brackets correspond to the 

benchmark MRCI value from Ref. [27].  

Fig. 2. Potential energy curves calculated at the MRCI level along a) the rigid NH-stretching 

coordinate and along the LIIC path from the ground state minimum to b) the ring-puckered MXS and 

to c) the ring-opened MXS. 

Fig. 3. Average adiabatic populations of trajectories for each state as a function of time after initial 

photoexcitation of pyrrole into the S4 state. 

Fig. 4. Description and statistics of trajectory deactivation mechanisms.  

Fig. 5. CN (top) and NH (bottom) distance variations as a function of time for all trajectories. The 

NH distance of 10 Å was used as a cut-off value (see text). 

Fig. 6. Analysis of the trajectories showing NH dissociation. (a) Initial time of the dissociation, taking 

2 Å for the NH bond as reference value. (b) Hydrogen kinetic energy. (c) NH distance for all 

trajectories at the time of the S1→S0 hopping.  

Fig. 7. Distribution of conformations in the Cremer-Pople Q- space for trajectories following ring-

deformation mechanisms. Full dots: conformations at the hopping time. Open dots: conformations 

with S1-S0 energy gaps smaller than 0.5 eV. Cross: ring puckered MXS. 
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Excited-state non-adiabatic dynamics 
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Abstract 

Non-adiabatic on-the-fly-dynamics simulations of the photodynamics of pyrrole were 

performed at multireference configuration interaction level involving five electronic states 

with a simulation time of 200 fs. The analysis of the time dependence of the average state 

occupations shows that the deactivation of pyrrole to the electronic ground state takes place in 

about 140 fs. This deactivation time agrees very well with the experimentally measured time 

constant of 110 fs for the formation of fast hydrogen atoms. After excitation into the S4 state, 

80% of the trajectories followed the NH-stretching mechanism giving rise to a population of 

fast H atoms. The computed average kinetic energy is in good accord with the experimentally 

observed average kinetic energy of the fast hydrogen atoms. It is found that 10% of 

trajectories followed the ring-puckering mechanism and 3% followed the ring-opening 

mechanism. This latter mechanism was characterized in pyrrole for the first time and involves 

the conical intersection of lowest energy of this molecule. 

Keywords: non-adiabatic dynamics; conical intersection; photochemistry; pyrrole  
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1. Introduction 

Pyrrole is one of the simplest biologically relevant heteroaromatic compounds. For this 

reason, its electronic states have been intensively studied both experimentally and 

theoretically during the last decades with the emphasis on its UV spectrum [1-10] and its 

photodynamics [11-24]. In particular, it is known that the deactivation of UV-excited pyrrole 

to the ground state occurs at a very short (femtosecond) time scale [19] with low 

luminescence quantum yields [25], indicating the dominance of internal conversion processes. 

Sobolewski and coworkers [13] have proposed that the deactivation of pyrrole and related 

heteroatomic compounds occurs via the NH-stretching mechanism along a 1πσΝΗ* repulsive 

state. This mechanism, which has been examined in detail [15, 16, 22, 23] by means of wave 

packet dynamics simulations, can fully explain the presence of fast H atoms in the 

photofragmentation spectra [26]. Nevertheless, the mechanism responsible for the formation 

of slow H atoms and of other experimentally observed fragments such as HCN and CNH2 [11, 

14, 17, 19, 20] is still subject of considerable debate [15, 19, 26-28]. 

 Recently, we have suggested [27] that non-adiabatic deactivation of pyrrole may also 

proceed via a ring-puckering mechanism. This second kind of mechanism could not only be 

the source of heavy fragments, but also partially explain the slow H atoms [29]. Also recently, 

a third deactivation mechanism that can be relevant for pyrrole was identified in thiophene 

[30], furan [31], imidazole [32], and in the imidazole group of adenine [33]. In this 

mechanism the deactivation of five-membered rings proceeds by a planar ring-opening 

deformation. This process was observed to occur in a minor fraction of trajectories during 

dynamics simulations of adenine [34]. Based on these findings, we have currently attempted 

and succeeded to locate this type of mechanism in pyrrole, too. 
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Profant et al. [35] and Poterya et al. [28] have experimentally investigated the 

photolysis of pyrrole clusters. In addition, they have also performed theoretical calculations 

on the isolated pyrrole and on pyrrole complexes [28]. They have found that in presence of 

solvent molecules the NH stretching mechanism is inhibited, which results in a strong 

reduction of the fast H atom elimination process while keeping the slow H atom elimination. 

These are important results that on one hand once more confirm the role of the NH-stretching 

mechanism for the fast H atoms formation and on the other hand indicate that ring 

deformation mechanisms should be involved in the slow H atoms formation. 

 The strong dependence of different fragment yields on the excitation energy [26] 

indicates that the individual mechanisms are in mutual competition and can play different 

roles depending on the initial conditions. Excited-state energy surfaces have been investigated 

in detail under special consideration of crossings between different energy surfaces as already 

mentioned above [1, 18, 23, 27, 28, 36] and reaction paths have been constructed 

subsequently. This information led to substantial progress in the understanding of the 

photochemical processes in pyrrole. However, it turned out to be very difficult to estimate the 

importance of individual intersections and related reaction pathways. In order to better 

understand how these mechanisms are activated, it is desirable to perform dynamics 

simulations. Such simulations exhibit a substantial complexity. For instance, as for selecting 

the proper quantum chemical methods, it needs to be taken into account that: first, the non-

adiabatic dynamics of pyrrole involves multiple excited states showing often multireference 

character and, secondly, that it is essentially impossible to identify just a few important 

internal degrees of freedom by which the photochemical reaction mechanism can be 

described. Therefore, an essential condition is the usage of the full set of nuclear coordinates. 

These are usual requirements to be met e.g. in simulations of organic chromophores 

exhibiting high density of excited states [34, 37, 38]. One convenient way to satisfy especially 
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the second condition is to use mixed-quantum classical dynamics methods [39-44]. In this 

work surface hopping dynamics is performed using the fewest-switches algorithm of Tully 

[45]. The advantage of this approach is that it allows the application of an “on-the-fly” 

strategy [42, 43, 46] where a pre-selection of certain internal degrees of freedom and any 

fitting of pre-computed potential energy points is avoided by computing at each time step the 

energies, the complete energy gradient and non-adiabatic coupling terms required for the 

integration of Newton’s equations of motion and the time-dependent Schrödinger equation. 

This on-the-fly strategy is computationally very expensive and requires analytical energy 

gradients and non-adiabatic coupling vectors for computational efficiency. Due to the 

stringent computational requirements most of the photodynamical simulations have been 

performed so far at the relatively cost-effective complete active space self consistent field 

level (CASSCF). Since in this case dynamical electron correlation effects are mostly 

neglected, the relative balance of electronic states of different character can be strongly 

violated. It should be stressed that the non-adiabatic dynamics simulations presented here 

were carried out at a significantly higher level using the MR-CISD method including five 

electronic states. This represents the state-of-the-art approach for this kind of simulations, 

which has not been documented before for molecules of the size of pyrrole to the best of our 

knowledge. The present calculations have been made possible by use of the analytic gradient 

features of the program package COLUMBUS [47-49] as it will be described below.  

2. Computational details 

Multireference configuration interaction (MRCI) and complete active space self-consistent 

field (CASSCF) calculations were performed for pyrrole. The CAS space was comprised of 

four π electrons in five orbitals (two π orbitals, two π* orbitals and one Rydberg 3s orbital). 

This space will be conventionally designated as CAS(4,5) in the text. State averaging was 
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performed over five singlet states with equal weights (ground state, two valence ππ* states 

and two Rydberg π3s states), which will be denoted as SA-5. MRCI calculations were 

performed based on the orbitals computed by the SA-5-CASSCF(4,5) wave function. The 

reference configurations for the MRCI were constructed within the CAS(4,5) by allowing 

single and double excitations from the two π orbitals into the two π* orbitals and the Rydberg 

3s orbital. The final configuration space was constructed by allowing all single and double 

excitations from the reference configurations into the virtual orbital space (MR-CISD). All 

core electrons and the lowest eight additional orbitals were frozen in the MRCI calculations 

and the interacting space restriction [50] was applied. The basis set was composed of aug'-cc-

pVDZ type [51] on the nitrogen and carbon atoms (the prime indicates that d-aug functions 

were removed). On the hydrogen atom connected to nitrogen, the cc-pVDZ basis set was 

used, whereas for the remaining hydrogen atoms the cc'-pVDZ basis set was used (the prime 

signifies that p-functions were deleted). This hybrid basis set will be denoted as BS.  

 The MRCI approach and the basis set were selected by balancing the accuracy 

requirements of the calculations of four excited states of different character (see  Table 1) and 

the need for computational efficiency, since an on-the-fly approach requires several tens of 

thousands of individual MRCI calculations to be carried out. Therefore, before starting the 

dynamics simulations an extensive set of calculations had been performed, including the 

Franck-Condon region, the seam of conical intersections, and reaction pathways. For the 

determination of minima on the crossing seam (MXS), starting geometries were selected from 

our previous MRCI calculations on pyrrole [27] and were reoptimized with the above-

described MRCI method. Reaction paths for the two ring-deformation processes were 

constructed by the method of linear interpolation of internal coordinates (LIIC) between the 

ground-state geometry and the corresponding ring-deformed conical intersections. The 

reaction path for the NH-stretching process was constructed by rigidly stretching the NH 
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distance in steps of 0.2 Å starting from the ground state equilibrium structure up to a NH 

distance of 2.6 Å. 

 All energy calculations and MXS optimizations were performed by using analytical 

gradient and non-adiabatic coupling procedures described in References [52-56]. For vertical 

excitation energy calculations, the Davidson correction (+Q) [53, 57, 58] was used in order to 

describe higher order excitation effects. For the C2v labeling of the states, the x axis was 

assumed to be oriented perpendicular to the ring plane.  

 Mixed quantum-classical dynamics calculations were performed for pyrrole by using 

an on-the-fly approach [42, 43, 46, 59, 60]. Energies, gradients, and non-adiabatic coupling 

vectors were computed at each time step at the MR-CISD/SA-5-CASSCF(4,5)/BS level of 

theory. The nuclear motion was represented by classical trajectories computed by numerical 

integration of Newton’s equations by the velocity-Verlet algorithm [61]. Non-adiabatic effects 

were taken into account by means of the surface hopping approach [45]. Time-dependent 

adiabatic populations were corrected for decoherence effects [62] (α = 0.1 hartree) and used to 

calculate surface hopping probabilities in accordance to the Tully's fewest switches approach 

[45]. In order to alleviate the computational costs, no coupling vectors were calculated 

between non-consecutive states [44]. In total, 90 trajectories were computed. The initial 

Cartesian coordinates and momenta were selected from a quantum harmonic oscillator 

(Wigner) distribution in the ground state. The trajectories were started in the S4 state at these 

geometries. This procedure gave rise to a composition of 60% of trajectories initially in the 

ππ* states and 40% in the π3s/πσΝΗ* states. The minimum excitation energy was 6.36 eV 

while the average was 6.76 eV with a standard deviation of 0.26 eV. The trajectories were 

then propagated for a maximum time of 200 fs with a time step of 0.5 fs. 

The structures of the puckered geometries were described in terms of the Cremer-

Pople parameters Q and φ [63]. While the parameter Q measures the extent of puckering (Q = 

Page 37 of 55

URL: http://mc.manuscriptcentral.com/tandf/tmph

Molecular Physics

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

7 
 

0 Å indicates a planar structure), the parameter φ describes the kind of puckering. For 5-

mebered rings, there are only few kinds of puckered conformations available: envelope 

conformations with atom k above (kE) or below (Ek) the ring plane and twisted conformations 

with atom k above the ring plane and atom k-1 below the ring plane (kTk-1). Because of the 

pyrrole symmetry, φ can be reduced to the 0° – 90° range by projecting all values on this 

quadrant.  

 All CASSCF and MR-CISD+Q calculations were performed with the COLUMBUS 

[47-49] program package. The atomic orbital (AO) integrals and AO gradient integrals have 

been calculated with program modules taken from DALTON [64]. The dynamic simulations 

were carried out using the NEWTON-X program [42, 65] with an interface to the 

COLUMBUS program package. 

Table 1. (around here) 

3. Analysis of the energy surfaces 

In order to investigate the reliability of the MRCI method used in the dynamics study, we 

have performed a series of tests and comparisons with other previously published results. 

Specifically, we have compared vertical excitation energies, reaction paths, and MXS 

structures with results obtained with methods of higher level of theory. 

3.1 Vertical excitation energies 

The theoretical computation of vertical excitation energies of pyrrole and the assignment of 

the experimental UV spectrum have been a matter of discussion for a long period of time [1, 

3, 4, 8, 9]. The currently calculated values are compared to other available theoretical and 

experimental results in  Table 1. The comparison reveals that vertical excitation energies 

computed by the MR-CISD/SA-5-CASSCF(4,5)/BS method are in good accordance with 
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results obtained previously by the MR-CISD+Q/SA-5-CAS(6,5)+AUX(1)/d-aug-cc-pVDZ 

method [27] where the auxiliary (AUX) orbital represents the 3s Rydberg orbital into which 

single excitations from the valence CAS(6,5) are allowed. Most of the calculated vertical 

excitation energies differ by ca. 0.1-0.2 eV, except in the case of the 1B1 state where this 

difference is 0.35 eV. Furthermore, the present results for the 1A2 and 1B1 Rydberg states are 

in excellent agreement with experimental values assigned in Ref. [9]. The current energies of 

the ππ* valence states are higher than in most of the other methods with the deviation being 

particularly large in comparison to the CASPT2 results. Nevertheless, a series of different 

methods, like MRCI [2, 4], EOM-CCSD [8], CC3 [3], and TDDFT [4] indicates that CASPT2 

might be underestimating these transition energies. Therefore, we conclude that the current 

MRCI approach is adequate for calculation of vertical excitation energies. 

 

Fig. 1 (around here) 

3.2 Conical intersections 

In  Fig. 1 the MXS structures between ground state and the S1 state are presented. The 

comparison of selected geometrical parameters for the ring-puckered ( Fig. 1a) and the NH-

stretched ( Fig. 1b) MXS structures reveals that they are in very good agreement with the 

benchmark MRCI values [27].  

In  Fig. 1a, the MXS between the valence ππ* state and the ground state shows an out-of-

plane deformation with strong stretching of one of the CN bonds. We shall refer to this 

conical intersection as the ring-puckered MXS. The values of dihedral CCCN and CCCH 

dihedral angles are very close to the benchmark ones, being only by ca. 2° smaller. The length 

of the broken CN bond is 1.607 Å, thus being 0.007 Å shorter than the value obtained with the 

benchmark method. In  Fig. 1b, the NH-stretched MXS is shown. It arises from the crossing 
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between the ground state and the lowest πσΝΗ* state. In comparison to the benchmark MRCI 

value, the NH distance using the current method is shorter by 0.007 Å.  

 As mentioned in the Introduction, based on previous findings for other five-membered 

heteroaromatic molecules [30, 31, 33], we have searched for a planar ring-opened MXS in 

pyrrole as well. The optimized structure, obtained at the MRCI level of theory, is presented in 

 Fig. 1c. It should be pointed out that the MXS is planar and that the CN distance is 2.512 Å, 

which is by about 0.9 Å longer than the CN distance observed in the ring puckered MXS ( Fig. 

1a). It is important to note that the ring-opened MXS is the lowest energy conical intersection 

identified in pyrrole so far and it arises from the crossing between the πσNC* state and the 

ground state. 

Table 2. (around here) 

Although the similarity of geometrical parameters suggests that the selected MR-

CISD/SA-5-CASSCF(4,5)/BS level of theory is adequate, it is also of importance to compare 

the energies of the MXSs. MRCI and MRCI+Q energy values of pyrrole MXSs obtained by 

the MR-CISD(Q)/SA-5-CASSCF(4,5)/BS and benchmark MRCI values [27] are summarized 

in  Table 2. The analysis of presented data shows that the energies of the MXSs are in very 

good agreement with the benchmark ones. The comparison among results reveals that the 

selected MRCI method is well suited for the description of both ring-puckering and NH-

stretching mechanisms. In particular, the current MRCI and MRCI+Q energies of the ring-

puckered MXS are by 0.06 eV higher and 0.07 eV lower than the benchmark MRCI and 

MRCI+Q values, respectively. For the NH-stretched MXS, the MRCI energy is by 0.04 eV 

higher, whereas the MRCI+Q value is by 0.18 eV lower than the benchmark values. 
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3.3 Reaction paths 

We have computed the reaction pathways between the ground state minimum and the three 

MXSs described in the previous section using the MR-CISD/SA-5-CASSCF(4,5)/BS level of 

theory. The resulting potential energy curves are shown in  Fig. 2. 

Fig. 2 (around here) 

Comparison with the results obtained with the MR-CISD+Q/SA-5-

CAS(6,5)+AUX(1)/d-aug-cc-pVDZ method (Fig. 2 in [27]) reveals that NH-stretching 

potential energy curves ( Fig. 2a) agree very well for the ground state S0 and the two Rydberg 

1A2 and 1B1 states for the whole range of NH distances. The main difference is that the 

crossing between the lowest Rydberg state and the ground state occurs at around 1.9 Å in the 

present work instead of 2.1 Å found in our earlier study [27]. The other features of the 

potential energy curves exhibit the same behavior as observed earlier. Specifically, the lowest 

two Rydberg states show small energy barriers (0.24 eV for the 1A2 state and 0.12 for the 1B1 

state) at the NH distance of 1.2 Å necessary to transform the π3s orbital into the πσΝΗ* state 

as expected for a stretching of the NH bond. It should also be pointed out that the two valence 

1A1 and 1B2 states show the same energy profile until the NH distance of 1.8 Å. After that, an 

intrusion of higher excited states occurs (not shown), which is presumably a direct 

consequence of the CAS(4,5) active space. However, in the NH stretching mechanism, the 

deactivation occurs via conical intersections among Rydberg states and the ground state and 

the differences in the valence states for large NH distances are of minor importance. 

  Fig. 2b shows that the LIIC path of the ring-puckering mechanism in the ππ* state 

occurs without barrier. Indeed, it is clearly seen that the lowest ππ* state is diabatically 

connected to the ground state, which may make it especially efficient for the internal 

conversion. The same result was observed in our previous study [27] thus providing additional 
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support for using the applied method. In the case of the ring-opening mechanism  Fig. 2c 

shows that the initially excited ππ* states can deactivate without barrier along this pathway. 

The character of the state should, however, change into πσNC* in order to lead to the crossing 

with the ground state. 

 Apart from the fact that the NH-stretching mechanism should dominate at low 

excitation energies, it is difficult to draw general conclusions about the efficiency of each 

mechanism based on the reaction paths alone in a clear cut way. When the excitation leads 

into the spectral region of the ππ* state all mechanisms are energetically possible. In favor of 

the NH-stretching mechanism is the fact that it requires the smallest deformations from the 

Franck-Condon region in terms of mass-weighted distances (see  Fig. 2). On the other hand, it 

also requires the diabatic transformation from the ππ* state into the πσNH* state, which 

depends upon the activation of out-of-plane modes [18, 27]. The ring-opening mechanism 

involves the lowest energy conical intersection, but it requires the largest deformations from 

the Franck-Condon region and diabatic changes in the wave function at the same time. 

Finally, the ring-puckering mechanism, as already mentioned, can directly proceed through a 

diabatic connection. However, it involves the highest energy portions of the seam of conical 

intersections.  

4. Dynamics simulations of pyrrole 

The non-adiabatic excited state dynamics of pyrrole was started from the S4 state thus making 

all pathways discussed in the previous section energetically available. The resulting average 

adiabatic populations of the ground and excited states as a function of time are presented in 

 Fig. 3. Their analysis shows that the S4 state transfers its population to the S3 state in the first 

10 fs. After ca. 50 fs, the S4 state is almost completely depopulated. The populations of S3 and 

S2 states reach a maximum at 10 fs and 20 fs, respectively. At about 75 fs, these states are 
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already depopulated. The S2 state shows a repopulation between 100 and 150 fs. The 

population of the S1 state increases reaching a maximum at 75 fs. At 100 fs, the S1 and S0 

states have approximately the same population. Between 100 fs and 200 fs, the simulation is 

basically reduced to the S1/S0 two-state dynamics, with the complete population transferred to 

the ground state at about 200 fs. 

Fig. 3 (around here) 

 The S1 population shows a consecutive two-step first order decay type of behavior. By 

fitting the S1 population curve with the function 

( ) 
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−

−
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2112

2 expexp
τ
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τ
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τ
tf ,     (1) 

 

two time constants τ 1 = 44 ± 2 fs and τ 2 = 80 ± 2 fs are obtained. Here, τ 1 measures the 

population of S1 from the collection of states S4 to S2 and τ2 describes the depopulation 

S1→S0. The approximate time constant for the overall population of the ground state can be 

obtained by fitting the S0 population with the function 

( ) 







−−=

0

exp1
τ

t
tf ,       (2) 

which gives τ 0 = 139 ± 2 fs. Note that in these three time constants the error bars denote the 

uncertainty of the fitting procedure and not of the process itself, which certainly is larger than 

a few femtoseconds.  

In  Fig. 4 a summary of the results of the dynamics simulation in terms of the fraction 

of trajectories following each of the three mechanisms is given. The NH-stretching is the main 

mechanism after excitation of pyrrole to the S4 state. This mechanism occurs in 80% of the 

trajectories. Other 13% follow ring-deformation mechanisms (ring-opening and ring-
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puckering). 7% do not deactivate within the 200 fs of the dynamics simulation. Because of the 

uncertainties associated to the dynamics simulations and to the relatively small number of 

trajectories, these fractions should be taken as qualitative trends of occurrence of each 

mechanism, rather than a quantitative assessment of them. If trajectories starting in the ππ* 

and in the πσNH* states are independently analyzed, these fractions remain essentially the 

same, implying that the population of each mechanism depends on the excitation energy, but 

not on the nature of the state. The fact that the fast H atom is formed along the NH stretching 

pathway either excited in the ππ* or πσ* states has also been observed in the photofragment 

translational spectroscopy studies by Cronin et al. [26]. 

Experimental pump of pyrrole with 250 nm (4.96 eV) laser pulse followed by 

ionization probe with 241 nm (5.15 eV) pulse reveals two time constants, τf  = 110 ± 80 fs and 

τs = 1100 ± 500 fs [19]. These time constants correspond to the time for formation of fast and 

slow H atoms, respectively. Since most of trajectories in our simulations finished in the 

ground state of the dissociated pyrrolyl + H system, the deactivation time τ0 should also 

approximately give the time for the formation of the fast H atoms population. Indeed, the 

comparison of τ0 and τf shows good agreement. Note, however, that the initial state in the 

experiments (low energy πσNH*) and in the simulations (high energy ππ* and πσNH*) are not 

the same. This is an indication that the fast H elimination occurs directly by the same process, 

as soon as there is enough energy to overcome the π3s/πσNH* barrier in the S1 state. 

Fig. 4 (around here) 

Fig. 5 (around here) 

 The analysis of NH and CN bond distances was conducted for all trajectories and the 

results are presented in  Fig. 5. The top panel of this figure shows that in some cases the CN 

distance is elongating during the dynamics. This behavior can be ascribed to the ring-opening 
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and ring-puckering deactivation mechanisms. Since the main deactivation channel is the NH-

stretching, the majority of trajectories do not exhibit elongation of this specific bond. In the 

bottom panel of  Fig. 5 the NH distance is monitored. In this figure three kinds of trajectories 

can be distinguished. For part of the trajectories the NH distance remain constant at about 1 

Å. They correspond to the trajectories following ring-distortion mechanisms. A minor fraction 

of trajectories (3) has the NH distance oscillating at a medium distance of about 2 or 3 Å. 

These are cases where the NH-stretching mechanism is activated, but instead finishing in 

dissociation, the hot ground state of pyrrole is formed. In most of the trajectories the NH 

distance is steadily increasing. In these cases, the NH-stretching mechanism is activated and 

the H atom elimination is taking place. It should be mentioned that a cut-off value of 10 Å for 

NH distance was used in  Fig. 5 in order to simplify the data analysis. In some of the 

trajectories, however, the NH distance was longer, up to 40 Å.  

Fig. 6 (around here) 

 Fig. 6a shows that the hydrogen dissociation starts on average 54 fs after the 

photoexcitation. The kinetic energy of the dissociated hydrogen atom has a broad distribution 

around the average value of 1.2 eV ( Fig. 6b). This value is in very good agreement with the 

experimental results, ~1 eV [11, 26], for the center of the fast H-elimination peak in the 

kinetic energy release spectra. Note that, as expected, there is no formation of a slow H-

elimination peak, which should take place in the picosecond timescale [19], much longer than 

the maximum simulation time (200 fs). The NH distance at the S1→S0 hopping time is shown 

in  Fig. 6c for all trajectories that have returned to the ground state. The histogram shows two 

distinct peaks. The first peak with average at 1.0 Å will be discussed below. The second peak 

starts at 1.5 Å and presents a long tail for large distances up to 4 Å. This peak corresponds to 

the trajectories deactivated by means of the NH-stretching mechanism. Its average value at 
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2.1 Å is 0.2 Å larger than the NH distance for the crossing between the lowest πσ* state and 

the ground state shown in  Fig. 2 (left panel).  

Fig. 7 (around here) 

 Twelve out of ninety trajectories did not follow the NH-stretching mechanism. They 

appear in the short-distance peak in  Fig. 6c. In order to understand which kind of mechanism 

they followed, it is useful to project them on the Cremer-Pople (CP) space Q-φ. This is shown 

in  Fig. 7 for all structures for which the S1-S0 energy gap is smaller than 0.5 eV (open dots) 

and for structures at the hopping time (full dots). The ring-opened MXS is at Q = 0 Å and the 

ring-puckered MXS is shown by a cross (E1 conformation). Since the ring-opened and the 

ring-puckered conical intersections correspond to distinct types of structures on the crossing 

seam with different electronic configurations, it could be expected that the structures at the 

hopping time would cluster in two disjoint regions around these MXSs. This, however, is not 

the case.  Fig. 7 shows that the non-adiabatic events occur in a large continuous portion of the 

CP space, indicating that the crossing seam spans this entire region. The degree of puckering 

varies from almost planar (Q = 0.15 Å) to the strongly puckered structures (Q = 0.75 Å). Most 

of hopping events occur at E1, 
2T1 and 2E conformations, indicating that not only the E1 

conformation of the ring-puckered MXS, but also other kinds of puckering can give rise to 

conical intersections in pyrrole. 

 If we take Q = 0.3 Å as an arbitrary threshold to distinguish between the ring-opening 

and ring-puckering mechanisms, nine trajectories deactivated at ring-puckered conformations 

and three trajectories deactivated at ring-opened conformations, thus corresponding to 10% 

and 3% of the total number of trajectories, respectively (see  Fig. 4). 
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5. Conclusions 

The photochemical processes in pyrrole were investigated using a high-level multireference 

configuration interaction method (MRCI) giving a balanced description of the four studied 

excited states, two of Rydberg character and two valence states. Cuts along the potential 

energy surfaces connecting the Franck-Condon region and three different minima on the 

crossing seam (MXS) (NH dissociation, ring puckering, and a planar ring-opened MXS) 

describe possible deactivation pathways. One of these intersection points, the ring-opened 

MXS, was characterized for the first time. Although it is the conical intersection of the lowest 

energy identified in pyrrole so far, its efficiency for the internal conversion process seems to 

be reduced by the required strong geometric deformations and by the diabatic change of the 

initially excited ππ* state into the πσNC* state, which in turn  crosses the ground state. 

Non-adiabatic surface-hopping dynamics simulations of pyrrole were performed for 

200 fs starting in the S4 state and using a high-level MR-CI approach for the electronic 

structure calculations. The dynamics simulations show that in fact all three types of conical 

intersections were accessed. The transfer of population from the initially excited S4 state to 

the ground state takes place in about 140 fs. This process occurs basically in two steps, with 

the S1 state being populated in about 44 fs and then being depleted in about 80 fs. Most of 

trajectories (80%) dissociated rapidly along the repulsive πσNH* state giving rise to a 

population of fast H atoms. The computed deactivation time of 140 fs agrees very well with 

the experimentally measured time constant of 110 fs for the formation of fast hydrogen atoms. 

The computed average kinetic energy agrees very well with the experimentally observed 

average kinetic energy of the fast hydrogen atoms. A fraction of 13% of trajectories follows 

ring-deformation channels involving either ring puckering (10%) or planar ring opening (3%). 

These fractions did not depend on whether the initial state had ππ* or πσNH* character. 
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Our calculations provide a detailed picture of the photodeactivation processes in 

pyrrole. Although the main objective of this work – the observation of the occurrence of the 

different deactivation mechanisms – has been accomplished, it should be noted that the 

participation of πσNH* states in the initial conditions was much higher than what would be 

expected from the oscillator strengths of these two transitions. This bias occurred because of 

the relatively high vertical excitation energy of the 1B1 Rydberg state, which caused frequent 

exchange of position with the ππ* in the Wigner sample. Interestingly, it turned out that the 

observed percentages of the different mechanisms was insensitive to the initial character of 

S4, consequently implying that  that this bias is not so critical for the general interpretations. 

Nevertheless, more investigations are needed to analyze the influence of excitation energies 

on the product yields in order to explain the experimentally observed strong energy 

dependence of the branching ratios for fast and slow hydrogen atoms. 
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Tables 

Table 1 – Vertical excitation energies of selected singlet states of pyrrole. 

State  MRCIa MRCI+Qb TDDFTc CASPT2 CC3g Exp 
S0 

1A1 0.00 0.00 0.00 0.00 0.00  
π3s  1A2 5.22 5.09 5.05 5.22d/5.22e 5.10 5.08h/5.22i 
π3s  1B1 6.21 5.86 5.88 5.85f/5.92e 5.99 6.22h 
ππ*  1A1 6.55 6.39 6.29 5.82d/5.98e 6.37  
ππ* 1B2 6.65 6.78 6.45 5.87d/5.95e 6.63 5.92h/6.2-6.4i 

a Present results, MR-CISD/SA-5-CASSCF(4,5)/BS 
b MR-CISD+Q/SA-5-CAS(6,5)+AUX(1)/d-aug-cc-pVDZ, Reference [27]. 
c Reference [4]. 
d Reference [6]. 
e Reference [8]. 
f Reference [1]. 
g Reference [3]. 
h Assigments given in Reference [9]. 
i Assigments given in Reference [3]. 
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Table 2 – Energy of pyrrole MXSs (in eV) relative to the minimum in the ground state. 

MXS MRCIa MRCI+Qa MRCI MRCI+Q MXS features 

ππ*/S0 (E1) 4.95 4.86 4.89b 4.93b ring puckering,  Fig. 1a 
πσΝΗ*/S0  4.45 4.26 4.41c 4.44c NH stretching,  Fig. 1b 
πσNC*/S0 4.11 3.86 - - ring opening,  Fig. 1c 

aPresent results, MR-CISD/SA-5-CASSCF(4,5)/BS 
bMR-CISD(Q)/SA-3-CAS(6,5) /6-31G(d), Reference [27]. 
cMR-CISD(Q)/SA-3-CAS(6,6)/6-31G(d), Reference [27]. 
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Figure Captions 

Fig. 1. Structures and selected geometric parameters for pyrrole MXSs obtained at the MRCI level. 

Distances are given in Å and dihedral angles in degrees. The number in brackets correspond to the 

benchmark MRCI value from Ref. [27].  

Fig. 2. Potential energy curves calculated at the MRCI level along a) the rigid NH-stretching 

coordinate and along the LIIC path from the ground state minimum to b) the ring-puckered MXS and 

to c) the ring-opened MXS. 

Fig. 3. Average adiabatic populations of trajectories for each state as a function of time after initial 

photoexcitation of pyrrole into the S4 state. 

Fig. 4. Description and statistics of trajectory deactivation mechanisms.  

Fig. 5. CN (top) and NH (bottom) distance variations as a function of time for all trajectories. The 

NH distance of 10 Å was used as a cut-off value (see text). 

Fig. 6. Analysis of the trajectories showing NH dissociation. (a) Initial time of the dissociation, taking 

2 Å for the NH bond as reference value. (b) Hydrogen kinetic energy. (c) NH distance for all 

trajectories at the time of the S1→S0 hopping.  

Fig. 7. Distribution of conformations in the Cremer-Pople Q-φ space for trajectories following ring-

deformation mechanisms. Full dots: conformations at the hopping time. Open dots: conformations 

with S1-S0 energy gaps smaller than 0.5 eV. Cross: ring puckered MXS. 
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