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Fluctuating ionic polarizabilities in the condensed phase: first-principles calculations of the

Raman spectra of ionic melts

Robert J. Heaton and Paul A. Madden

School of Chemistry, University of Edinburgh, Edinburgh EH9 3JJ, UK

(Dated: February 20, 2008)

Abstract

An approach to calculating Raman spectra of ionic materials from first principles is described; the method is ap-

plicable to molten systems which cannot be treated by summing the contributions from normal modes of vibration.

The approach offers a way to validate a simulation by comparison with a Raman spectrum; for many materials under

extreme conditions of temperature or pressure, Raman spectroscopy may be the only practicable experimental win-

dow on the structure at the atomic scale. The method involves the direct calculation of the time correlation functions

of the polarizability fluctuations in the sample, which involves the introduction of a model for the dependence of

the polarizability on the ionic coordinates. The model is parameterized by fitting a large number of values of the

polarizabilities of individual ions in condensed phase environments. These are calculated, using a recently introduced

ab initio method, from the response of the electron density to an applied electric field on a series of configurations

obtained from molecular dynamics simulations of the material of interest. The results of the calculations are com-

pared with experimental spectra on liquid and solid LiF, liquid BeF2, and LiF:BeF2 mixtures. The spectra are well

reproduced by the method, particularly the isotropic components which are generally most useful for the diagnosing

coordination structures in experimental studies. Since theab initio methodology has already been shown to work for

oxides, the method should be applicable melts of geophysical interestinter alia.
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I. INTRODUCTION

There is considerable interest in developing the capability to calculate Raman spectra of disordered

ionic materials from first principles. From a theoretical perspective, ionic materials are strongly interact-

ing closed-shell systems, and so push to the limit a description of their properties through the theory of

intermolecular forces1. In materials with polyvalent cations, the spectra contain distinctive bands which are

the signatures of particular coordination structures2. Raman spectra may be especially sensitive to particu-

lar intermediate-range structures, as with the signature of boroxyl rings in the spectra of borate glasses3,4.

In the molten state, the Raman spectrum may be the only experimental technique capable of giving this

structural information because the corrosive nature of the high temperature melts prevents the design of

suitable containers or because the melt of interest contains so many components that the decomposition

of a diffraction pattern into partial structure factors is impracticable. Raman spectra of molten fluorides

have been obtained by using windowless cells5 and the use of levitated droplets has enabled the spectra of

molten oxides to be obtained6. This type of information is valuable to understand the properties of the melts

involved in electrofining5 or in various geophysical processes7,8. Nevertheless, the conversion of the pattern

of bands seen in a spectrum into structural information is not straightforward9. In dilute solutions of a poly-

valent cation in a simple salt, the spectra of discrete molecular ions may be recognised by their polarization

characteristics and the pattern of band frequencies2, but in more concentrated melts, these coordination

polyhedra overlap, networks form and the direct interpretation of the spectrum becomes more hazardous.

Progress could be made by calculation of a Raman spectrum in a computer simulation: if the calculated

spectrum agrees sufficiently well with the experimental one to validate the representation of the real mater-

ial by the simulation, the detailed information it generates may be interrogated to provide the desired level

of structural information or to predict the values of quantities which cannot be measured directly.

The general expression for the light-scattering spectrum of a sample at frequency shiftω is10

Iab(q, ω) ∝
∣∣E0

b

∣∣2< ∫ ∞

0
dt eiωt 〈Πab(q, t)Πab(q, 0)〉 (1)

wherea andb are the directions of polarization of the incident (E0) and scattered electric fields andq is

the scattering vector, determined by the wavelength of the radiation and the scattering angle.Πab(q, t) is

a spatial fourier component of the instantaneous value of theabth component of the polarizability tensor

of the sample. Raman scattering is caused by the fluctuations in the polarizability which are caused by

interactions between atoms at relatively short interparticle separations compared to the wavelength of light

so the spatial correlation between the fluctuations extends only to small distances and we can safely replace

equation 1 by itsq → 0 limit and calculate the correlation function of the fluctuating part of the polarizability
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∆Πab(t) = Πab(t)−〈Πab〉 in what follows. If the material is such that the atoms are making small amplitude

vibrations about some equilibrium position then the Raman spectrum may be calculated by expanding the

polarizability about its value in the equilibrium configuration in terms of the normal modes of vibration,

{Qk}, with harmonic frequencies{ωk},

Παβ = (Παβ)0 +
∑

k

[(
∂Παβ

∂Qk

)
0

Qk

]
+ higher-order terms. (2)

Substituting this expression into equation 1, retaining only the first derivatives, leads to the usual expression

for the Raman spectrum in terms of normal mode frequencies

Iab(ω) ∝| E0
b |2

∑
k

(
∂Πab

∂Qk

)2

0

kBT

~ωk
δ(ω − ωk). (3)

Recently, several groups of workers4,11,12have shown how the Raman spectra ofglassesmay be calcu-

lated from first principlesvia equation 3. The normal modes and polarizability derivatives,(∂Π/∂Qk)0,

are evaluated from density functional perturbation theory at a series of glass configurations generated inab

initio molecular dynamics simulations and the Raman spectrum calculated as an average over the spectra

obtained from these configurations. Using these methods, Pasquarello and co-workers4,13 have cast light on

a number of long-standing controversies in the spectroscopy of glasses, such as the contribution of boroxyl

ring vibrations to the spectra of B2O3. However, these methods cannot readily be applied to liquids and

melts as the step of finding normal modes of vibration about local equilibrium geometries is not directly

applicable. It might, in principle, be possible to make progress using “instantaneous normal modes”14 or

the normal modes of the significant structures15. However, many of these modes occur at low, or imaginary

frequencies and are highly anharmonic, which will jeopardize the truncation of the expansion at the linear

term in equation 2. An alternative way of approaching the calculation of the Raman spectrum, which avoids

these limitations, is to obtain an expression for the dependence of the polarizability on the positions of all

the atoms and then compute the correlation functions of this expression from an MD trajectory. Previous

attempts to follow this route have been limited by the difficulty of constructing a suitable model for the

polarizability8,23.

The starting point for obtaining such an expression is to relate the polarization of the sample in the

presence of the external fieldE0,

P = Π.E0, (4)

to the field- induced dipole moments of the individual atoms{pi}:

P(r) =
N∑
i

piδ(r− ri). (5)

3
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Provided that the field does not induce charge-transfer between different atoms (i.e. for normal dielectric

media)16–18

pi({rN}) = αi({rN}).

E0(ri)−
∑
j 6=i

Tij .pj({rN})

 . (6)

The term in brackets on the right-hand side of this expression is the instantaneous value of thelocal field

at ion i, it consists of the external field,E0, plus the re-radiated fields from the dipoles induced in all

the other ions of the sample,Tij being the dipole-dipole interaction tensor between atomsi andj (T ij
αβ =

∇α∇β(rij)−1). The first term is the instantaneous dipole polarizability of ioni, αi({rN}), it depends on the

positions of all other ions in the sample, since interactions with them change the value of the polarizability.

The individual dipole of ioni therefore acquires a time modulation due to its dependence on the relative

positions of the other ionsj in the sample, throughαi({rN}) and through the dipole-induced dipole terms

involving Tij . It is these fluctuations which are responsible for the Raman spectrum.

In the past, we have developed an expression forαi({rN}) for an ionic material19–21, and obtained

values for the parameters it contains by combining various scaling arguments with a limited set of quan-

tum chemical calculations of the polarizabilities of small clusters22. By these means we have been able

to reproduce Raman spectra of molten salts, including strongly interacting systems like trivalent metal

halides9,23,24. These have allowed us to comment on the assignment of spectral features to particular struc-

tural units present in the melts. The calculations have been restricted to a semi-quantitative comparison

with experiment due to our inability to really pin down the polarizability model because of the problem of

decomposing theab initio calculated polarizability of a cluster into a set of contributions attributable to the

individual atoms due to basis set superposition errors, dipole-induced dipole termsetc.25.

Recently we introduced a new development in the first-principles calculation of condensed phase

polarizabilities26 which suggests a way of overcoming this bottleneck. The individual ionic polarizabili-

ties appropriate to particular condensed ionic configurations are calculated directly from a first-principles

calculation on a periodically replicated supercell. In reference26 the mean polarizabilities of oxide ions

(as well as several cations) in a variety of ionic materials were calculated and compared with experimental

values (obtained from refractive indicesvia the Lorentz-Lorenz formula) and with previous calculations27.

Despite the fact that the polarizabilities of oxide ions vary enormously from one material to another the

calculations reproduced the accepted values extremely well. Subsequently, the method has been tested on

condensed fluorides, with equally good agreement with experiment28. Since this method can be applied to

arbitrary condensed phase configurations, such as those obtained from MD runs on a melt, we can use it to

generate manyαi({rN}) values for representative ionic arrangements for the melt. We can then use this

large dataset to optimize the parameters in a general expression forαi({rN}), for example, by minimizing

4
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the difference between theab initio-calculated values and the values obtained from the expression when

evaluated with exactly the same ionic configurations as used to generate theab initio data.

We have made extensive use of a similar “force-fitting” idea29 to obtainab initio parameterized po-

larizable force-fields for ionic materials30,31. The quantitative success32 of this procedure, in generating

force-fields which predict observables without loss ofab initio accuracy, has encouraged this extension

to the Raman scattering. Of course, the quality of the spectra will be affected by the reliability of the

model expression forαi({rN}). Here we will make use of the expression suggested in the earlier work20,

but alternative expressions based upon different ideas about the representation of the interaction-induced

contributions to the polarizability could be investigated in future work; for example, a bond-polarizability

model could be tried.

In the present paper we will describe spectra calculated from equation 1 with anab initio parametrized

model for the polarizability. The time correlation functions will be evaluated from molecular dynamics sim-

ulations generated withab initio optimized polarizable interaction potentials obtained by force-fitting. The

optimization of the polarizability model and the interaction potential are performed on samples containing

∼100 ions, for which theab initio calculations are viable, but the subsequent MD calculations to obtain

the time correlation functions are performed on considerably larger samples, to ensure that the interparticle

interactions are sampled correctly. The systems on which we will evaluate the procedure are LiF, BeF2 and

their liquid mixtures. BeF2 is a structural analogue of SiO233 and readily forms a tetrahedrally coordinated

network glass. Galeeneret al34 noted strong similarities between the Raman spectra of BeF2, SiO2 and

GeO2, which reflect their common network structure. Mixing alkali fluorides with BeF2 breaks down the

network to form mixtures with similar properties to alkali silicates; this process results in major changes in

the Raman spectra and one challenge for simulation is to relate this evolution in the spectrum to structural

features. The LiF:BeF2 mixture becomes the material of choice as a solvent for actinide ions in the molten-

salt reactor35 and as a heat-exchanger or blanket material in proposed breeder and fusion reactors36. Because

of these potential applications, an enormous amount of experimental work has been done on LiF-BeF2
37,

including Raman studies38. Alongside cryolite5,24, the electrolyte involved in aluminium extraction, it is by

far the best-characterized fluoride melt. We have already determined interaction potentials for these mix-

tures and compared simulation results with a wide range of observable properties32,39,40 in the liquid and

solid state.

Besides examining the Raman spectra of the fluids, we will begin by presenting results for solid LiF.

LiF crystallizes in the rocksalt structure whose high symmetry means that there are no Raman-active lattice

vibrations41, i.e. no Raman spectrum is predicted by using equation 2 truncated at first order (as in all

direct methods for calculating a Raman spectrum from first principles). The observed spectrum reflects the

5
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two-phonon density of states (DoS) and, as such, exhibits a number of sharp features arising from critical

points in the DoS41. The ability to reproduce these spectra is a very exacting test of both the polarizability

model and the interaction potential. Furthermore, we previously parametrized a polarizability model for

solid LiF by adapting quantum chemical methods19,20. We can use the parameter values obtained in this

work to assess the reliability of the parameters emerging from the fitting methods.

II. AB INITIO PARAMETRIZATION OF THE FLUCTUATING IONIC POLARIZABILITY MODEL.

A. Polarizability calculations

The calculation of the ionic polarizabilities proceeds through three stages. Firstly, we create several sets

of ionic configurations for the materials of interest. They are generated by molecular dynamics simulations

using high quality interaction potentials obtained byab initio force-fitting as described previously31,32,39.

The simulations are performed with periodic boundary conditions on relatively small simulation cells, con-

taining roughly 100 ions, in order to enable us to carry out electronic structure calculations. The simulation

conditions are chosen so that configurations selected from them sample as wide a range of coordination

environments for the ions as are likely to be sampled in the experimental conditions and typically involve

calculations on high temperature crystals as well as the liquid phase. Typically, five ionic configurations

might be used as the basis of the parameterization of a model for some material, and given that the polariz-

ability of an ion has six independent components this means that roughly 3000 data values contribute to the

refinement of the model.

We then carry outab initio planewave DFT electronic structure calculations on the selected configura-

tions. We use the CASTEP code42 with a planewave cut-off of 1000 eV. Only theΓ-point is included in

the Brillouin-zone sampling scheme since our interest is in performing calculations with quite large simu-

lation cells on insulating systems. The calculations are carried out using the PBE43 exchange-correlation

functional and norm-conserving pseudopotentials created with this functional and optimized at the cut-off

energy using the OPIUM program44. As described in detail in reference26 we obtain the individual ionic

dipoles by transformation of the occupied optimum Kohn-Sham orbitals{ψα}α=1,M in the presence of an

applied electric field to a maximally localised set of Wannier Functions30,45 {uα}α=1,M . In ionic (closed

shell) systems, this transformation localises a set of valence orbitals on each ion and the molecular charge

densities obtained from these orbitals has been shown to give excellent values for the ionic multipoles. The

electric field-induced dipoles are obtained from the Kohn-Sham orbitals from four electronic structure cal-

culations, consisting of the unperturbed system and the system (at exactly the same atomic positions) in the

6
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presence of weak electric fields applied in thex, y and z directions. The ionic dipoles induced by these

fields are calculated from the differences between the total molecular dipoles in the presence and absence

of the fields.

Since theseab initio dipoles are calculated from the linear response of the whole condensed phase

sample to an applied field, they correspond to thepi values appearing in equation 6 with the applied field

beingE0. That is, the field appearing in the electronic Hamiltonian for the perturbed system is an external

field, like E0, but the individual ions have responded to thelocal field caused by the applied field for the

prescribed atomic configuration since all of the dipoles have been obtained as a result of a self-consistent

calculation. From the set of individual induced dipoles for each of the selected configurations calculated

in this way we obtain individual ionic polarizabilitiesαi({RN}) by inverting the expression 6, taking into

account the periodic boundary conditions. In doing this, we calculate the dipole-induced dipole tensors

from the atomic positions in the selected configuration in the full periodic boundary conditions.

The final step in the process is to fit the values of the components of the individual ion polarizabilities

predicted by the model forαi({RN}) we describe below evaluated with the same ionic configurations and

boundary conditions used in theab initio calculations. To do this we minimize the difference between the

ab initio and predicted values by varying the parameters in the polarizability model.

B. The polarizability model

We will make use of the model for the fluctuating polarizabilities in ionic materials introduced some time

ago19–21. The idea developed in that model was to use the perfect crystalline environment as a reference

point and to consider the effect of distortions in the crystal lattice on the polarizability of an ion. If the

distortion occurs some distance away from the ion of interest its effect is to create an electric field (and field

gradients) at the site of the ion which modify the ionic polarizability due to hyperpolarization effects, as

described by Buckingham1,46. Two contributions to these “asymptotic” contributions to the polarizability

can be distinguished, which give the effect of a strong local field and a field-gradient respectively:

α
i,(γ)
αβ =

∑
i

γiFα(ri)Fβ(ri) (7)

α
i,(B)
αβ =

∑
i

BiF ′αβ(ri). (8)

γ andβ are hyperpolarizabilities of the ion in its reference (crystalline) configuration. The sources of the

fields and field gradients are the charges and induced multipoles on the other ions in the sample

Fα(ri) =
∑
j 6=i

(
T ij

α q
j − T ij

αβµ
j
β +

1
3
T ij

αβγθ
j
βγ

)
(9)

7
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F ′αβ =
∂F (ri)β

∂ri
α

. (10)

As such, they are simple functions of the pair separations of the ions and easily incorporated into a computer

simulation. qj , µj , andθj are the charge, dipole and quadrupole of ionj. The dipoles (µi) included

in equation 9 are the dipoles induced by the interionic interactions (as opposed to thepi induced by the

external field) and also occur in the calculations of the interionic forces.

In a high symmetry crystal, where the ion is effectively spherical,γ andB are specified by a single num-

ber. Previously20,21, values for the hyperpolarizabilities were determined usingab initio quantum chemistry

calculations47 on a small cluster of ions embedded in a point charge lattice. In the present work we will

make use of equations (7) and (8) as contributions toαi({RN}) and regardγ andβ as single numbers to

be determined from the fits to theab initio-determined polarizabilities.

Fowler and Madden19 recognised a further contribution to the fluctuating polarizability from their dis-

torted crystal calculations. When the distortion of the crystal lattice was in the first neighbour shell around

the ion of interest, short-range corrections to the predictions of the asymptotic terms (in equations (7) and

(8)) are needed. They were attributed to “dents-in-the-wall” of the Madelung potential at the site of an

anion in a high symmetry crystal and short-range overlap interactions with immediate neighbours. They

were characterized from theab initio calculations on distorted embedded clusters. In order to express this

effect in a tractable way for a simulation, Madden and Board20,21 proposed to represent the short-range

contributions with a generalized Drude model

αi,(sr) =
[
ki({rN})

]−1
(11)

whereki({rN}) is a force constant tensor for ioni. It was expressed in terms of short-ranged functions of

the separation betweeni and its neigbours in the most general form that can be adopted for a second rank

symmetric tensor consistent with a pairwise additive model:

ki({rN}) =

k0 +
∑
j 6=i

A(rij)

 I +
∑
j 6=i

B(rij)(3r̂ij r̂ij − I). (12)

HereI is the unit tensor, andA(r) andB(r) are functions describing the effect of the short-range interactions

on the isotropic and anisotropic parts of the Drude force constant matrix, and hence the polarizability. They

are rapidly decreasing functions ofr. r̂ij is a unit vector in the direction ofrij , and r̂ij r̂ij is the outer

product of this vector with itself. If all the short-range interactions are removed, the force constant returns

to its free value,k0, and the free-ion polarizability is then1/k0. The functions chosen forA andB match

the exponential which appears in the representation of the short-range repulsion in a Born-Mayer interionic

8
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potential:

A(rij) = aij exp[−cij(rij − σij)] (13)

B(rij) = bij exp[−dij(rij − σij)]. (14)

In each of these expressions there are only two independent parameters; theσij are simply the sum of

the interionic radii for ionsi andj, and are introduced in the hope that the other parameters will transfer

between different materials.

This representation of the short-range effects was shown to reproduce the limited amount ofab initio

information available from the distorted cluster calculations. We propose to use this representation to com-

plete our model forαi({RN}) and determine the parametersa, b, c, d andk0 from the fits to theab initio

obtained polarizabilities for a much wider range of distorted geometries using the new method.

As summarized above, the form of the polarizability model was motivated by consideration of the ionic

polarizability in high symmetry, high coordination number crystals, whereab initio calculations on repre-

sentative embedded clusters were possible. For the alkali halides, the resulting spectra20,21 were shown to

agree well with experimental spectra51. However the model has since been used in a more empirical way

to represent the fluctuating polarizabilities in melts where this starting point is not obviously appropriate.

In cryolite and the trivalent metal halide systems, the coordination number of the anions is only two, which

is a marked departure from the original picture. In simulations of these systems9,23,24, the representations

described above have been used, in order to capture appropriate functional dependence of the polarizability

on interionic separations, with the parameters estimated by scaling the values originally obtained in the

calculations on alkali halides. A major shortcoming of these simulations has been that without a quantita-

tive understanding of the size of different terms it has not been meaningful to calculate the whole spectrum

which, as we will see, is strongly affected by the interference between the different mechanisms. Conse-

quently, we have only been able to calculate “subspectra” associated with each of the mechanisms acting

independently. Although, these subspectra have allowed identification of the origin of the distinctive bands

seen in the experimental spectra of these polyvalent cation systems, we have not been able to reproduce the

distribution of Raman intensities across the whole spectrum. The hope in the present work is that with the

newly developed ability to parameterize the whole polarizability model, this limitation will be overcome.

9
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III. RESULTS FOR LIF

A. Fitting the polarizability model

Within the above model, the polarizability of an ion in an arbitrary condensed phase configuration is

given by the sum of equations 7, 8, and 11

αi({RN}) = αi,(γ)({RN}) + αi,(B)({RN}) + αi,(sr)({RN}). (15)

The expression contains several parameters, collectively known as{χ}, consisting of the hyperpolariz-

abilities γ, B, and the parameters of the short-range terma, b, c, d andk0. They are to be determined

by minimizing the difference between the values predicted by the model with those obtainedab initio for

exactly the same ionic configuration.

For each system of interest, the optimum set of parameters is determined by minimizing the objective

function

ATOT({χ}) = 1
3(AISO({χ}) +AE({χ}) +AT({χ})), (16)

with respect to variations in{χ}, where

AISO({χ}) =

∑
i,C

∣∣αi
ISO (C, {χ})− αi

ISO(C,DFT)
∣∣2∑

i,C

∣∣αi
ISO(C,DFT)

∣∣2 (17)

AE({χ}) =
1
2

∑
i,a,C

∣∣∣αi
E,a (C, {χ})− αi

E,a(C,DFT)
∣∣∣2∑

i,a,C

∣∣∣αi
E,a(C,DFT)

∣∣∣2 (18)

AT({χ}) =
1
3

∑
i,a,C

∣∣∣αi
T,a (C, {χ})− αi

T,a(C,DFT)
∣∣∣2∑

i,a,C

∣∣∣αi
T,a(C,DFT)

∣∣∣2 (19)

Minimization of the objective function was carried out using the MINUIT package49 which allows us to

constrain the variations in the parameter values to a pre-set range. In these expressions, the indexi runs

over atoms, and the sum overC represents the sum over all atomic configurations included in the fit. Rather

than sum the differences for each of the six independent elements of the polarizability tensors collectively,

we have chosen to use combinations which have a particular symmetry as these will reflect different aspects

of the local fluctuations and also stimulate the different polarization mechanisms to different extents. For

example, only the short-range andγ mechanisms may affect the isotropic polarizability. The first term

in equation 16 involves the isotropic part of the polarizability tensor,αi
ISO = 1

3(αi
xx + αi

yy + αi
zz). We

have found it convenient to work with the fluctuations of the isotropic terms from their average value, so

10
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system ATOT AISO AE AT

LiF crystal 0.0689 0.0317 0.1215 0.0536

LiF melt 0.1003 0.0491 0.1355 0.1165

BeF2 melt 0.0745 0.0342 0.0869 0.1024

LiF-BeF2 0.1738 0.0248 0.2344 0.2622

TABLE I: The isotropic and anisotropic contributions to chi-squared resulting from fits of the model to the DFT

calculated polarizabilities for pure LiF and BeF2 and for their mixtures.

that prior to the calculation ofAISO using equation 17, the average isotropic polarizability taken from the

DFT calculations,αDFT
ISO , is subtracted from both the model and DFT predicted terms. This ensures that the

fluctuating part of the isotropic polarizability dominates the contribution that this term makes to the value

of chi-squared. The second and third terms sum the anisotropic contributions of E and T symmetries in

the octahedral symmetry appropriate to the rocksalt structure of crystalline LiF,{αi
E,1 = (2αi

zz − αi
xx −

αi
yy)/4, α

i
E,2 = (αi

xx − αi
yy)/

√
12}, and{αi

T,1 =
√

3αi
xy/2, α

i
T,2 =

√
3αi

xz/2, α
i
T,1 =

√
3αi

yz/2}. In the

fluid the E and T elements contain equivalent information. Note the factors of1
2 and 1

3 in equations 18 and

19, which ensure an equal weighting, and importance, for each of the different symmetry combinations.

For both the solid and liquid phases of LiF, we took five thermally distorted configurations from a

range of high-temperature simulations (500K-1500K) using a quadrupole-polarizable interaction potential

obtained byab initio force fitting. This potential has been shown to predict the phonon dispersion curves

of crystalline LiF extremely well31. Each simulation contained 64 ions. We performed DFT calculations of

the ionic polarizabilities as described above26. In LiF, only the fluoride ions have significant polarizability

fluctuations. A separate fit of the model to the fluoride ion polarizabilities was performed for the solid and

liquid phases. The optimum values of the objective function resulting from this procedure are given in table

I. For the solid phase, the isotropic polarizabilities are well reproduced, as are the off-diagonal elements

(contributions of T symmetry). Differences in the diagonal elements (contributions of E symmetry) are

slightly less well reproduced. For the liquid configurations, the fit is again very good, particularly for the

isotropic polarizabilities.

The quality of the fit is illustrated in figures 1. This figure shows the comparison of theab initio polariz-

abilities for each of the 160 fluoride ions (in five configurations each containing 32 fluoride ions) with those

predicted by the model with optimized parameters. The black lines join the values from theab initio calcu-

lations, whereas the points indicate the values predicted by the model. We have shown the comparison for

the solid phase of LiF; the higher ion numbers are from configurations at higher simulation temperatures,

so that the amplitude of the polarizability fluctuations increases towards the right of the figure. Uniformly
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FIG. 1: The figures show values of the isotropic andx2−y2 polarizability tensor components for each of 160 F− ions

from 5 distorted rocksalt configurations of LiF, each containing 32 F− ions. The solid black line joins the ab initio

values whilst the points are the values predicted by the fitted model. The later configurations were taken from higher

temperature MD simulations and show greater polarizability fluctuations.

LiF solid LiF liquid BeF2 mixture

ᾱF 6.811 8.379 6.226 7.032

BF - 133.3 - 195.4 - 88.89 - 35.52

γF 228.1 301.0 100.3 100.3

kF
0 0.06721 0.04906 0.08069 0.07054

aF−Li 0.01079 0.01316 - 0.007949

bF−Li 0.0027390.003098 - 0.001527

cF−Li 0.9816 0.9817 - 1.263

dF−Li 0.9906 1.056 - 2.028

aF−Be - - 0.01206 0.01527

bF−Be - - 0.002349 0.0003338

cF−Be - - 1.379 1.220

dF−Be - - 1.738 3.850

aF−F 0.000 0.000 0.0006233 0.001026

bF−F 0.0031870.002477 0.001504 0.003598

cF−F 3.000 3.000 1.097 1.006

dF−F 0.7004 0.7384 1.556 1.239

TABLE II: Parameters for the models used in the light scattering simulations of LiF and BeF2. Atomic units are used

throughout.σ values of 2.513 for F− and of 1.398 forbothcations were used.

good agreement is evident, and the corresponding figure for the liquid has a similar quality, as is evident

from theA values in the table.
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FIG. 2: The contributions of individual mechanisms to the overall polarizabilities: the left-hand panel shows the

isotropic fluoride ion polarizabilities, whilst the right-hand panel shows an off-diagonal element,αxy. Values shown

are for the last of five rocksalt configurations.

The optimal set of parameters for the polarizability model are given in table II. For the crystal, the

parameters which emerge from the fitting procedure are very similar to those obtained from the previous

quantum chemical calculations19,20. This is reassuring, as in the previous calculations the parameters per-

taining to each mechanism from the fluctuating polarizability were obtained with independent, well-directed

calculations; in the fits all of the mechanisms are lumped together. In particular, theγ andB polarizabilities

were obtained from finite-field calculations with externally applied fields47. The parameters governing the

short-range contributions (aij , bij , cij anddij of equations 13 and 14) change very little between the solid

and liquid phases, suggesting a degree of transferability of this short-range model. Considerable changes

are seen however in the mean polarizability,ᾱ, the hyperpolarizabilities,B andγ, and in the force constant

k0 (which is effectively a mean polarizability). The isotropic fluoride ion polarizability increases from an

average of 6.81 a.u. in the solid to 8.38 a.u. in the liquid. This reflects the decrease in confining poten-

tial experienced by anions in the less dense liquid phase22 the majority of which find themselves in four-

or five-coordinate environments compared to the six-coordinate octahedral environment of the solid. The

larger values for the hyperpolarizabilities in the liquid phase reflect the same decrease in the strength of

the confining potential.k0 takes a value of 0.06721 in the solid phase, and 0.04906 in the liquid. If all

short-range interactions are removed, these values imply gas-phase polarizabilities of 14.9a3
0 and 20.4a3

0

respectively. The first of these is not dissimilar to the calculated free-ion polarizability of 16a3
0, and it is

reassuring that in this limit, the model predicts a reasonable gas-phase polarizability.

Figure 2 shows the contributions of individual terms in the model to the overall polarizabilities. The left-

hand panel shows the isotropic F− ion polarizabilities for the last of five rocksalt configurations. Their val-

ues result almost entirely from the short-range part of the model, with contributions from theγ-mechanism
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being dwarfed in comparison. Note that we have added a constant (αF) to theγ values to show their mag-

nitude clearly on the same graph. The right-hand panel shows the anisotropic contributions resulting from

the off-diagonal element,αxy, of these tensors. Once again, theγ-mechanism barely contributes, and the

anisotropic components arise from a complicated interplay between the short-range andB hyperpolariz-

ability terms. Although not shown here, very similar results are seen for the liquid phase.

B. Raman spectra of LiF

Calculations of the light scattering spectra of the melt and crystal phases of LiF have been undertaken

using the models discussed above. We used the same quadrupole-polarizable interaction potential31 used

to generate configurations for theab initio calculations. Each simulation contained 512 ions, and was

carried out in theNV T ensemble at the density predicted by the potential under ambient pressure at the

temperature of interest. For the crystal phase, the simulation was run at 298 K, with data collection over a

0.363 ns trajectory of1 × 106 timesteps. The liquid simulation was equilibrated for1 × 105 timesteps at

1138K and statistics calculated over1× 106 timesteps.

The full expression for the polarization induced by the external field (equations 5 and 6) should be solved

iteratively in order to treat the dipole-induced dipole terms in a self-consistent manner. These terms are an

additional source of fluctuations in the total polarizability∆Π of the sample alongside those contained in

{αi({RN})}. Here we iterate equation 6 to first-order, and replace the instantaneous value ofα({rN})

by ᾱ so that the dipole-induced dipole term is calculated as if the ions respond with their average polariz-

ability. The result is that these dipole-induced dipole terms behave as an additional contribution to the total

polarizability

Παβ =
∑

i

[
α

i,(sr)
αβ ({RN}) + α

i,(γ)
αβ ({RN}) + α

i,(B)
αβ ({RN})

]
−

∑
i,j

ᾱiᾱjT ij
αβ (20)

and this is the expression we will use for the calculations of the spectrum from equation (1). This first-order

dipole-induced dipole (DID) model will be adequate provided that the fluctuations in the polarizabilities are

small compared to their mean values, otherwise the replacement of{αi({RN})} by ᾱ will be jeopardized.

If the ratio of the mean polarizability to the inverse cube of the interionic separation becomes large, higher

order DID effects may become important. This could be significant when the cations as well as anions are

polarizable, which is not the case in the materials studied here.

In atomic and van der Waals molecular liquids the DID terms make the dominant interaction-induced

contribution to the light scattering spectrum50. Note that the first-order DID spectrum is then predicted to

be purely depolarized (anisotropic), which follows from the traceless nature ofTij , and hence the depolar-
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FIG. 3: The left-hand panel shows experimental spectra in three independent polarizations for crystalline LiF at 300

K, redrawn from reference52. The T2g and Eg spectra have been increased by factors of 10 and 2 respectively. The

right-hand panel shows corresponding spectra for crystalline LiF calculated from computer simulations at 298 K,

scaled in the same way as the experimental data.

ization ratio of the interaction-induced spectrum will be 0.75. This is found to be the case in simple atomic

liquids such as liquid Argon, but many of the alkali halide melts have been shown experimentally to possess

significant isotropic components in their scattering, which points to the spectrum being dominated by the

fluctuations contained in{αi({RN})}.

1. Results for the crystal

Experimental spectra for crystalline LiF at 300 K in three polarizations have been published by Sharma

et al.52, and are reproduced in figure 3. These determine the three independent Raman spectra, resulting

from fluctuations in the polarizability tensor ofA1g, Eg andT2g symmetries for the cubic crystal. The

scales for theT2g andEg spectra have been amplified 10 and 2 times respectively, and theA1g spectra

occurs only in combination with theEg result as(A1g + 4
3Eg). The shapes of these spectra reflect the form

of the two-phonon density of states. Two phonons of equal and opposite wavevector may contribute to a

spectrum if the distortion of the lattice they produce modulates the relevant component of the polarizability

tensor41. The number of such phonon pairs tends to peak in certain frequency regions (critical points) which

lead to corresponding peaks in the spectrum.
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The spectra calculated from the simulations are shown in figure 3, right-hand panel. The agreement

with experiment is rather good in all but theT2g case; this is by far the weakest spectrum (note the scale

factor of ten). TheEg spectrum compares very favorably; there is a large broad peak at around 625 cm−1

with a shoulder at high frequency, and a smaller peak at 800 cm−1. Both of these features are seen in

the experimental spectrum. The simulatedEg spectrum also shows a weak lower frequency peak at 540

cm−1, and a small bump at high frequency around 930 cm−1, which are not detected in the experimental

spectrum. In the(A1g + Eg) spectrum, we see two additional peaks at 675 and 380 cm−1 arising from

theA1g contribution to the spectrum. For the first of these peaks, there is a clearly visible counterpart in

the experimental spectrum, whilst for the second, we see a feature close by at around 410 cm−1. The

calculatedT2g spectrum is much weaker than either of the other two spectra, in agreement with experiment:

it contains the broad features seen at 450, 600-700, and 800 cm−1, but it lacks the sharp peak seen in

the experimental spectrum at∼600 cm−1, which makes the overall appearance of the calculated spectrum

significantly different from the experimental one. It should be noted that Sharmaet al52 were able to

reproduce these spectra with empirical lattice dynamics and polarizability models much better than we have

on our first-principles, molecular dynamics basis.

A possible reason for missing this sharp feature is that we are not sampling the two-phonon density of

states sufficiently finely. In an infinite crystal, there is a continuous range of phonon wavevectors from zero

to the Brillouin zone boundary. The small size of our simulation cell (4× 4× 4 unit cells) and the periodic

boundary conditions used, mean that the simulation allows only a small number of possible wavevectors

over this range. The number of possible phonon combinations which contribute to the two-phonon density

of states is thus greatly reduced from the infinite crystal case. Nevertheless, we see good agreement with

the broader features seen in the experimental spectra. It may be that these broader features arise from

critical points to which a significant volume of the Brillouin zone contributes, and this is sufficiently well

sampled by the limited set of wavevectors allowed in our simulation cell. The sharper peak appearing in the

T2g spectrum, on the other hand, contains contributions from a much smaller volume of the Brillouin zone

which is missed by our sampling scheme.

Bearing this limitation of calculating the two-phonon spectrum by MD in mind, we conclude that our

calculation of the crystal LiF spectrum is satisfactory in that the distribution of intensities between different

polarizations and between different bands in the spectrum seems to be generally very good.
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2. Results for the liquid

The Raman spectra of alkali halide melts are comparatively featureless. In figure 4, we show logarith-

mic plots of the isotropic (IISO) and anisotropic (IANI – the average of the spectra calculated with the E

and T components of the polarizability) spectra calculated as described above for the simulation of molten

LiF at 1138 K. These spectra are of similar shape to those obtained in our earlier work21 which have been

compared in detail with the experimental spectra obtained by Papatheodorouet al.48. We will not repeat

this comparison here, the lineshapes agreed well, except for the low frequency region of the depolarized

spectrum, and the only significant point of departure concerned the depolarization ratio,ρ(ω). The ex-

perimentalρ(ω) reported in reference48 was essentially frequency independent and close to0.1. For the

previous simulation21, overestimation of the anisotropic scattering was manifested in a depolarization ra-

tio much greater than observed in experiment, and with a significant frequency dependence. The current

theoretical predictions (appearing in the inset to figure 4) are much more in-line with the experimental ob-

servations;ρ(ω) is essentially constant with a value close to 0.18. There is a clear improvement in our

prediction of the shape of the depolarization ratio, though at first sight it would appear that the theoretical

prediction is still somewhat too high. However, the light scattering spectra of LiF were later re-measured

by the same group51, and although the spectral shapes measured were in excellent agreement with those

measured previously, the relative intensity of the anisotropic to the isotropic was found to be higher in the

new measurements. The new measurements will therefore result in an increase in the experimental depolar-

ization ratio though its shape would be the same. Unfortunately for our purposes, these new figures have not

been published. We attribute the improvement in the predicted depolarized spectrum to a better description

of the cancelation between the contributions from the different mechanisms.

3. The role of individual mechanisms

It is of interest to see how each of the different mechanisms identified in the polarizability model affect

the observed spectrum. Values for the zero-time correlation functions are given in table III, they determine

the contribution to the total intensity. We show the auto-correlation functions of the polarizability fluctua-

tions (per ion pair) associated with a given mechanism,A(=sr, B, γ or DID), for example,〈 |∆ΠA
ISO|2 〉

(denotedIA
ISO).

The auto-correlation values give an idea of the importance of that mechanism. We can see therefore

that the short-range term is the most important contributor to the isotropic scattering, and dominates theγ

contribution. For the anisotropic scattering, large contributions are seen from three of the four mechanisms,
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FIG. 4: The simulated isotropic and anisotropic light scattering lineshapes for LiF at 1138 K are shown in the left-hand

panel; also shown in the inset is the simulated depolarization ratio. Right-hand panel: Contributions of the individual

mechanisms to the anisotropic scattering in liquid LiF. The spectra associated with the short-range, DID,B andγ

contributions to the anisotropic scattering are compared with the total spectrum for liquid LiF.

LiF BeF2 LiF BeF2

Isr
ISO 3.790 5.348 Iγ

ISO 0.003 0.106

Isr
ANI 2.487 1.744κsr−DID

ANI -0.78 -0.97

Iγ
ANI 0.001 0.067 κsr−B

ANI -0.77 -0.89

IB
ANI 4.179 4.152κDID−B

ANI -0.92 -0.42

IDID
ANI 2.986 2.668

TABLE III: Scattering intensities by mechanism for liquids LiF and BeF2; polarizability fluctuations are given per

formula unit for each system. In the second column, theκ values indicate the strength of correlations between the

most significant mechanisms.

with theγ term making a negligible contribution. The DID term is appreciable in these simulations, much

more so than was seen in the previous simulation results. This can be attributed to the use of a larger fluoride

ion polarizability (taken from DFT calculations on the liquid phase, rather than the crystal value).

The magnitudes of the cross-correlations are reported in table III in terms of the parameterκA−B

κA−B =
〈
∆ΠA∆ΠB

〉
/

[〈∣∣∆ΠA
∣∣2〉 〈∣∣∆ΠB

∣∣2〉] 1
2

(21)

whose magnitude is governed by the Schwartz inequality to lie between +1 and -1, with the limits reached if

the polarizability fluctuations due to mechanismsA andB are perfectly correlated or anti-correlated. In LiF

we can see that there is a very high degree of (anti-)correlation between the DID andB terms, which means

that their net contribution to the integrated intensity will be much smaller than would be predicted from their
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auto-correlation alone. There are similar, weaker anti-correlations between thesr and DID terms, and the

sr andB terms. The correlation functions involvingγ are too small to merit consideration. The physical

reasons for these correlations was discussed previously on the basis of a rather moread hocversion of the

model20. Although the different terms in the model arise from well-defined distinct physical sources, the

very high degree of correlation between them we now find with theab initio-parameterized model suggests

that we should reconsider whether they ought to be represented separately. We will return to reconsider this

issue at the end of the article.

The overall effect of these cross-correlations is to make the attribution of the anisotropic scattering to a

single mechanism very difficult. Indeed, the amplitude of the total polarizability fluctuation is only around

one-quarter of the fluctuations seen in the auto-correlation functions. In the right-hand panel of figure 4

we show anisotropic spectra associated with the individual interaction-induced polarizability mechanisms,

which we have called “subspectra” in previous works9. The spectra of the cross-correlations tend to behave

as a mixture of their parents. Also shown for comparison on the same intensity scale is the total spectrum;

its intensity is substantially less than several of the component spectra due to the anti-correlations discussed

above.

Theγ contribution appears to be negligible, and we confine our attention to the three remaining terms.

We first note the similarity between the shape of the∆ΠDID and∆ΠB spectra, and the difference in line-

shape from the short-range spectra. These results suggest that the positional fluctuations responsible for

most of the∆ΠB intensity are longer range than those which show up in the short-range spectra, and that

this mechanism appears to couple to the same set of fluctuations seen in the DID spectra. In the region of

0-350 cm−1, the high degree of anti-correlation between the DID andB terms seems to almost completely

cancel the influence of these terms on the lineshape, and the shape of the total spectrum is very similar to

that due to the short-range term alone. In practice, except the highest frequencies, the anisotropic line shape

may be regarded as a property of∆Πsr reflecting the near-neighbor dynamics in the melt.

IV. RESULTS: SIMULATIONS OF BEF 2

A. Parameterization of the model for BeF2

Using a quadrupole-polarizable interaction potential39 we carried out an equivalent parameterization of

the light scattering model for liquid BeF2. DFT calculations of the ionic polarizabilities were performed on

three liquid configurations, each containing 72 ions, which were taken from simulations of the liquid phase

at 1300 K. The F− ion polarizability ᾱF extracted from these calculations are smaller than those seen in
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liquid LiF, with an average value of 6.23a3
0. The results of the fitting procedure are shown in table I, and

the parameters obtained are given in table II. The anion-cation short-range parametersaF−Be andbF−Be are

quite similar to the corresponding Li-F values, whilst the parameterscF−Be anddF−Be are slightly larger.

This is consistent with a short-range effect of comparable magnitude, but which decays more rapidly with

ionic separation due to the smaller size of the Be2+ ion. The hyperpolarizabilities of the F− ion are consid-

erably smaller than those obtained in the LiF case. This may be a consequence of the greater compression

of the F− ion, as witnessed by the reduction inᾱF, but it may also be a suggestion that the fitting process

is not differentiating the different terms sufficiently well. In the LiF fits we set the initial values of the

hyperpolarizabilities to the values which had been found in the previous embedded cluster calculations47

and found good fits without a substantial change in these values: in BeF2 the hyperpolarizability values

consistently moved to smaller values.

The fit quality is again good, showing that, despite the higher cation charge and the less symmetrical

coordination environment around the anions in BeF2 compared to LiF, the model is capable of reproducing

the DFT-calculated polarizabilities. The fluoride ions in liquid BeF2 are predominantly bridging between

adjacent BeF2−4 tetrahedra, with two nearest-neighbor Be2+ ions forming a bent Be-F-Be bond.

B. Light scattering in pure BeF2

The Raman spectrum of liquid BeF2 was calculated at 1300 K. The simulations were carried out with

both quadrupole and dipole polarizable interaction potentials39, with similar results obtained in both cases.

The simulations were equilibrated over several nanoseconds (the structural relaxation time at 1300 K is

over 100 ps) and the spectra were obtained from trajectories of approximately 200 ps. In figure 5, we show

the experimental polarized and depolarized spectra for the room temperatureglassmeasured by Galeener

et al.34, together with the corresponding spectra calculated from the simulations of theliquid. The Raman

spectrum of BeF2 is much more structured than that of LiF due to the persistence of quasi-molecular ionic

complexes, like BeF2−4 , on much longer timescales than the Raman observation32,40. We were unable to find

an experimental spectrum for the liquid phase but, to the extent that there is no major shift in the equilibria

governing the formation of these species due to the change of temperature, we can expect the liquid and

glassy spectra to be comparable.

The main features of the experimental Raman spectra are predicted well by the simulation. There is a

strong highly polarized feature at 282 cm−1, with several shoulders on both the high and low frequency

side, whose origin has been ascribed to a symmetric-stretching type motion of the bridging fluoride ions34.

A highly polarized peak with similar sidebands is present in the simulated spectrum at around 300 cm−1;
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FIG. 5: The polarized and depolarized Raman spectra of vitreous BeF2 at room temperature, redrawn from34, are

shown in the left-hand panel: the sharp glitch at about 410 cm−1 is an experimental artifact. In the right-hand panel

the corresponding spectra from simulations ofliquid BeF2 at 1300K are shown, together with the isotropic spectrum.

In the inset the contributions of the different scattering mechanisms to the depolarized spectrum are shown, note the

strong cancelation of thesr andB-tensor mechanisms in the region of 800 cm−1

it shows a shoulder at 361 cm−1 on the high frequency side of the main polarized peak, which arises

entirely from the isotropic scattering. The latter appears at exactly the same frequency as the smaller of

the two peaks in the simulated infra-red absorption spectra39. A shoulder with the same shift from the

main polarized band is also seen in the experimental Raman spectrum and Galeeneret al34 noted that the

frequency of this shoulder coincided with that of the smaller peak in the experimental IR spectrum34. At

higher frequencies, between 700 and 900 cm−1, two or three weaker, broad and much less highly polarized

lines are also seen. Corresponding depolarized bands are seen in the experimental spectrum, at slightly

higher frequencies.

We will discuss the origin of these features in more detail below, after we have discussed the spectra of

the LiF/BeF2 mixtures.

1. The role of individual mechanisms

The values for the zero-time correlation functions are given in table III, alongside those for LiF. The

short-range term is again the dominant contributor to the isotropic scattering, and far outweighs theγ

term. The short-range, DID andB mechanisms all have substantial auto correlations which suggest that the

make important contributions to the anisotropic scattering. There is however, a very large degree of anti-

correlation between these terms, so that their net contribution to the scattering intensity is greatly reduced

and it is difficult to associate specific features in the total spectrum with a single mechanism.
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This issue is highlighted in the inset to the right-hand panel of figure 5, which shows the anisotropic

spectra associated with the individual interaction-induced polarizability mechanisms, as well as the total

spectrum. It can be seen that theB andsr mechanisms both have substantial peaks at about 800 cm−1,

this is the region of asymmetric stretching vibrations of the BeF4 tetrahedra. However, because of the

anti-correlation between theB andsr contributions, the total spectrum shows only a weak peak at this

frequency. From one perspective, this finding is a considerable success since the feature is indeed weak

in the experimental spectrum. On the other hand, it is not desirable to have the observable appear as

a difference between two large terms, resulting in large errors as a consequence of small errors in the

individual terms. The DID mechanism may contribute to the scattering in the lower frequency regions (less

than 500 cm−1), but does not seem to show up the vibrational features of the coordination polyhedra in the

same way as the other mechanisms.

V. LIF-BEF 2 MIXTURES

A. Parameterization of the model for LiF-BeF2 mixtures

It is very desirable that the polarizability model is tranferable between the pure materials and their

mixtures – this should be so if the model contains a good representation of the physics governing the

interaction-induced contributions to the polarizabilities of the ions. We have noted above that the para-

meters in the model seem to be sensibly related between LiF and BeF2, though we have seen larger than

expected changes in some values, notably the hyperpolarizabilities. In order to see if we can produce a

good, transferable compromise, a polarizability model for the LiF-BeF2 mixtures was obtained by fitting to

theab initio polarizabilities for the pure liquid LiF and BeF2 simultaneously. In the past, we have shown

that a very good description of the interionic interactions in the mixture can be obtained by fitting a single

interaction potential toab initio data on both pure phases. The results of the fitting of the polarizability

model are shown in table I, and the parameters obtained are given in table II.

The quality of the fit is particularly good for the isotropic polarizability, and is comparable to that ob-

tained in the case of pure BeF2. This is remarkable as the data in table II shows that the mean polarizabilities

of the F− ions in liquid LiF and BeF2 differ quite considerably. The short-range term alone dominates the

isotropic polarizability. Using separate short-range parameters to model the effects of the neighboring Li+

and Be2+ ions, it has been possible, within a single model to reproduce the difference in average polariz-

ability between these two liquid phases and also the fluctuations. The quality of the fit to the anisotropic

components of the polarizability is less satisfactory, which probably reflects the difficulty of representing
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the hyperpolarization effects in both systems with the same hyperpolarizabilities. One final point concern-

ing the model is the value used for the average F− polarizability which determines the strength of the DID

effects. In this work, we have taken its value to be the average of the DFT calculated polarizability of the

fluoride ion in the liquid phases of LiF and BeF2.

B. Light scattering in LiF-BeF 2 mixtures

We performed simulations of the Raman scattering from three LiF-BeF2 mixtures containing 75, 67

and 50 % LiF at temperatures of 873K, 873K and 1073K, respectively. The trajectories were continua-

tions of those used to study the conductivity and viscosity of these systems32, and have already been well

equilibrated. The simulations of the light scattering spectra were performed over one million MD steps –

approximately 360 ps – on samples of roughly 500 ions.

In figure 6, we show an example of an experimental Raman spectra for the mixture of composition 60-40

% LiF-BeF2
38, which shows the general form exhibited by each of these spectra. It was also noted that the

effect of temperature on these LiF-BeF2 spectra was negligible. The main features are a broad, polarized

peak at 525 cm−1, and much weaker, depolarized bands at∼800 cm−1, 383 cm−1 and 220 cm−1. As

the melt composition is changed, similar features are observed until the BeF2 mole fraction exceeds 50%

though the bands broaden and shift. For higher concentrations the spectrum progressively changes shape

and evolves into the form of the network spectrum also seen in SiO2 and GeO2. In particular the strong

polarized peak appearing at about 525 cm−1 in the relatively dilute mixtures shifts progressively to lower

frequencies. In the limiting case of pure molten BeF2, it converges to the previously discussed 282 cm−1

band34.

In the right-hand panel of figure 6, we show the polarized, depolarized and isotropic scattering of the

mixtures predicted in our simulations at the 67-33 composition, close to the composition of the experimental

spectrum. The agreement between simulation and experiment is good, though the intensity of the broad

depolarized band close to 800 cm−1 seems to be underestimated. The reason for this can be seen in the inset

to the right-hand panel of the figure, where we show the spectra associated with theB andsr mechanisms

together with the total anisotropic spectrum. Both “subspectra” contain strong broad peaks at 800 cm−1

but, because of the anti-correlation between the two mechanisms, to which we have drawn attention above,

the two contributions almost perfectly cancel out in the total spectrum. It is clear then that the relevant

vibrational motion is present in the simulations, and that it can couple to the polarizability, but that the

degree of anti-correlation between the different mechanisms is overestimated in the polarizability model we

have used. Spectra of similar appearance were obtained at the other compositions studied.
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FIG. 6: Experimental Raman spectrum of molten LiF-BeF2 (60-40 mol %) from reference38 are shown in the left-

hand panel: the sharp feature at about 350 cm−1 is an experimental artifact. In the right-hand panel we show the

polarized, depolarized and isotropic spectra calculated from the simulations. In the inset we show the contributions of

the separate mechanisms to the depolarized spectrum: note the strong cancellation of thesr andB-tensor mechanisms

resulting in a very low intensity for the strong feature at 800 cm−1 in the calculated spectrum.

75-25 66-34 48-52

873 K 873 K 1073 K

A1 532 (550) 533(540) 545 (480)

E 230 (235) 243 (-) 235 (-)

T2-stretch 770 (795) 769 (790) 795 (820)

T2-bend 359 (375) 355(365) 355 (-)

TABLE IV: Vibrational densities of states for the tetrahedral normal modes in LiF-BeF2 melts. The peaks of experi-

mentally observed Raman peaks, where discernible, are given in brackets. Note that the good correspondence between

the experimental spectrum and isolated tetrahedral ion picture at low BeF2 concentrations progressively degrades as

the network forms.

The structures of the LiF-BeF2 mixtures are dominated by the strong tendency of the F− ions to form

long-lived tetrahedral complexes with Be2+. In the more dilute (in BeF2) mixtures, independent BeF2−
4

ions may form, and the Raman spectra are dominated by the characteristic bands expected for tetrahedral

molecular ions which behave as independent scattering centres. In this régime, we can compare the posi-

tions of the Raman bands with the peaks of the density of states of the vibrational normal modes of these

molecular ions, which can be calculated by the method of Pavlatouet al53. In table IV we compare the

positions of these maxima with the positions of the Raman band peaks reported in38. For the most dilute

mixture (75:25) there is a good correspondence between the normal mode frequencies and the experimental

Raman band positions, the latter appear at slightly higher frequency than the simulations. The polarization
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characteristics are in accord with the symmetries of the normal modes. The correspondence is still quite

good at 66:34; this is the limiting composition (Li2BeF4) at which a picture of independent BeF2−
4 ions

might be appropriate, at higher concentrations these tetrahedral units must progressively link together to

form more and more complex oligomers (Be2F3−
7 , Be3F4−

10 , etc.), eventually leading to the formation of a

complete tetrahedrally coordinated network in pure BeF2. This process was detailed in reference32. The

oligomer vibrations involve coupling of the BeF2−
4 units so that the vibrational bands seen in the Raman

(and infrared) spectrum occur at different frequencies to those calculated from the densities of states of the

individual BeF2−4 centres.

The simulated Raman spectra track the changes seen in the experimental spectra caused by this cou-

pling. The most distinctive change involves the lowering of the frequency of the main polarized band from

∼550cm−1 for the isolated BeF2−4 ion in the 75:25 mixture to the∼282cm−1 in the pure melt. This as-

sociated with a change in the character of the relevant vibration from a stretch of a single Be-F bond to

a complex coupled vibration of the Be-F-Be linkages which make up the network. Each of the simulated

spectra for the LiF-BeF2 mixtures show a single, broad and polarized peak such as that seen in experiment:

for the mixture of composition 75-25 mol % LiF-BeF2, this peak is observed at 504 (550) cm−1, and shifts

to lower frequency as the BeF2 content of the melt is increased. There is a small shift to 503 (540) cm−1 at

67-33 mol %, followed by a much larger shift to 443 (480) cm−1 at the 50-50 composition, the peaks in the

experimental spectra are given in brackets38. Although the frequencies at which we observe this peak are

consistently∼40 cm−1 too low, the simulations predict rather well the shift in its position with changing

composition of the melt. As we have already seen there is a good correspondence between the shape and

position of this polarized band in the pure melt.

The formation of the network has a more subtle effect on the bands seen in the depolarized spectrum. As

shown in figure 6 and table IV the broad band at∼800 cm−1 in the dilute solutions may be associated with

the density of states of the T2 stretching vibrations of the BeF2−
4 units, which are active in the infrared and

Raman (depolarized). Weak depolarized features are observed in the Raman and infared spectra of the pure

melt in the same frequency range, and whilst the overall character of the ionic motion which is responsible

for the spectra remains the same, several sub-bands form. When the network forms, these vibrations are

no longer independent and we must take into account the equivalent of the “k=0 selection rule” of the

spectroscopy of crystals –i.e. only the vibrations of different bonds which make in-phase contributions to

the polarizability and dipole moment are seen in the Raman and infrared spectra. Galeeneret al.34 noted

three features in the experimental spectra at frequencies of 745, 810, and 940 cm−1, the first of these appears

at the position of the high-frequency peak in the infra-red absorption spectra. We also see in theB andsr

subspectra the broad density of states band (right-hand panel of figure 6) breaking up into three components
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(right-hand panel of figure 5) with the lowest frequency component the infrared active one. It is possible to

recognize similar features in the spectra of long wavelength charge-density waves in the simulations28.

VI. DISCUSSION

We have described a practical process for the calculation of a Raman spectrum from first principles

which can be applied to molten systems; this has been made possible by the ability to calculate the polariz-

abilities of individual ions in a general condensed-phase environment26. No experimental information was

used in the simulations of the Raman spectra we have illustrated, and their comparison with the available ex-

perimental data at least suggests that it would be worthwhile to further refine the procedure. This depended

on the introduction of specific functional forms for the dependence of the polarizability and the interaction

potential on the ionic positions. The representation of the interaction potential has been developed system-

atically over a number of years and shown to reproduce other properties of the materials we have studied

here quite accurately. In this work, those aspects which reflect on the quality of the underlying potential

have performed well. Except for the T2g component of the LiF crystal spectra, which is a very demanding

test, the frequencies of the experimentally observed Raman peaks have been reproduced quite accurately as

well as the evolution of the BeF2:LiF spectra from the dilute solution to the network melt. Critical attention

should therefore focus on the representation of the fluctuating polarizability.

The model used for the polarizability was that suggested by calculations of the polarizabilities of ions

embedded in distorted crystal lattices20 on relatively weakly interacting, high coordination number ionic

systems like alkali halides. The model involves the introduction of several different mechanisms each of

which could be independently recognised in that context. In the present work, the isotropic polarizability

fluctuations appear to have been modeled very successfully, in all cases it proved straightforward to fit

the fluctuating polarizabilities coming from theab initio calculations and the isotropic contributions to the

spectra have been reproduced well, judging by the comparison with experiment. In the materials studied,

however, only the short-range mechanism has made a significant contribution, so the representation has, in

this case, turned out to be rather simple. The parameters appearing in the Drude-inspired representation

of these terms have changed from one material to another in a sensible way. The ability to represent the

isotropic polarizability reliably is significant because most of the structural information about coordination

structuresetc. is derived from the isotropic contributions to the polarized experimental spectra2.

Several observations suggest that the representation of the anisotropic components of the polarizability

tensor has been less successful, it appears that the multi-mechanism representation may be more compli-

cated than is necessary or desirable for the melt spectra. In the anisotropic (depolarized) spectra we have
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calculated here, three mechanisms have been found to play an important role. Although we have been able

to fit theab initio data, the parameter values have differed from one material to another in an unsystematic

way. In the calculated spectra we have seen that there may be a very strong (destructive) interference be-

tween the different terms, which leads to errors through almost complete cancelation. We have also seen

that different mechanisms have similar subspectra, especially thesr andB-tensor. These strong correla-

tions between different terms suggests that they are all being triggered by the same types of fluctuation in

the fluid. This is, at first sight, surprising since theB-tensor, DID (andγ) terms all involve long-ranged

functions of the interatomic fluctuations, whereas thesr-term with which they interfere involves functions

which only extend over one or two ionic diameters. The conclusion is however, that the inclusion of the

explicitly long-ranged contributions to the polarizability may be unnecessary and that the fitting procedure

and the subsequent calculation of the spectra would be more straightforward if a single, short-ranged form

were introduced which incorporated all the effects currently separated in thesr,B-tensor andγ forms. We

note that Pasquarello4 and Scandolo8 and co-workers have shown how (short-ranged) bond-polarizability

models may represent the calculated polarizability fluctuations well in materials like SiO2, and this suggests

that we should explore the use of such models in future extensions of this work.
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