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ABSTRACT

In this paper we first present two approaches, Frequen-
tist and Bayesian, to calculate the Confidence Interval (CI)
of Area Under the Curve (AUC). The goal of this study is
to compare both approaches and find out if they reveal
significant differences along the sample size.

We first generate a large number of hypothetical cases,
based on True Negative (TN), True Positive (TP), False
Positive (FP) and False Negative (FN), that lead to to spe-
cific AUC values (90, 85, 80, 75, etc.). We then use both
Frequentist and Bayesian approach to calculate the AUC
CI bounds,AUCL andAUCU , and plot them for visual
comparison.

Results indicate that 1) for one sample size value the
Bayesian approach can have multiple AUC CI bounds val-
ues, while the Frequentist has unique set of bounds, 2)
for all sample size, theAUCL andAUCU values using
the Frequentist approach are consistently under-estimated
compared to the Bayesian ones, and 3) for very large sam-
ple size both approaches converge toward same values.

1. INTRODUCTION

In research fields such as machine learning, pattern recog-
nition, data mining, medical diagnosis, etc. performance
evaluation results are typically claimed in terms of sensi-
tivity, sensibility and accuracy. However these measures
are limited in the sense that they do not provide any sense
of scale related to sample size. To indicate the reliabil-
ity of such measure, Confidence Intervals (CI) need to be
calculated based on sample size.

The choice between the Frequentist and Bayesian ap-
proach is an important aspect in performance evaluation.
From their fundamental definition, they imply that the Fre-
quentist approach is based on the assumption of large sam-
ple size while the Bayesian approach is more suitable for
small sample size.

In this paper we are interested to compare the differ-
ence between both approaches as we increase the sample
size from very small to very large. In practice, the major-
ity of results presented in the scientific literature has often
limited value, as based on small sample size. Therefore
this makes the choice of an appropriate approach to calcu-
late AUC CI bounds is of great importance.

Based on previous work [7], we first present both Fre-
quentist and Bayesian approaches. The Bayesian approach
in particular is based on Receiver Operating Characteristic

(ROC) analysis, and was developed for the performance
evaluation of intelligent medical systems [9].

The rest of the paper is organized as follow. In Sec-
tion 2, we present the two main approaches to calculate
AUC CI. In Section 3 we present results when comparing
both approaches. Finally, we conclude the paper in Sec-
tion 4.

2. APPROACHES FOR AUC CI

Considering a 2-class medical diagnosis, e.g. diagnosis of
ovarian cancer [10], thus having four possible outcomes:
True Positive (TP) when the tumor is malignant and di-
agnosed correctly, True Negative (TN) when the tumor is
benign and diagnosed correctly, False Positive (FP) when
the tumor is benign but diagnosed incorrectly as malig-
nant, and False Negative (FN) when the tumor is malig-
nant but diagnosed incorrectly as benign. Using the pa-
rameter set{TN,TP,FP,FN}, one can calculate the sensi-
tivity (TP/(TP+FN)) and specificity (TN/(TN+FP)), and
use them to plot points of the Receiver Operating Charac-
teristic (ROC) curve (i.e. Sen vs 1-Spe) and calculate the
Area Under the Curve (AUC) [3].

2.1. Frequentist Approach

Inspired from Wilson’s score method [11][6], a Frequen-
tist approach was proposed in [7] to calculate, for a spe-
cific confidence level (1 - alpha, with alpha 0.05 and 0.01,
for respectively, 95% and 99%), the lower (AUCL) and
upper (AUCU ) AUC CI bounds:
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wheren is the sample size, andz has normal distribution
with a value of 1.96 for 95% CI (2.577 for 99% CI). To
illustrate the variations ofAUCL andAUCU using the
Frequentist approach for an alpha level of 0.05 (i.e. 95%
CI) and 0.01 (i.e. 99% CI), we plot examples for AUC
(0.9, 0.7, 0.5, and 0.3) in Figure 1 for 95% CI.

It is worth noticing that by definition, the validity of
the Frequentist approach should only be for large sample
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Fig. 1. AUC with AUCL andAUCU using the Frequen-
tist approach

size. However, in practice, as only relatively small sample
size are often used one should look for a Bayesian ap-
proach. Another limitation of the Frequentist approach is
that formulae do not detailn=TP+TN-FP+FN, whereas as
we will show with the Bayesian approach, there could be
different valuesAUCL andAUCU for one value ofn.

2.2. Bayesian Approach

Based on the original work by Tilbury [9], the Bayesian
approach [8] is a methodology, derived from first prin-
ciples, which calculates the probability density function
(PDF) for each point on a ROC curve for any given sam-
ple size, and use them to plot the CI contour at a specified
alpha level. The method, validated by Monte Carlos simu-
lations, was shown to be accurate and robust, and most im-
portantly not having any assumptions on the distribution.
A graph search method was proposed in [9] to find values
of AUCL andAUCU , and applied to the issue of Sam-
ple Size Determination (SSD) in [7]. However one major
limitation of the graph search is its computation time.

In this paper, results data from the contour graph are
used to obtainAUCL andAUCU . Following the contour
plot, we extract points coordinates and with a slope equa-
tion from a line passing via two points (x1 y1) and (x2
y2), we obtain the orientation angle,θ, as:

θ = atan

(

y2− y1

x2− x1

)

(3)

An example of the trajectory of the angle (slope of
the tangent) along the contour is shown in Figure 2(b).
A simple test for crossing the 45 degree line detects the
contour points corresponding to the tangent of the con-
tour. Even with a large square grid (20482) for the ROC
PDF calculation resulting in a contour with a large number
of points (more than 1500), the exact position of the two
ROC points of interest are found very rapidly. As shown
in Figure 2(b) the angle of the contour trajectory is cutting
the 45 degree (oblique) twice, corresponding to the posi-
tion of the two ROC points atAUCL andAUCU . The
accuracy of the resulting AUC CI bounds depends on the
grid size, however the calculation is faster than the method
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Fig. 2. Example with a) ROC points with 95% CI contour,
and b) Angle trajectory along the 95% CI contour at the
ROC point

in our previous work [7]. At these ROC point coordinates
(RocPtX and RocPtY) we use the trapezoidal rule to cal-
culate the AUC.

3. RESULTS

We elaborated the following procedure. We enumerate the
parameter set{TN,TP,FP,FN} that gives exact sensitivity
(e.g. 90%) and specificity (e.g. 90%), thus exact AUC,
i.e. 0.9. Using AUC andn, we calculateAUCL and
AUCU using the Frequentist approach with Eq.(1) and
Eq.(2). Using the same values of the{TN,TP,FP,FN} pa-
rameter set, we also calculateAUCL andAUCU using
the Bayesian approach.

Our initial hypothesis was that there would be a clear
difference between both approaches and that we could ob-
tain an interval ofn ∈ [NL . . . NU ] within which such
difference would be very small, and also identifynsss at



which such difference was minimal, defining asmall sam-
ple size.

However, as shown in the examples in Figure 3, the
difference between both approach and for various AUC is
constant. There is no value of sample sizensss at which
the difference is minimal. We can only assume that the
Frequentist approach behaves better than expected for small
sample size. It is also clear from Figure 3(a) to Figure 3(f)
that with the Bayesian approach using the parameter set
{TN,TP,FP,FN} we can obtain many different AUC CI
bounds for each sample size. This issue gradually fades
away for large sample size, converging to only one value
of AUCL andAUCU .

We observe thatAUCL andAUCU values using the
Frequentist approach are consistently under-estimated in
relation to the Bayesian ones. Furthermore, the Bayesian
approach shows that for a sample sizen there could be
differentAUCL andAUCU values, while the Frequentist
approach provides one unique pair of bounds.

4. CONCLUSIONS

In this paper, we presented both Frequentist and Bayesian
approaches to calculate AUC CI bounds, with an aim to
compare them from very small to very large sample size.
We defined a procedure to enumerate{TN,TP,FP,FN} pa-
rameter sets to obtain exact sensitivity and specificity, thus
exact AUC values. These are then used to calculate and
compare, using both Frequentist and Bayesian approaches,
AUCL andAUCU the AUC CI bounds.

The Bayesian approach has the advantage to give exact
AUC CI bounds for all possible{TN,TP,FP,FN} parame-
ter sets at a specific sample size, this is an important aspect
for medical diagnosis. We also observed from the results
that the Frequentist approach consistently under-estimates
the AUC CI bounds compared to the Bayesian ones. Fi-
nally, as expected both approaches converge towards the
same CI bounds when the sample size become very large.

Future work will be re-evaluating the performance of
medical systems, in particular when studies have small
sample size, such as for EEG-based detection of Alzheimer
Disease (AD) [1][2] and diagnosis models in gynecology
and obstetrics [5][10]. A comparison with tailed Jeffreys
prior interval [4] will also be investigated.
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(a) AUC = 0.95
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(b) AUC = 0.85
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(c) AUC = 0.80
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(d) AUC = 0.75

0 50 100 150 200 250 300 350 400 450 500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1  

Sample Size

AUC with U/L 95% CI

 

A
U

C
 (

w
ith

 U
/L

 C
I)

BayesAUC−U
AUC
BayesAUC−L
Freq−AUC−U
Freq−AUC−L

(e) AUC = 0.70
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(f) AUC = 0.65

Fig. 3. Plot of AUC 95% CI using Frequentist and Bayesian approaches for various AUC


