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to the translation initiation factor elF4E
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Department of Physics, University of Warsaw,
Zwirki © Wigury 93, 02-089 Warszawa, Poland

Abstract

The electrostatic free energy of binding of two analogues of the 5’-mRNA cap,
differing in size and electric charge, to the wild type and mutated eukaryotic
initiation factor elF4E was computed using the finite difference solutions to
the Poisson-Boltzmann equation. Two definitions of the solute-solvent dielec-
tric boundary were used: van der Waals model, solvent exclusion (SE) model.
The computed electrostatic energies were supplemented by estimations of the
non polar and entropic contributions. A comparison with experimental data
for the investigated systems was done. It appears that the SE model with
additional contribution fits experimental findings better than the van der
Waals model does.

Key words:  electrostatic binding energy, dielectric boundary, charge
mutants

1. Introduction

Electrostatic interactions substantially contribute to the energetics of a
variety of processes involving biomacromolecules [1]. One of the interesting
aspects of electrostatic interactions is related to protein-ligand binding, where
the term “ligand” refers to either a small molecule or another biomacro-
molecule. A high degree of complementarity of the charge distribution on
the interfacing surfaces of associated molecules is frequently observed. One
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of the best known examples is the barnase-barstar complex [2, 3]. Barnase
is the extracellular ribonuclease produced by Bacillus amyloliquefaciens, and
barstar is its intracellular inhibitor.

Because of the charge complementarity one may expect that electrostatic
interactions favour formation of protein-ligand complexes. Such expectations
were confirmed experimentally, among others, by an approach using site di-
rected mutagenesis [4] to modify a charge at a particular site on the protein
surface, originated by Fersht and co-workers [5]. For example, kinetic and
equilibrium measurements with mutations of the residues in the barnase-
barstar interface confirmed that neutralisation of charged residues within
the interface significantly reduce the binding constant [6, 7]. But in exper-
iment, it is not possible to cleanly isolate electrostatic contributions from
other factors. A physically sound approach to evaluate electrostatic energy
is offered by a description of the solute-solvent system within the Poisson-
Boltzmann (PB) model and a solution of the corresponding PB equation by
the finite difference method (FDPB) [8]. The PB model treats the solute
as a low-dielectric region bounded by the molecular surface and containing
atomic charges at positions of the atomic nuclei determined e.g. by x-ray
crystallography. When a given solute molecule possesses titratable groups,
the partial charges assigned to atoms depend on the ionisation states of these
groups. The solute is surrounded by a high-dielectric aqueous solvent which
may contain a dissolved electrolyte. The mobile charge distribution in the
solvent is described by the Boltzmann distribution, while electronic polariz-
ability is implicitly included in the assumed dielectric constants of the media.
The free energy of a given molecule, computed within the PB model, is given
by the work required to assemble a set of n point charges, corresponding to
the atomic partial charges, within the low-dielectric region [9]:

1 n
Gelec - 5 kz:; Qk¢k (1)

where ¢ is the electrostatic potential at the location of charge ¢,. When
the electrostatic potentials ¢ are computed as a solution to the appropriate
Poisson-Boltzmann equation, with a requirement to satisfy boundary condi-
tions imposed by the existence of the surfaces separating regions of different
dielectric properties, they represent the total electrostatic potentials, consid-
ered to be the sum of the coulombic potentials due to all other charges except
the charge k, plus the total reaction field at the location of the charge k, re-



sulting from existence of the dielectric boundary. The electrostatic protein-
ligand association energy is thus given by

‘ 1 npr 1 np 1 nr
bind __ (PL) ,(PL) (P) 4 (P) (L) (L)
AGeee = 52% k _izqk s, _§qu k (2)
k=1 k=1 k=1

where npr, np and ny, are number of charges appropriate for the protein-
ligand complex, the free protein and the free ligand, respectively. Eq. (2)
describes the electrostatic effects on binding affinity, within approximation
of a single (macro)molecular conformation fixed in a given protonation state.

PB calculations usually show that the electrostatic contribution to bind-
ing is unfavourable due to the large desolvation penalty of charged and polar
groups which is not sufficiently compensated by the direct charge-charge in-
teractions at the protein-ligand interface [1, 10, 11, 12, 13]. The unfavourable
electrostatic contribution to the free energy of binding is usually obtained
when the dielectric boundary is specified as the solvent exclusion (SE) sur-
face along with solute dielectric constant in the range of about 2 to 4. Zhou
and coworkers [14], studying the barnase and barstar complex, reduced the
desolvation cost and the strength of charge-charge interactions by using the
van der Waals (vdW) surface as the dielectric boundary and they obtained
a negative electrostatic contribution of —11 kcal/mole to the binding free
energy, for a protein dielectric constant of (¢,) of 4, and an ionic strength
of 25 mM. However, the vdW surface of a protein molecule is surrounded
by many small crevices, which are assigned the solvent (i.e. high) dielec-
tric constant, therefore the physical correctness of this model might be not
certain. Alexov [15] has noted the fact that x-ray crystallography does not
identify many buried waters in proteins and therefore he considered vdW
models to be not correct. But one might argue that the vdW model is con-
sistent with ascribing protein interior slightly higher dielectric constant than
that would result from only electronic polarizability, due to fluctuations in
the conformation as a response to the electric field. The regions indicated
as the crevices correspond to less densely packed regions of the protein, and
one might expect even larger structural fluctuations in these regions than
usually, what might be reflected by assigning still higher dielectric constant
than just 4. Smoothing procedure used to ascribe dielectric constant to grid
centres in the FDPB methods, results in the values of the dielectric constant
between 4 and that ascribed to the solvent (i.e. about 80). Finally, we should
also recall a work by Lee and Tidor [16] who have shown that by varying



the atomic point charges of barstar they were able to make the electrostatic
free energy of binding as low as —6.1 kcal/mole with the SE model for the
dielectric boundary.

The vdW model of the solute-solvent dielectric boundary was shown by
Zhou and coworkers [14] to exhibit one additional advantage over the SE
model. They investigated electrostatic contributions to the binding stability
of the 17 charge mutations neutralising charged residues lining the binding in-
terface of barnase and barstar, and they concluded that the vdW model with
€p,= 4 was most consistent with published experimental data, i.e. this model
predicted an overall electrostatic stabilisation and quantitatively reproduced
the observed effects of mutations. Similarly, in a case of protein-nucleic acid
interactions, Qin and Zhou have found that the vdW model predicts stabilis-
ing electrostatic interactions for complex formation and also results in better
agreement with experimental data regarding effects of charge mutations [17].

In this work, we compare SE and vdW models of the dielectric boundary
referring to the system of elF4E protein and analogs of 5-end of mRNA.
Association between elF4E protein and 5-end of mRNA is one of the es-
sential steps in the initiation of eukaryotic mRNA translation [18]. The
abbreviation “elF4E” stands for an eukaryotic initiation factor 4E. Eukary-
otic mRNAs possess a cap structure consisting of a 5’-5’-triphosphate bridge
of a general form m’GpppN, where m’G is the 7-methylguanosine, and N
can be any of the four nucleosides [19]. The crucial element of the cap recog-
nition consists of sandwiching of the alkylated base between the side chains
of two conserved tryptophans (Trp-56 and Trp-102 in the murine elF4E).
Moreover there is a number of hydrogen bonds stabilising the complex, N1
and N2 of m"G make hydrogen bonds with the carboxylate oxygen atoms of
Glu-103, and Arg-157 and Lys-162 make such contacts with oxygen atoms of
the phosphate groups. Many of these hydrogen bonding interactions include
contributions due to direct electrostatic interactions because the interacting
groups are ionised. These insights into structural characteristics of cap-elF4E
complexes were mainly obtained from three-dimensional structures by x-ray
crystallography [20, 21, 22| and multidimensional NMR study [23].

We computed electrostatic contributions to the binding free energy for
three variants of eIF4E protein: wild type (wt), K159A mutant, and wt with
phosphorylated Ser-209 (S209Sp), and two cap analogues: 7-methylguanosine
5'-triphosphate (m”GTP), and 7-methylguanosine 5-tetraphosphate (m”Gpy).
The Ser-209 is phosphorylated in response to treatment of cells with growth
factors, hormones and mitogens [18], and it was postulated that phosphoryla-
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tion of Ser-209 could generate a salt bridge with Lys-159, which would intro-
duce a retractable bridge covering the cap-binding slot near its entrance [20].
At the current state of crystallographic refinement, there is no well-localised
electron density for the side chain of Lys-159 [20, 21]; therefore structural
data for this chain must be obtained by molecular modelling methods. Em-
ploying the above variants of elF4E protein and its ligands, we show that
including reasonable evaluations of non polar and entropic contributions to
the binding free energy, we obtain better agreement with the experimentally
determined free energies of binding when SE model is used rather than the
vdW model.

2. Materials and Methods

2.1. Cap analogues, mutants of elFJE, fluorescence titration measurements
and experimental data

Synthesis of cap analogues, mutagenesis, expression and purification of
elF4Es, as well as fluorescence measurements and data analysis were de-
scribed in detail elsewhere [24].

The binding of cap analogues to elF4E can be followed by measure-
ments of quenching of intrinsic tryptophan fluorescence of elF4E, see e.g. [25],
due to sandwich stacking between 7-methylguanine and two tryptophan in-
dole rings [20, 23]. The titration experiments were carried out in 50 mM
Hepes/KOH (pH 7.2), 1 mM DTT, 0.5 mM EDTA and appropriate amount
of KCl. Equilibrium association constants, K, are determined by fitting
the theoretical prediction for the fluorescence intensity on the total concen-
tration of cap analogue to the measured titration data points.

Equilibrium binding constants, measured for investigated elF4E-cap pairs,
are presented in Table 1. They are calculated as an average of several in-
dependent titrations. The standard Gibbs free energy changes for complex
formation were calculated from the K,s values according to the standard
equation AG° = —RTInK,,,. The presented equilibrium binding constants
for complexes of wild type and mutated eIF4E protein with m”GTP ligand
were determined for the purpose of the present work, the remaining equi-
librium binding constants connected to m’Gp, ligand were reported previ-
ously [24].



2.2. Computational procedures

For our calculations we used a crystal structure of truncated murine elF4E
(28-217) complexed with a dinucleotide cap analogue, m’GpppG, available
from the Protein Data Bank (PDB) [26], under accession code 1L8B [21].
Monomer B of this structure was used.

The PDB file does not contain coordinates for the second guanosine of the
dinucleotide cap analogue, which is missing in the electron density because of
high flexibility. Therefore, the coordinates present in the original structural
file can be used as representing just the complex of elF4E with m”GTP.
Missing heavy atoms, e.g. those corresponding to the side chain of Lys-159
in elF4E protein, discussed above, were built in with the molecular dynamics
program CHARMM [27]. Hydrogen atoms were added to the structures
using the CHARMM routine HBUILD. The protein mutants K159A and
S209Sp, as well as cap analogue m’Gpy were modelled using also CHARMM.
The model-built fragments were energy minimised using CHARMM, and the
CHARMM27 parameters, and force field [28, 29]. In all minimisations we
used 1000 steps of the Steepest Descents followed by 1000 steps of Adopted
Basis Newton-Raphson minimisation algorithms, implemented in CHARMM.

For the purpose of relaxing added heavy atoms missing in the original
PDB file, or model-built mutants, we added hydrogen atoms at the amount
corresponding to protonation states of titratable residues expected for neu-
tral pH, and then the coordinates of the added atoms were energy-minimised
using CHARMM, while all heavy atoms present in the original PDB file were
kept fixed. Then hydrogen coordinates were stripped from the data sets, and
the resulting structures were treated as starting structures for the six com-
plexes of the elF4E protein (wt, S209Sp, K159A) and the cap analogues
(m"GTP, m"Gpy). These structures are shown in Fig. 1. The central part
presents elF4E-wt protein complexed with m”GTP. Neighbouring panels il-
lustrate structures with mutated amino acids and/or mutated ligand. The
protein is shown in a ribbons representation. Important protein’s residues are
shown in the ball-and-stick representation: Trp-56 and Trp-102, important
for the ligand binding and directly involved in the fluorescence quenching
experiments, are shown in green, the Glu-103 and Ser-209 are red, Arg-157,
Lys-159 and Lys-162 are blue. The ligands are shown in stick representation,
with the sticks coloured according to the chemical elements.

Analysis of electrostatic contributions to protein-ligand association en-
ergy requires that protonation states of their ionizable groups for given so-
lution conditions are determined. The protonation probabilities of titrat-
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able groups in the eIF4E protein and terminal phosphate groups of m’GTP,
m’Gpy ligands, corresponding to experimental conditions of the fluorescence
titration measurements [24], were calculated as described in detail elsewhere [30,
31], using the University of Houston Brownian Dynamics program (UHBD) [32,
33]. For the purpose of predicting titration equilibria, all hydrogens were
added and optimised with respect to their positions using CHARMM. During
this hydrogens optimisation, non hydrogen atoms were kept fixed. The titra-
tion curves were computed using a Monte Carlo (MC) approach described
elsewhere [34]. The MC program provides a list of a predefined number of the
protonation states of the investigated molecules with the lowest free energies
found during the MC search. The calculations were done for the apo-form of
elF4E protein, and for eIF4E complexes with the two cap analogues. Besides
standard titratable groups in proteins, also the terminal phosphate group of
the ligands and the phosphate group of the Ser 209 (for their secondary titra-
tion) were treated as ionizable. All predicted protonation states refer to pH
of 7.2, the same as that used in the experiments [24].

The electrostatic potentials for the protein-ligand and isolated protein or
isolated ligand were calculated using the FDPB method implemented in the
UHBD program. The linearised Poisson-Boltzmann equation was used in
these calculations. Subsequently, the electrostatic energies of the molecules
were computed according to Eq. (1). To minimise numerical errors, the
protein and ligand were in the same conformation and were placed in the same
position in the grid both in the isolated and complexed states. Note that
when the difference in Eq. (2) is taken with the charges located in the same
position on the finite difference grid in all calculations of the electrostatic
potential, the arbitrary coulombic self-energy terms cancel.

All simulations were performed at 293 K (RT=0.58 kcal/mole), at ionic
strengths corresponding to 50, 100, 150, 200, 300, 400 and 500 mM added
KCl, with a solvent dielectric constant of 80, and that for the protein 4. The
protein and cap analogues interiors were defined either by Richards probe-
accessible surface [35], computed with a probe of radius 1.4 A, and an initial
dot density of 500 per atom [36] (nmap 1.4, nsph 500) or as the regions within
the van der Waals surface, selected by turning off the “nmap 1.4, nsph 500”
option. Dielectric boundary smoothing [37] was used in all finite difference
calculations.

We made use of finite difference “focusing” [38] in order to improve accu-
racy of our electrostatic calculations. The first grid always encompassed the
entire molecule(s) plus an adequate solvent region (135% cubic grid with a
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2.7 A spacing). For prediction of titration equilibria, subsequently three finer
grids, centred at the current titratable group were used: 60°, 1.4 A: 50, 0.7
A; 453, 0.5 A, respectively. For electrostatic binding free energy calculations
two finer grids were used: 135%, 1.4 A: 1353, 0.5 A, respectively. The smallest
grid for electrostatic binding energy calculations also encompassed the entire
molecule(s).

2.3. Other than electrostatic contributions to the free energy

Additional contributions to the binding free energy were estimated using
a method described elsewhere [10]. The equation for AG*"? used in this
report is as follows:

AGbind = AG® + AG™ + AGstrain o TAsconf . TAst,r (3)

The above formula assumes that there is no correlation between the compo-
nents. This is a useful method to study the influence of certain changes in
the system (e.g. mutations) on the thermodynamic stability and processes
that the system undergoes. Equation (3) consists of the electrostatic term
(AG**), the non polar term (AG™), the term corresponding to small confor-
mational changes in the system caused by the tension occurring during the
process (AG®™) the term describing loss of the conformational degrees of
freedom (—TAS<™), and finally the term corresponding to the loss of the
rotational and translational degrees of freedom (—TAS"").

Calculation of the first component has been described above. The non
polar contribution was estimated applying a model of the solvent accessible
surface area (SASA) [39], in which the change of the free energy correspond-
ing to non polar interactions is proportional to the change of SASA:

AG™ =T, ASASA + b (4)

ASASA = ASASApy, — (ASASAp + ASASAL) (5)

where I',,, is the microscopic surface tension coefficient and b is the coefficient
of the linear fit to experimental data concerning transfer of short alkanes from
aqueous alkanes to water. We used values of these coefficients typical for a
protein-RNA complex, T',,,=0.005 kcal /mole/A and b=0.92 kcal /mole [40].
The non polar component is an energy change of reorganisation of the solvent
molecules due to a reduction of the molecule surface accessible for the solvent.
In the association process it gives always a negative contribution.
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Atoms at the surface of the molecules involved in binding have usually less
degrees of conformational freedom than in the unbound form of the molecules
[41]. The —TAS" term in Eq. (3) is a sum of a component responsible

for the loss of the main chain (—TAS%") and the side chain (=T AS%")
atoms’ conformational degrees of freedom:

~TAS = ~TASZ — TAS2 (6)

Estimated experimental values of the main chain contribution to the binding
free energy, in temperature of about 300K, range from 0.5 to 2 kcal/mole per
each carbon-carbon single bond fixed to a single rotamer [42]. Theoretical
works assess this contribution to be between 0.3 and 0.48 kcal/mole [43](and
references therein). In this study we use the value 0.54 kcal/mole suggested
by the empirical Pickett and Sternberg scale [44]. The side chain term in Eq.
(6) was estimated following [10], where an average value of 2 kcal/mole had
been ascribed to every residue buried in the interface between the interacting
molecules.

The two remaining components present in Eq. (3), AG"*" and —TAS"",
give positive contributions to the total free energy of association. The upper
limit for AG*"*™ is 10 keal/mole, which is the free energy of folding of a
typical protein [10]. To calculate the —TAS"", the range of residual mo-
tion in the complex must be known. Based on atomic motions in crystals,
Finkelstein and Janin [42] estimate an entropy loss of 50 cal/mole K, what
leads for temperature of 293 K to about 15 kcal/mole. Other authors no-
ticed that amplitudes of motions in the complex in solution are larger than
those found in the crystal, hence the estimations of the —TAS%" are cor-
respondingly smaller. Minh and coworkers estimated the entropic cost of
acetylcholinesterase binding to fasciculin-2 as 30 cal/mole K [45], what leads
to about 9 kcal/mole at room temperature. Luo and Gilson [47] for the bind-
ing of adenine to synthetic adenine receptors and Hermans and Wang [46]
for the binding of benzene to a lysozyme cavity, obtained —TAS%" of about
7 kecal/mole. Lazaridis and coworkers based on molecular dynamics simu-
lations with implicit solvation of the binding of biotin, biotin analogs and
two peptides to avidin and streptavidin [43], estimated —TAS"" as about 6
kcal/mole. Taking all these estimates into account, we assume in the present
work that the components AG*"*" and —TAS"" contribute jointly +15
kcal /mole.



3. Results and Discussion

3.1. Predicted protonation states and other structural aspects

We begin with the terminal phosphate groups of m"GTP and m”Gp,. The
predicted ionisation constant for the secondary titration of these phosphate
groups depends on the choice of the protonation site in the group, i.e. which
of the three oxygen atoms, O1G, O2G and O3G in m’GTP (names according
to the PDB files nomenclature) and O1D, 02D and O3D in m’Gp, (names
introduced in this work analogously to the case of m’GTP) binds the proton.
This is because we perform our calculations for rigid structures. Table 2
shows pK, values for each of these oxygens in both ligands obtained for
ionic strength of 150 mM. For m’GTP all three values are similar. On the
contrary, for the m”Gp, ligand the hydrogen atom is most stable when bound
to the O3D oxygen. In both cases we decided to choose the O3 oxygen as
the protonation place.

Subsequently, protonation probabilities of all combinations of the complex
in ionic strengths 50, 100, 150, 200, 300, 400 and 500 mM were calculated. An
example of the predicted protonation states of selected residues in the most
stable state are shown in Table 3). In all cases the most probable ionizable
state (the one with the lowest energy) for the ligand m’GTP was an ionised
03G oxygen, while for the m”Gpy ligand the O3D oxygen was protonated.
The complexed protein (with either m’GTP or m’Gp,) shows identical pro-
tonation patterns in the lowest energy state in the ionic strength range of
50-300mM. The states change when a higher ionic strength is applied. This
is because one of the five histidines present in elF4E, His37, changes from a
protonated to a deprotonated form when the ionic strength is increased to
400mM, thus the total charge of the complex diminishes with -1. In the wt
and S209Sp complexes the amino acid Lys-159 remains in a deprotonated
form in all six lowest energy states.

For each case, i.e. apo-elF4E and its complex with cap analogues, the pre-
dicted protonation states of protein’s titratable sites surrounding the binding
site, for several lowest energy states are the same. These lowest energy states
differ only in protonation states of some distant titratable groups. There-
fore electrostatic binding energies reported here were computed for the most
stable protonation state.

One interesting result of these computer titrations refers to predicted de-
protonated state of Lys-159. Along the protein chain, this residue is close
to two other basic amino acids: Arg-157 and Lys-162. The latter are firmly
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protonated at pH of 7.2, both in the apo-protein and in the complexes with
cap analogues. The interaction between the negatively charged phosphate
groups and Arg-157 and Lys-162 shifts pK, values for these amino acids by
at least several pH units up. Neutrality of Lys-159 at pH about 7 does not re-
sult from electrostatic interactions with Arg-157 and Lys-162. Neutralisation
of the latter residues only slightly increases pK, of Lys-159, and it remains
firmly neutral at pH of 7.2. Neither association with cap influences pK, of
Lys-159 to make it charged at that pH. This is an interesting result in light
of hypothesis regarding possible salt bridge between Lys-159 and phosphory-
lated Ser-209 [20]. According to our calculation phosphorylated Ser-209 does
not undergo secondary ionisation at neutral pH, neither in the complex with
m’GTP nor with m’Gp, (see Table 3). Therefore results of our calculation
contradict existence of such a salt bridge.

3.2. Computed electrostatic contributions

Computed changes of the electrostatic free energy upon complex forma-
tion, in both SE and vdW models, give negative contributions to the total
free energy of binding (see Table 4). Thus both models predict a stabilising
effect of the electrostatic interactions during the binding process. In Fig. 2,
the computed electrostatic contributions to the free energy of binding for all
protein and ligand variants and all ionic strengths are compared with the
free energies of binding obtained from experiments.

For the m"GTP ligand the vdW model predicts values of AG® that are
lower than the experimental AG*"? values of about 5 kcal/mole, which is
equivalent to an underrating of the experimental value. The SE model over-
rates the experimental values about 6 kcal/mole, although it also predicts a
stabilising electrostatic effect. As for the ligand with an additional phosphate
group, both models underrate the AG*"¢ value, SE predicts 2-4 kcal/mole
lower values, while the vdW model — 11-12 kcal/mole lower values. Results of
the calculations provided for all types of combinations show that the ligands
bind most strongly to the K159A form of the enzyme. This is inconsistent
with the experiments which indicate the wt form to bind most strongly.

3.3. Salt effects

It can be seen also in Fig. 2 that the computed electrostatic contributions
and the experimental binding free energies have very similar ionic strength
dependencies. This is further confirmed by Fig. 3 showing differences between
the computer electrostatic contributions and the experimental binding free
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energies for changing ionic strength. All differences are almost ionic strength
independent. The slopes of the linear relations shown in Fig. 3 are between
0.0002 and 0.002 kcal/mM, thus very close to 0.

3.4. Energetic effects of mutations

We can also look at our data from perspective of energetic effects of
mutations. The effects of mutations in the elF4E protein, i.e. the dif-
ferences AAGS:,, = AGS,, — AGS, are shown in Fig. 4. Subsequently,
Fig. 5 shows effects of mutation in the ligand (i.e. addition of the fourth
phosphate group to m’GTP is considered as a mutation in the ligand),
AAG ., = AGH g, —AGH: rp- For comparison, analogous differences ob-
tained using experimentally determined binding energies are shown in both
Figures. Taking into account a degree of the agreement between computed
and experimental AAG,,.; we should conclude that neither of the two models
of the dielectric boundary is better than the other.

When the protein mutation is considered, we can see in Fig. 4 that the
results obtained for the S209Sp mutation and the m”GTP ligand are almost
quantitatively consistent with the experimental results. Mutation K159A
leads to a worse agreement with the experiment, probably because this mu-
tation requires more advanced modelling of structural changes in the protein
upon the mutation than those employed in our study. Also the worse agree-
ment with the experiment obtained for m’Gp, cap analogue and S209Sp
mutation is most probably caused by not fully adequate modelling of the
mutated ligand structure. When the ligand mutation is considered, we can
see in Fig. 5 that for all three forms of the protein the deviations between
computation and experiment are much larger than in the case of the protein
mutations. All these most probably points to the necessity of more advanced
modelling mutated structures. But most important from the perspective of
the present investigation is that effects of charge mutations do not differen-
tiate the two calculation protocols as obtained by Zhou and coworkers, who
applied similar way of modelling mutated structures as those employed here.

3.5. Estimation of the remaining contributions

Table 5 presents non polar and conformation related entropic contribu-
tions to the binding free energies for systems investigated in this work, evalu-
ated as described above. The non polar term in Eq. (3) gives a large negative
contribution to the binding free energy for all complexes (42-47 kcal/mole).
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Theoretical binding energies including all terms are called AG*"™?. The en-
tropic terms give a positive contribution of about 16-20 keal/mole. The
remaining terms AG®"*") and —TASY" raise AG*"™ with +15 kcal/mole,
as was described above.

3.6. Effects of including the additional contributions

We compare AG?"? described in the previous section with experimental
binding energies in Fig. 6. After taking into account the additional contribu-
tions to the AG*"? one can still observe the same ionic strength dependency
conserved, just as in Fig. 2. The values predicted by the SE model are still
higher than those obtained from the vdW model, nevertheless the former
does not overrate the experimental values anymore. Both models underrate
the experimental values. For the m"GTP complexes the SE model predicts
values about 6-7 kcal/mole lower, and the vdW model predicts values about
15-16 kcal/mole lower. As for the m’Gp, complexes we obtained results un-
derrating the experimental ones with about 15 kcal /mole within the SE model
and about 23-24 kcal/mole within the vdW model. It should be noted that
for the additional contributions we took some average estimates, therefore it
can be expected that positive contributions are underestimated. However,
for the vdW model these positive contributions must by about 10 kcal/mole
larger than those for the SE model required to obtain agreement with the
experimental data. Therefore we consider that the results presented in Fig. 6
indicate that the SE model is more appropriate.

4. Conclusions

If one compares the results of computed electrostatic binding free energy
with the experimental data, the vdW model might show better agreement
with experiment in comparison to the SE model, as was obtained by Zhou
and coworkers [14, 17]. Their conclusion was based on two findings: the vdW
model predicted electrostatic stabilisation of the complexes, and this model
agreed better with effects of charge mutations in the associating proteins.
In the case of e[F4E-cap complexes, investigated in the present study, both
models predict a stabilising effect of the electrostatic forces on binding, with
the vdW model giving more negative binding energies by 8-9 kcal /mole than
those predicted by the SE model. Both models predict similar salt effects of
the electrostatic contribution, as well as influence of the mutations. There-
fore, we found that neither SE nor vdW model shows substantially better
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agreement with the experimental data in comparison to the other model. A
further analysis, including non-electrostatic contributions to binding energy,
appeared essential in order to discriminate between the the two Poisson-
Boltzmann models. We showed that including the entropic, non polar and
other important terms to the free energy function predicts a better agreement
of the SE model than the vdW model with experimental data. Here, only a
rough estimation of non-electrostatic contributions was performed in order to
show the effects of these additional contributions to the binding free energy
that were not taken into account by Zhou and coworkers [14, 17]. It should be
noted that the uncertainty in the estimated non-electrostatic terms may be
quite substantial, although it is difficult to provide their accurate estimate.
For computation of non-electrostatic terms we adapted methods described
by Honig and coworkers [39, 10] and by Beveridge and coworkers [40]. Both
groups have found that the estimated total free energies of binding were
overestimated. This overestimation would be greater with the vdW model
for the dielectric boundary, what supports conclusions of the present work.
However we should add that some consistent coupling of non polar and po-
lar solvation free energies in the context of computation of the binding free
energies is desired and such work is in progress [50]. It is also useful to point
to recent important improvements in modelling non polar contributions to
free energy of binding, particularly a recognition of non polar attractive and
repulsive contributions to free energy of binding which must be modelled
separately [51, 52, 53].

Beveridge and coworkers also pointed to the necessity of careful simula-
tion of conformational adaptation following mutations [40]. In the present
work and in the work of Zhou and coworkers relatively simple approach with
respect to this problem was used. Zhou and coworkers modelled mutations
in Insight II, followed by energy minimisation. In the present work mutants
were modelled using CHARMM and energy minimisation. Better agreement
of charge mutations obtained by Zhou for vdW model might result from can-
cellation of some opposite effects. It is rather clear that for more realistic
results molecular dynamics simulations of mutants with explicit solvent are
necessary. One can add that because there are some ionizable groups present
at the interface between the associating molecules, such simulations should
also consider possible changes in protonational preferences of these groups
upon binding. Recent investigation by our group with respect to protein-
protein binding provides some evidences for importance of this factor [54].
Because all these improvements make a computationally demanding project

14



by itself, such analysis will be a subject of another study.
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Table 1: Equilibrium association constants, in units of [uM~!], for the complexes of wilde
type and mutated eIF4E protein with m”GTP and m”Gpy4 analogues of 5-mRNA terminus.

KCl ligand = m"GTP ligand = m"Gpy ®
(mM] wt S209Sp K159A wt S209Sp K159A
50 - 107+6 114+7 - 385423 337+24
100 145p=+H 43.1+£1.5  38.8+1.3 683+64 162+7 108+5
150 64.8+2.6 22.3+0.9 17.940.6 338+18  78.9+29 41.3%£1.6
200 33.3£1.0 11.9+04 9.940.3 14546 42.841.4 21.4+0.7
300 12.940.5 6.114+0.25 4.35+0.19 55.4+1.4 16.7£0.5 7.62+0.21
400 7.70+£0.37 3.76+£0.20 2.7040.12 26.84+1.0 7.984+0.23 4.244+0.17
500 3.86+0.14 2.13+0.14 1.6840.10 11.840.4 4.934+0.11 2.47+0.12

® data taken from ref. [24].
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Table 2: Protonation states of the ligand - pKa values for each of the oxygens of the
terminal phosphate groups for ionic strength of 150 mM.

protonation site  pK,
m’GTP-01G 7.46
m’GTP-02G 6.90
m’GTP-03G 7.48
m’Gp,-O1D 11.59
m’Gpy-02D 11.79
m’Gp,-03D  14.85
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Table 3: Protonation states of selected residues in the six lowest energy states obtained

from Monte Carlo calculations for indicated forms of eI[F4E-cap complex, at ionic strength
of 150 mM.

complex Q residues

His-37 Glu-103 Arg-157 Lys-159 Lys-162 Ser-209 m’GTP

wt-m’GTP +2 | 101011 000000 111111 - 000000 111111 001100
S209Sp-m’GTP  +2 | 101010 000000 111111 000000 111111 111100 001100
K159A-m"GTP +2 | 101011 000000 111111 111111 001100
wt-m’Gpy +2 | 101100 000000 = 111111 000000 111111 111111
S209Sp-m“Gp, 42 | 101011 000000 ~ 111111 000000 111111 110011 111111
K159A-m“Gp, +2 | 101100 000000 111111 111111 111111
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Table 4: Calculated electrostatic free energies (in units of kcal/mole) for different variants
of elF4E-cap complexes, and ionic strengths.

KCI [mM] model = SE model = vdW
m’GTP  wt  S209Sp KI159A wt  S209Sp KI159A
50 -5.29  -4.61 -6.11 -14.2  -13.5 -14.7
100 -4.81 -4.12 -5.43 -13.8  -13.1 -14.0
150 -4.28  -3.81 -5.01 -13.3  -12.8 -13.6
200 -4.01  -3.58 -4.70 -13.0  -12.6 -13.3
300 -3.61  -3.27 -4.26 -12.7  -12.3 -12.9
400 -3.33  -3.03 -3.95 -124  -12.0 -12.6
500 -3.12 -2.85 -3.71 -12.2 -11.9 -12.4
m7Gp4
20 -14.4  -13.6 -14.6 -22.8 222 -23.1
100 -13.8  -13.2 -13.9 -22.3 217 -22.5
150 -13.4 - -12.9 -13.5 -21.9  -21.5 -22.1
200 -13.2° -12.7 -13.2 -21.7  -21.3 -21.8
300 -12.8  -124 -12.8 -21.3  -21.0 -21.4
400 -125 -12.1 -12.5 -21.1 -20.8 -21.1
500 -12.3  -12.0 -12.3 -20.9  -20.6 -20.9
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Table 5: Additional estimated components to the binding free energy, in units of
[kcal /mole].

wt S209Sp K159A
AG™  —TAS AG™  —TASm™M AG™  —TASm™
m’GTP  —43.3 16.5 —42.3 16.5 —42.3 15.9
m’Gp, —46.3 19.2 —46.2 20.3 —46.2 19.2
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Figure legends:

Figure 1: Structure of the original eIF4E:m"GTP complex and structures
of the vicinity of the binding site for different variants of the protein
and ligand.

Figure 2: Comparison of ionic strength dependence of experimentally de-
termined free energies of binding (black symbols joined by lines) with
computed electrostatic contributions. Empty and grey filled symbols
refer to vdW and SE dielectric boundary models, respectively.

Figure 3: Differences between computed electrostatic free energies of bind-
ing and experimentally determined free energies of binding as functions
of the ionic strength. Open and grey filled symbols refer to vdW and SE
dielectric boundary models, respectively. Wild type of elF4E - circles;
K159A mutant - squares; S209Sp mutant - diamonds.

Figure 4: Effects of protein mutations shown as AAG* = AGS,, — AGS,
for computed electrostatic binding free energies (grey and empty sym-
bols). For a comparison analogous results obtained from experimen-
tally determined binding free energies are also shown (black symbols

connected by lines).

Figure 5: Effects of ligand mutations shown as AAG* = AGg,, — AGErp,
for computed electrostatic binding free energies (grey and empty sym-
bols are for SE and vdW models, respectively). For a comparison anal-
ogous results obtained from experimentally determined binding free
energies are also shown (black symbols connected by lines).

Figure 6: Comparison of ionic strength dependence of experimentally de-
termined free energies of binding (black symbols joined by line) with
total computed binding energies. Empty and grey filled symbols refer
to vdW and SE dielectric boundary models, respectively.
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Figure 1: Structure of the original eIF4E:m”GTP complex and structures of the vicinity
of the binding site for different variants of the protein and ligand.
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Figure 2: Comparison of ionic strength dependence of experimentally determined free
energies of binding (black symbols joined by lines) with computed electrostatic contribu-
tions. Empty and grey filled symbols refer to vdW and SE dielectric boundary models,
respectively.
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Figure 3: Differences between computed electrostatic free energies of binding and experi-
mentally determined free energies of binding as functions of the ionic strength. Open and
grey filled symbols refer to vdW and SE dielectric boundary models, respectively. Wild
type of elF4E - circles; K159A mutant - squares; S209Sp mutant - diamonds.

29



r— 4
m T L
: 1,0f T ]
-0
= ————— 1W
:ca . \.-. © * ¢ .\ 1 N
C 05f o 1o o {3
X ° Te—e ° 05 &0
d O\S o i W
5 ° oq°
8 E Il Il - Il L

or AAG
|
J}I

o
V6SIM

o

-.._0000 ¢ ©

(0]
mut
<
o
(o]
<
&
o
o

1
—

AAGX

0 200 400 O 200 400
| [mM]

Figure 4: Effects of protein mutations shown as AAG*® = AGES,, — AGS,, for computed
electrostatic binding free energies (grey and empty symbols). For a comparison analogous
results obtained from experimentally determined binding free energies are also shown
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Figure 5: Effects of ligand mutations shown as AAG® = AGg,, — AGGrp, for com-
puted electrostatic binding free energies (grey and empty symbols are for SE and vdW
models, respectively). For a comparison analogous results obtained from experimentally
determined binding free energies are also shown (black symbols connected by lines).
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Figure 6: Comparison of ionic strength dependence of experimentally determined free
energies of binding (black symbols joined by line) with total computed binding energies.
Empty and grey filled symbols refer to vdW and SE dielectric boundary models, respec-
tively.
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