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Modélisation Mathématique et Analyse Numérique

BOUSSINESQ/BOUSSINESQ SYSTEMS FOR INTERNAL WAVES WITH A

FREE SURFACE, AND THE KDV APPROXIMATION

Vincent Duchêne1

Abstract. We study here some asymptotic models for the propagation of internal and surface waves in
a two-fluid system. We focus on the so-called long wave regime for one-dimensional waves, and consider
the case of a flat bottom. Following the method presented in [6] for the one-layer case, we introduce a
new family of symmetric hyperbolic models, that are equivalent to the classical Boussinesq/Boussinesq
system displayed in [11]. We study the well-posedness of such systems, and the asymptotic convergence
of their solutions towards solutions of the full Euler system. Then, we provide a rigorous justification
of the so-called KdV approximation, stating that any bounded solution of the full Euler system can
be decomposed into four propagating waves, each of them being well approximated by the solutions
of uncoupled Korteweg-de Vries equations. Our method also applies for models with the rigid lid
assumption, using the Boussinesq/Boussinesq models introduced in [7]. Our explicit and simultaneous
decomposition allows to study in details the behavior of the flow depending on the depth and density
ratios, for both the rigid lid and free surface configurations. In particular, we consider the influence of
the rigid lid assumption on the evolution of the interface, and specify its domain of validity. Finally,
solutions of the Boussinesq/Boussinesq systems and the KdV approximation are numerically computed,
using a Crank-Nicholson scheme with a predictive step inspired from [3,4].

1991 Mathematics Subject Classification. 76B55,35Q35,35L55,35Q53,35C07.

June 1, 2011.

1. Introduction

1.1. Motivation of the problem

This paper deals with different asymptotic models for the propagation of weakly nonlinear internal waves in a
two-fluid system. The system we study consists in two layers of immiscible, homogeneous, ideal, incompressible
and irrotationnal fluids under the only influence of gravity. Since we are interested in KdV equations, which
are unidirectional, we focus on the one-dimensional case, and the bottom is assumed to be flat (see Figure 1).

Let us denote by ρ1 the density of the upper fluid and d1 its depth, ρ2 the density of the lower fluid, and
d2 its depth, a1 the typical amplitude of the deformation of the surface and a2 the one of the interface, and
finally λ is a characteristic horizontal length, say the typical wavelength of the interface. Then the regime of

Keywords and phrases: Internal waves, free surface, rigid lid configuration, long waves, Korteweg-de Vries approximation,
Boussinesq models.
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Figure 1. Sketch of the domain.

the system is described by the following dimensionless parameters:

ǫ1 =
a1
d1

∈ (0, 1), ǫ2 =
a2
d1

∈ (0, 1), µ =
d21
λ2

∈ (0,+∞), δ =
d1
d2

∈ (0,+∞), γ =
ρ1
ρ2

∈ (0, 1).

The governing equations of such a system, that we call “full Euler”, have been obtained in [16]; we briefly recall
the system in Section 1.3 below. This system is strongly nonlinear, and remains complex, for its direct study as
well as for numerical computations. That is why the derivation of approximate asymptotic models has attracted
lots of interests in the past decades. We focus here on the so-called long wave regime, where the dimensionless
parameters ǫ1, ǫ2, and µ are small and of the same order:

ǫ1 ∼ ǫ2 ∼ µ ≪ 1.

The long wave regime for the one-fluid system (water wave) has been considerably studied, and has led to
many approximate equations. Among them, of particular interest are the Boussinesq systems (from the work of
Boussinesq [8,9]), and the KdV approximation (from Korteweg and de Vries [27]). The latter model states that
any solution of the one-layer water wave problem in the long-wave limit splits up into two counter-propagating
waves, each of them evolving independently as a solution of a KdV equation. A justification of such models
has been investigated among others by Craig [13], Schneider-Wayne [38] and Bona-Colin-Lannes [6]. The study
of internal waves followed quickly. When the surface is assumed to be fixed as a rigid lid, the KdV equations
related to such a system have been formally obtained by Keulegan [25] and Long [31]. The related Boussinesq-
type systems have been justified (among many other asymptotic models) by Bona-Lannes-Saut [7]. When the
surface is not rigid and allowed to move as a free surface, it is known that there exist two different modes of wave
motion, corresponding to different linear phase speeds (see Kakutani-Yamasaki [22], Leone-Segur-Hammack [30],
Michallet-Barthélemy [34] and Craig-Guyenne-Kalisch [14] for example). Accordingly, the KdV approximation
states that any deformation of the surface and/or the interface will split up into four waves, each of them being
lead by KdV equations.
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However, to our knowledge, the four KdV equations related to the problem have never been revealed simul-
taneously, neither rigorously justified with a convergence theorem. Such a precise and complete decomposition
allows to directly compare the different models. In particular, as an application of our results, we present an
in-depth study of the influence of the rigid lid assumption on the evolution of the interface, and therefore assert
the domain of validity of such a hypothesis.

An intermediate result for the construction of the KdV approximation is the full justification (in the sense of
well-posedness, and convergence of the solutions towards solutions of the full Euler system) of symmetric coupled
models, that are equivalent to the Boussinesq-type models derived by Camassa-Choi [11], Craig-Guyenne-
Kalisch [14] and Duchêne [16]. The latter systems are justified only by a consistency result, and the stronger
properties of the symmetric models make them interesting by their own.

The construction and rigorous justification of the symmetric Boussinesq-type models and the KdV approxi-
mation are the main motivation of this article.

1.2. Main results and outline of the paper

Our study applies the methods of [6] to the case of internal waves, and accordingly uses as direct supports
the full Euler system and the Boussinesq/Boussinesq model obtained in [16]. The derivation of the full Euler
system as governing equations of our problem is quickly explained in Section 1.3. The full Euler system is
consistent with the Boussinesq/Boussinesq model at order O(µ2), provided that ǫ1, ǫ2 = O(µ); this result is
recalled and precisely stated in Proposition 2.1, below.

The first step of our study lies in the construction of symmetric systems, obtained from the original Boussi-
nesq/Boussinesq model by using a first order symmetrizer, and withdrawing the O(ǫ2) terms. Section 2 is
dedicated to the construction, analysis and justification of such models. The systems we obtain are of the form

(
S0 + ǫ

(
S1(U)− S2∂

2
x

))
∂tU +

(
Σ0 + ǫ

(
Σ1(U)− Σ2∂

2
x

))
∂xU = 0,

with U(t, x) ∈ R4, symmetric matrices S0, Σ0, S2, Σ2 ∈ M4(R) (S0 and S2 being definite positive), and linear
mappings S1(·) and Σ1(·) with values in real symmetric matrices. The well-posedness of such systems over
times of order O(1/ǫ) is stated in Proposition 2.6. The convergence of their solutions towards solutions of the
full Euler system is then proved to be of order O(ǫ), for times of order O(1/ǫ), in Proposition 2.8.

From these models, using the classical WKB method, we prove in Section 3 that a rougher approximation
consists in four uncoupled KdV equations, that is to say that any bounded solution of the full Euler system in
the long-wave limit splits up into four propagating waves, two of them moving to the right at different speed,
and the other two moving to the left, each of them approximated by independent solutions of KdV equations.
Our main result is Theorem 3.1, which states explicitly the decomposition, and precise the convergence rate
between bounded solutions of the full Euler system and the solutions of the KdV approximation. The case of
the rigid-lid configuration can be treated in the same way, and is quickly tackled in Section 3.3.

The complete, simultaneous decomposition of the flow, and its rigorous justification, is a key point for the
comparison with different models. In particular, we present in Section 3.4 an in-depth study of the behavior of
the flow predicted by the KdV approximation, depending of the density ratio γ and the depth ratio δ, for both
the rigid lid and free surface configurations. As a result, we show that the rigid lid hypothesis is valid only
for small density differences between the two fluids. To our knowledge, this fact has never been established,
thought it has been addressed for example in [25, 34].

Finally, the Boussinesq/Boussinesq models and the KdV approximation are numerically computed and com-
pared for different initial data and parameters in Section 4. The numerical schemes we use are based on
Crank-Nicholson methods, with a predictive step in order to deal with the nonlinearities. Such a scheme has
been introduced by Besse and Bruneau in [3, 4]; it is formally of order 2 in space and time, and appears to be
unconditionally stable. The precise schemes in our framework are presented in Section 4.1.
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1.3. The full Euler system

Let us recall here briefly the governing equations of our system (see [16] for more details). The velocity
fields of an irrotational flow can be expressed as gradients of potentials (that we call φ1 for the upper fluid
and φ2 for the lower fluid). The conservation of mass, together with the incompressibility of the fluids, yields
Laplace equation for the potentials. The momentum equations of the Euler equations can then be integrated,
which yields the Bernoulli equation in terms of potentials. The system is finally closed by kinematic boundary
conditions (stating that no particles of fluid cross the bottom, the surface or the interface) and pressure laws
(the pressure is assumed to be constant at the surface, and continuous at the interface, see Remark 1.2 below).
Thanks to an appropriate scaling, the two-layer full Euler system can be written in dimensionless form.

The key point is then to remark that the system can be reduced into four evolution equations coupling
Zakharov’s canonical variables [42], specifically the deviation of the free surface and interface from their rest
position (respectively ζ1, ζ2), and the trace of the velocity potentials of the upper fluid evaluated at the surface
(namely ψ1) and of the lower fluid evaluated at the interface (namely ψ2). The system is then given by





α∂tζ1 −
1

µ
G1(ψ1, ψ2) = 0,

∂tζ2 −
1

µ
G2ψ2 = 0,

∂t∂xψ1 + α∂xζ1 +
ǫ2
2
∂x(|∂xψ1|2)− µǫ2∂xN1 = 0,

∂t(∂xψ2 − γH(ψ1, ψ2)) + (1− γ)∂xζ2 +
ǫ2
2
∂x(|∂xψ2|2 − γ|H(ψ1, ψ2)|2)− µǫ2∂xN2 = 0,

(1)

with α = ǫ1
ǫ2

and where N1 and N2 are given by the formulae

N1 ≡
( 1µG1(ψ1, ψ2) + ǫ1∂xζ1∂xψ1)

2

2(1 + µ|ǫ1∂xζ1|2)
, N2 ≡

( 1µG2ψ2 + ǫ2∂xζ2∂xψ2)
2 − γ( 1µG2ψ2 + ǫ2∂xζ2H(ψ1, ψ2))

2

2(1 + µ|ǫ2∂xζ2|2)
,

and with G1 and G2 the Dirichlet-Neumann operators and H the interface operator, defined as follows.

Definition 1.1. For ζ1, ζ2 ∈W 2,∞(R) and ∂xψ1, ∂xψ2 ∈ H1/2(R), the operators G1, G2 and H are defined by

G2[ǫ2ζ2]ψ2 ≡ (∂zφ2 − µǫ2∂xζ2∂xφ2)|z=ǫ2ζ2
.

G1[ǫ1ζ1, ǫ2ζ2](ψ1, ψ2) ≡ (∂zφ1 − µǫ1∂xζ1∂xφ1)|z=1+ǫ1ζ1
,

H [ǫ1ζ1, ǫ2ζ2](ψ1, ψ2) ≡ ∂x
(
φ1|z=ǫ2ζ2

)
,

with φ1 and φ2 the unique solutions of the boundary problems





∆µ
x,zφ2 = 0 in Ωt2,

φ2 = ψ2 on {z = ǫ2ζ2},
∂zφ2 = 0 on {z = − 1

δ },
and





∆µ
x,zφ1 = 0 in Ωt1,

φ1 = ψ1 on {z = 1 + ǫ1ζ1},
∂nφ1 = G2[ǫ2ζ2]ψ2√

1+µǫ2
2
|∂xζ2|2

on {z = ǫ2ζ2}.
(2)

Here, we denote by

Ωt1 = {(x, z) ∈ R
2, ǫ2ζ2(t, x) < z < 1 + ǫ1ζ1(t, x)} and Ωt2 = {(x, z) ∈ R

2,−1

δ
< z < ǫ2ζ2(t, x)}

the domains of the fluids, by ∆µ
x,z ≡ µ∂2x + ∂2z the scaled Laplace operator, and by ∂n the upward conormal

derivative:

(∂nφ)|z=ǫ2ζ2
=

1√
1 + µǫ22|∂xζ2|2

(∂zφ− µǫ2∂xζ2∂xφ)|z=ǫ2ζ2
.
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The domains of the two fluids are assumed to remain strictly connected, i.e. there exists hmin > 0 such that

∀x ∈ R, h1(x) ≡ 1 + ǫ1η1(x) ≥ hmin > 0 and h2(x) ≡ 1

δ
+ ǫ2η2(x) ≥ hmin > 0. (3)

This assumption is necessary in order to obtain the consistency of the full Euler system (1) with the Boussi-
nesq/Boussinesq model (4), as seen in [16], and recalled in Proposition 2.1 below. We do not always precise
this assumption thereafter.

Remark 1.2. Even if the Cauchy problem associated to the Euler system at the interface of two fluids of
different positive densities is known to be ill-posed in Sobolev spaces in the absence of surface tension (as
Kelvin-Helmholtz instabilities appear), Lannes [28] proved thanks to a stability criterion that adding a small
amount of surface tension guarantees the well-posedness of such a problem, with a time of existence that does
not vanish as the surface tension goes to zero, and thus is consistent with the observations. The stability
criterion states that the Kelvin-Helmholtz instabilities appear for high frequencies, where the regularization
effect of the surface tension is relevant, while the main profile of the wave that we want to capture is located in
lower frequencies, and is unaffected by surface tension. Consequently, we decide to neglect the surface tension
term, as its effect does not appear in our asymptotic models.

Furthermore, we know from Theorem 5.8 of [28] that in the long wave regime, there exists uniformly bounded
solutions of the full Euler system for times of order O(1/µ) (again with a small amount of surface tension) in
the rigid lid case. With this result in mind, we assume in the following that smooth, uniformly bounded families
of solutions to (1), whose existence is assumed in Proposition 2.8 and in Theorem 3.1, indeed exist.

2. Derivation and analysis of Boussinesq/Boussinesq models

As said in the introduction, the starting point of our study is the Boussinesq/Boussinesq model, obtained
from (1) thanks to an asymptotic expansion of the operators G1, G2 and H (see [16]). In order to simplify the
notations, we assume that the small parameters of the long wave regime are equal (the general case can easily
be obtained by modifying some constants) and set

ǫ1 = ǫ2 = µ ≡ ǫ ≪ 1.

The Boussinesq/Boussinesq system, in the one-dimensional case, can then be written using the convenient set
of variables (η1, η2, u1, u2) ≡ (ζ1 − ζ2, ζ2, ∂xψ1, ∂xψ2) as





∂tη1 + ∂x(h1u1) = 0,
∂tη2 + ∂x(h2u2) = 0,

∂tu1 + ∂x(η1 + η2) + ǫ
(
u1∂xu1 −

1

3
∂2x∂tu1 −

1

2δ
∂2x∂tu2

)
= 0,

∂tu2 + ∂x(γη1 + η2) + ǫ
(
u2∂xu2 −

1 + 3γδ

3δ2
∂2x∂tu2 −

γ

2
∂2x∂tu1

)
= 0,

(4)

where h1 ≡ 1 + ǫη1 and h2 ≡ 1
δ + ǫη2 are the respective nondimensionalized depths of the upper and lower

layer. Let us recall the following consistency result, that have been obtained in [16, Proposition 2.15]

Proposition 2.1. Let U ≡ (η1, η2, u1, u2) be a strong solution of system (1), bounded in L1,∞
t ([0, T ];Hs+t0)

with s > 1 and t0 ≥ 9/2, and such that (3) is satisfied. Then U satisfies (4) up to a residual R bounded by

∣∣R
∣∣
L∞Hs ≤ ǫ2C0

( 1

hmin
,
∣∣U
∣∣
L1,∞

t Hs+t0

)
.

Remark 2.2. Here, and in the following, we denote by C0(λ1, λ2, . . .) any positive constant, depending on the
parameters λ1, λ2, . . ., and whose dependence on λj is assumed to be nondecreasing. Moreover, for 0 < T ≤ ∞
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and f(t, x) a function defined on [0, T ] × R, we write f ∈ L∞([0, T ];Hs) if f is uniformly (with respect to

t ∈ [0, T ]) bounded in Hs = Hs(R) the L2-based Sobolev space. Finally, one has f ∈ L1,∞
t ([0, T ];Hs) if

f ∈ L∞([0, T ];Hs) and ∂tf ∈ L∞([0, T ];Hs−1). Their respective norm is denoted
∣∣ ·
∣∣
L∞Hs and

∣∣ ·
∣∣
L1,∞

t Hs .

2.1. A new family of symmetric models

In order to prove the well-posedness of hyperbolic systems as (4), one can use energy methods, that require
symmetries of the system. Although our system is not entirely symmetrizable, we show in this section that it
is equivalent (in the sense of consistency) at order O(ǫ2) to a system of the form

(
S0 + ǫ

(
S1(U)− S2∂

2
x

))
∂tU +

(
Σ0 + ǫ

(
Σ1(U)− Σ2∂

2
x

))
∂xU = 0, (5)

which satisfies the following crucial properties:

Assumption 2.3. (1) The matrices S0, Σ0, S2, Σ2 ∈ M4(R) are symmetric.
(2) S1(·) and Σ1(·) are linear mappings with values in M4(R), and for all U ∈ R4, the matrices S1(U) and

Σ1(U) are symmetric.
(3) S0 and S2 are definite positive.

Remark 2.4. We sometimes write the system (5) under the form

Pǫ(U, ∂x)∂tU +Qǫ(U, ∂x)∂xU = 0, (6)

with Pǫ(U, ∂) = S0 + ǫ
(
S1(U)− S2∂

2
)
and Qǫ(U, ∂) = Σ0 + ǫ

(
Σ1(U)− Σ2∂

2
)
.

First of all, let us point out that system (4) is only one among many other Boussinesq-type systems. In [5],
Bona, Chen and Saut studied in the one-layer case a three-parameter family of Boussinesq systems, which are all
approximations to the full Euler equations at the same order (in the sense of consistency). The same structure
applies also in the two-layer case, and we describe it quickly below. We then exhibit first order symmetrizers
adapted to each of the Boussinesq-type systems, and leading to systems of the form (5). All of these models are
equivalent in the sense that the original Boussinesq/Boussinesq system (4) is consistent at order O(ǫ2) with any
of the systems presented in this section, as stated in Proposition 2.5.

As a first step, one can use the following change of variables:

v2 ≡ (1− ǫa2∂
2
x)

−1u2, and v1 ≡ (1− ǫb1∂
2
x)

−1(u1 + ǫa1∂
2
xv2), (7)

with a1 ∈ R and a2, b1 ≥ 0, and one recovers the three-parameter family of Boussinesq/Boussinesq systems
introduced in [16].

Then, as it has been achieved in [5], one can also use the classical BBM-trick [2], and inherit new choices as
parameters. This trick is based on the following calculations: since we have from (4) at first order

∂tη1 = −∂xv1 +O(ǫ), ∂tη2 = − 1
δ∂xv2 +O(ǫ),

∂tv1 = −∂x(η1 + η2) +O(ǫ), ∂tv2 = −∂x(γη1 + η2) +O(ǫ),
(8)

we can deduce the following, with the parameters λi ∈ [0, 1] (i = 1 . . . 4),

∂3xv1 = λ1∂
3
xv1 − (1− λ1)∂

2
x∂tη1 +O(ǫ),

∂3xv2 = λ2∂
3
xv2 − δ(1− λ2)∂

2
x∂tη2 +O(ǫ),

∂2x∂tv1 = (1− λ3)∂
2
x∂tv1 − λ3∂

3
x(η1 + η2) +O(ǫ),

∂2x∂tv2 = (1− λ4)∂
2
x∂tv2 − λ4∂

3
x(γη1 + η2) +O(ǫ).
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In the end, one obtains the following system, formally equivalent to (4) at order O(ǫ2):

∂tU +A0∂xU + ǫ
(
A(U)∂xU −A1∂

3
xU −A2∂

2
x∂tU

)
= 0, (9)

denoting U = (η1, η2, v1, v2) and

A0 =




0 0 1 0
0 0 0 1/δ
1 1 0 0
γ 1 0 0


 , A1 =




0 0 −λ1β1 −λ2α1

0 0 0 −λ2 α2

δ
−λ3b1 − λ4γa1 −λ3b1 − λ4a1 0 0
−λ4γβ2 − λ3

γ
2 −λ4β2 − λ3

γ
2 0 0


 ,

A2 =




(1− λ1)β1 δ(1 − λ2)α1 0 0
0 (1 − λ2)α2 0 0
0 0 (1− λ3)b1 (1− λ4)a1
0 0 (1− λ3)

γ
2 (1− λ4)β2


 , A(U) =




v1 0 η1 0
0 v2 0 η2
0 0 v1 0
0 0 0 v2


 ,

with the parameters β1 = 1
3 − b1, α1 = 1

2δ − a1, α2 = 1
3δ2 − a2 and β2 = a2 +

γ
δ , so that the system depends on

the real parameters a1, a2, b1, and λi (i = 1 . . . 4), that can be chosen freely.

In order to derive a system of the form (5), we exhibit a good symmetrizer of (9), that is to say

S(U) ≡ S0 + ǫS1(U)− ǫS̃2∂
2
x,

such that when we multiply (9) on the left by S(U), and withdrawing the O(ǫ2) terms, we obtain a system (5)
satisfying Assumption 2.3.

The symmetrization of the one-layer shallow water system is well known, and consists in multiplying the
velocity equation by the water depth. An adaptation of this to our two-layer model leads to

S0 ≡




γ γ 0 0
γ 1 0 0
0 0 γ 0
0 0 0 1/δ


 and S1(U) ≡




0 0 γv1 0
0 0 0 v2
γv1 0 γη1 0
0 v2 0 η2


 , (10)

so that S0 and Σ0 ≡ S0A0 are symmetric, and for all U ∈ R4, S1(U) and Σ1(U) ≡ S1(U)A0 + S0A(U) are
symmetric. Moreover, S0 is definite positive for δ > 0 and γ ∈ (0, 1): its eigenvalues are

γ, 1/δ, and 1/2(1 + γ ±
√
(1− γ)2 + 4γ2).

Then, one can check that when we set

S̃2 ≡




a+ (δ − 1 + γ)b 0 0 0
a+ δb 0 0 0

0 0 a+ (δ − 1)b+ γ(b1λ3 − λ1β1) b+ γλ4a1
0 0 γ(λ3

2δ − λ2α1)
λ4β2−λ2α2

δ




with a = γ((1 − λ2)α2 − (1 − λ1)β1) and b = γ(1 − λ2)α1, then S2 ≡ S0A2 + S̃2 and Σ2 ≡ S0A1 + S̃2A0

are symmetric. Then for any K ∈ R, we can substitute S̃2 + KS0 for S̃2, and one has again S2 and Σ2 are
symmetric. Moreover, since S0 is definite positive, one can choose K big enough for S2 to be definite positive.

Therefore, when we multiply (9) by S(U) = S0+ ǫS1(U)− ǫ(S̃2+KS0)∂
2
x, and withdrawing the O(ǫ2) terms,

we obtain the perfectly symmetric system (5).

Using the above calculations, it is now straightforward to obtain the following consistency result:
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Proposition 2.5. Let U = (η1, η2, u1, u2) be a strong solution of system (4) such that V = (η1, η2, v1, v2), given

by the change of variables (7), is uniformly bounded in L1,∞
t ([0, T ];Hs+5) with s > 1/2. Then V satisfies (9)

and (5) up to a residuals bounded by ǫ2C0 in the sense of L∞Hs norm, with

C0 = C0

(
a1, a2, b1,K, δ +

1

δ

)∣∣V
∣∣
L1,∞

t ([0,T ];Hs+5)
.

Proof. The first step in order to obtain (9) from (4) is to use the change of variables (7). Thus, when replacing
in u1 by v1 − ǫb1∂

2
xv1 − ǫa1∂

2
xv2 and u2 by v2 − ǫa2∂

2
xv2, we obtain straightforwardly that V satisfies (9) in the

case 1− λ1 = 1− λ2 = λ3 = λ4 = 0, up to terms of the form

ǫ2∂4x∂tf, ǫ2∂x(f∂
2
xg) and ǫ3∂x

(
(∂2xf)

2
)
,

where f and g are components of V . Using the fact that V is bounded in L1,∞
t ([0, T );Hs+5), and Hs(R) is an

algebra for s > 1/2, the remaining terms are clearly bounded by ǫ2C0(a1, a2, b1,K, δ +
1
δ , )
∣∣V
∣∣
L1,∞

t Hs+5 .

In the same way, when we substitute the relations of the BBM trick (8) into the third-derivative terms of the
equations, we obtain (9) up to extra terms bounded by ǫ2C0(a1, a2, b1,

1
δ )
∣∣V
∣∣
L1,∞

t Hs+5 .

Finally, in order to obtain (5), we multiply (9) by S0 + ǫS1(V )− ǫ(S̃2 +KS0)∂
2
x, and withdraw the terms

ǫ2
(
S1(V )− (S̃2 +KS0)∂

2
x

)(
A(V )∂xV −A1∂

3
xV −A2∂t∂

2
xV
)
.

Each of these terms are clearly bounded by ǫ2C0, since H
s(R) is an algebra for s > 1/2, and

∣∣A(V )∂xV
∣∣
Hs ≤ C0

∣∣V
∣∣
L∞Hs+3 ,

∣∣S1(V )
∣∣
L∞

≤ C0

∣∣V
∣∣
L∞Hs , and

∣∣A1∂
3
xV
∣∣
Hs +

∣∣A2∂t∂
2
xV
∣∣
Hs ≤ C0

∣∣V
∣∣
L1,∞

t Hs+1

Therefore, the system (4) is consistent with the system (5) at the precision ǫ2C0. �

2.2. Well-posedness and convergence results

The system (5) is a symmetric hyperbolic system, and can be studied using classical energy methods. We
first prove in Proposition 2.6 that such a system is well-posed over times of order O(1/ǫ). The proof uses in
particular an a priori estimate of the solution, in an adapted norm:

∣∣U
∣∣2
Hs+1

ǫ
≡
∣∣U
∣∣2
Hs + ǫ

∣∣U
∣∣2
Hs+1 .

Then, using a consistency result with energy estimates, we show that the solutions of our models converge
towards bounded solutions of the full Euler system, assuming that such solutions exist (see Remark 1.2).

Here and thereafter, we fix 0 < γmin ≤ γ ≤ γmax < 1 and 0 < δmin ≤ δ ≤ δmax < +∞. The limit cases
(δ → 0,∞ and γ → 0, 1) demand other scalings in the nondimensionalization than the ones presented in [16]
(see Section A of [28] for example) and correspond to different regimes, such as the deep-water theory (from
Benjamin [1] and Ono [35]), and lead to different models (see for example [7, 14] in the rigid lid configuration,
and [26, 36, 39] in the free surface case). In all of these cases, the calculations of our justification break:
the dependence of the constants C0(

1
γ(1−γ) , δ +

1
δ ) = C0(

∥∥S0

∥∥,
∥∥S−1

0

∥∥) in the following theorems prevents the

parameters to approach the limits.
In the same way, the following constants C0 also depend on the set of parameters (a1, a2, b1,K, λi) (i = 1 · · · 4).

We decide to fix these to constants once for all, and do not write explicitly this dependency, in order to simplify
the notations.

We now state the well-posedness of our symmetric Boussinesq/Boussinesq model.
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Proposition 2.6. Let U0 ∈ Hs+1, with s > 3/2. Then there exists a constant C0 = C0(
1

γ(1−γ) , δ +
1
δ ) > 0

such that for ǫ ≤ ǫ0 = (C0

∣∣U0
∣∣
Hs+1

ǫ
)−1, there exists a time T > 0 independent of ǫ, and a unique solution

U ∈ C0([0, T/ǫ);Hs+1
ǫ ) ∩C1([0, T/ǫ);Hs

ǫ ) of the Cauchy problem (5) with U|t=0
= U0.

Moreover, one has the following estimate for t ∈ [0, T/ǫ]:

∣∣U
∣∣
L∞([0,t];Hs+1

ǫ )
+
∣∣∂tU

∣∣
L∞([0,t];Hs

ǫ )
≤ C0

∣∣U0
∣∣
Hs+1

ǫ

1− C0

∣∣U0
∣∣
Hs+1

ǫ
ǫt
. (11)

We postpone the somewhat technical proof to Appendix A. The key ingredients of the proof are quickly
presented in the following remark.

Remark 2.7. The condition s > 3/2 is necessary in order to obtain estimate (11), and thus the well-posedness
over times of order O(1/ǫ). One could obtain, using the exact same method as in the proof, the same result over
times of order O(1), with the sharper assumption s > 1/2 (which is the standard regularity for one-dimensional
hyperbolic systems).

The smallness condition (ǫ
∣∣U0
∣∣
Hs+1

ǫ
≤ C0

−1) is also necessary, for the nonlinear terms in S1(U) to remain

negligible when compared with S0. Indeed, under this condition, the energy of the system (5), defined by

Es(U) ≡ 1/2(S0Λ
sU,ΛsU) + ǫ/2(S1(U)ΛsU,ΛsU) + ǫ/2(S2Λ

s∂xU,Λ
s∂xU),

is uniformly equivalent to the
∣∣ ·
∣∣
Hs+1

ǫ
norm, that is to say there exists α > 0 such that

1

α

∣∣U
∣∣2
Hs+1

ǫ
≤ Es(U) ≤ α

∣∣U
∣∣2
Hs+1

ǫ
.

Moreover, the smallness condition on ǫ
∣∣U0
∣∣
Hs+1

ǫ
allows us to prove that the operator

Pǫ(U, ∂) = S0 + ǫ
(
S1(U)− S2∂

2
)
: Hs+1 → Hs−1

is one-to-one and onto, and that Pǫ(U, ∂)
−1Qǫ(U, ∂) is uniformly bounded Hs

ǫ → Hs
ǫ . This leads to

∣∣∂tU
∣∣
Hs

ǫ

=
∣∣Pǫ(U, ∂)−1Qǫ(U, ∂)∂xU

∣∣
Hs

ǫ

≤ C0

∣∣U
∣∣
Hs+1

ǫ
.

Both of these properties are crucial in order to prove estimate (11).
The existence and uniqueness of the solution of the Cauchy problem follow from the a priori estimate, using

classical methods.

Using the previous Proposition, and the consistency of the full Euler system (1) with our symmetric Boussi-
nesq/Boussinesq model (5), one can now easily deduce the following convergence Proposition:

Proposition 2.8. Let s > 3/2, ǫ > 0 and U = (ζ1, ζ2, ψ1, ψ2) be a solution of the full Euler system (1) such
that V = (η1, η2, v1, v2) ∈ C0([0;T/ǫ);Hs+1

ǫ ) ∩ C1([0;T/ǫ);Hs
ǫ ) defined by

V ≡ (ζ1 − ζ2, ζ2, (1− ǫb1∂
2
x)

−1(∂xψ1 + ǫa1∂
2
xv2), (1− ǫa2∂

2
x)

−1∂xψ2)

is uniformly bounded in L1,∞
t ([0, T/ǫ];Hs+5) and (3) is satisfied. We assume that ǫ satisfies the smallness

condition of Proposition 2.6, and denote by VB the solution of the symmetric Boussinesq/Boussinesq system (5),
with the same initial value VB |t=0

= V|t=0
= V 0 and the same domain of existence. Then one has for all

t ∈ [0, T/ǫ], ∣∣V − VB
∣∣
L∞([0,t];Hs+1

ǫ )
≤ ǫ2tC0,
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with C0 = C0(
1

hmin
, 1
γ(1−γ) , δ +

1
δ ,
∣∣V
∣∣
L1,∞

t Hs+5 , T ). In particular, one has

∣∣V − VB
∣∣
L∞([0,T/ǫ];Hs+1

ǫ )
≤ ǫC0,

with C0 independent of ǫ.

Proof. Let us first point out that the full Euler system (1) is consistent with (5) at the precision ǫ2C0, that is
to say that for any solution U of the full Euler system such that V ∈ C0([0;T/ǫ);Hs+1) ∩ C1([0;T/ǫ);Hs) is

uniformly bounded in L1,∞
t Hs+5([0, T/ǫ]), then V satisfies (5) up to a residual bounded by ǫ2C0 in the sense

of L∞Hs norm, with C0 = C0(
1

hmin
, δ + 1

δ ,
∣∣V
∣∣
L1,∞

t Hs+5). Proposition 2.1 states that the full Euler system is

consistent with (4) at the precision ǫ2C0, and Proposition 2.5 achieves the result.
Therefore, we know that V satisfies (5) up to ǫ2f , with f ∈ L∞([0, T/ǫ];Hs), so that Rs ≡ ΛsV − ΛsVB, Λ

s

being the Fourier multiplier defined by Λ̂su(ζ) ≡ (1 + |ζ|2)s/2û(ζ), satisfies the system

(
S0−ǫS2∂

2
x

)
∂tRs+ǫΛ

s(S1(V )∂tR0+S1(R0)∂tVB)+
(
Σ0−ǫΣ2∂

2
x

)
∂xRs+ǫΛ

s(Σ1(V )∂xR0+Σ1(R0)∂xVB) = ǫ2Λsf,
(12)

with
∣∣f
∣∣
L∞([0,T/ǫ];Hs)

≤ C0(
1

hmin
, δ + 1

δ ,
∣∣V
∣∣
L1,∞

t Hs+5).

We can then carry on the calculations of Section A.3, with the extra term ǫ2Λsf . We obtain that there exists
C0(

1
γ(1−γ) , δ +

1
δ ) such that as long as

ǫ
∣∣R0

∣∣
Hs+1

ǫ
≤ 1/C0, (13)

one has the estimate

d

dt
E(Rs) ≤ ǫC0(

∣∣VB
∣∣
Hs +

∣∣V
∣∣
Hs)
∣∣R0

∣∣2
Hs + ǫ2(Λsf,ΛsRs), (14)

with the energy E(Rs) defined by

E(Rs) ≡ 1/2(S0Rs, Rs) + ǫ/2(S1(R0)Rs, Rs) + ǫ/2(S2∂xRs, ∂xRs).

Now, since S0 and S2 are definite positive, the condition (13) implies in particular

1

C0

∣∣R0

∣∣2
Hs+1

ǫ
≤ E(Rs) ≤ C0

∣∣R0

∣∣2
Hs+1

ǫ
. (15)

Thus, under this condition, and since VB is uniformly bounded in L∞([0, T/ǫ];Hs) with respect to ǫ (from
Proposition 2.6), one has

d

dt
E(Rs) ≤ ǫC0E(Rs) + ǫ2C0

∣∣f
∣∣
HsE(Rs)

1/2,

and Gronwall-Bihari’s Lemma leads to

E(Rs)
1/2 ≤ C0ǫ

∣∣f
∣∣
Hs(e

ǫC0t − 1).

Finally, since R0|t=0
= 0, and thanks to a continuity argument, there exists T (C0,

∣∣f
∣∣
Hs) > 0 such that (13)

holds for 0 ≤ t ≤ T/ǫ, and the estimate of the Proposition follows:

∣∣R0

∣∣
Hs+1

ǫ
≤ C0E(Rs)

1/2 ≤ C0ǫ
2
∣∣f
∣∣
Hs t.

�
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3. The KdV approximation

In this section, we offer a rigorous justification of the so-called KdV approximation, from a class of symmetric
systems that contains the symmetric Boussinesq/Boussinesq system (5). The KdV approximation consists in a
decomposition of the flow into four parts, each of the components being lead by a Korteweg-de Vries equation.
The construction of the KdV approximation is precisely explained in Section 3.1. Then, in Section 3.2, we
obtain the convergence rate between the solutions of the coupled systems and the solutions defined by the KdV
approximation. As a consequence, when we combine this result with the convergence Proposition 2.8, it follows
immediately that any strong solution of the full Euler system existing over times O(1/ǫ) and bounded in a
sufficiently high Sobolev norm, is well approximated by the KdV approximation. More precisely, we state the
following:

Theorem 3.1. Let s > 3/2 and U = (ζ1, ζ2, ψ1, ψ2) be a solution of the full Euler system (1) such that
V = (η1, η2, v1, v2) ∈ C0([0;T/ǫ);Hs+1

ǫ ) ∩C1([0;T/ǫ);Hs
ǫ ) defined by

V ≡ ( ζ1 − ζ2 , ζ2 , (1− ǫb1∂
2
x)

−1(∂xψ1 + ǫa1∂
2
xv2) , (1− ǫa2∂

2
x)

−1∂xψ2 )

is uniformly bounded in L1,∞
t ([0, T/ǫ];Hs+5) and (3) is satisfied. Then there exists1 (e1, . . . , e4) a basis of R4,

and coefficients ci, λi, µi (i = 1 · · · 4) such that, denoting by ui the solution of the KdV equation

∂tui + ci∂xui + ǫλiui∂xui + ǫµi∂
3
xui = 0 (16)

with ui|t=0
= ei · S0V|t=0

(S0 defined in (10)), one has for all t ∈ [0, T/ǫ],

∣∣V −
4∑

i=1

uiei
∣∣
L∞([0,t];Hs+1

ǫ )
≤ ǫ

√
tC0,

with C0 = C0(
1

hmin
, 1
γ(1−γ) , δ +

1
δ ,
∣∣V
∣∣
L1,∞

t Hs+5).

Moreover, if V satisfies (1 + x2)V|t=0
∈ Hs+4, then one has the better estimate

∣∣V −
4∑

i=1

uiei
∣∣
L∞([0,T/ǫ];Hs+1

ǫ )
≤ ǫC′

0,

with C′
0 = C0(

1
hmin

, 1
γ(1−γ) , δ +

1
δ ,
∣∣V
∣∣
L1,∞

t Hs+5 ,
∣∣(1 + x2)V|t=0

∣∣
Hs+4).

Proof. The proof proceeds from different results of the paper; the completion is as follows. In Proposition 3.12,
we prove the convergence between the solutions of systems of the form (17) (thus containing symmetric Boussi-

nesq/Boussinesq systems (5)) and the approximate solution Uapp =
∑4

i=1 uiei + ǫU1, defined in Definition 3.6.
The residual U1 is then estimated in Proposition 3.9. Finally, since we have from Proposition 2.8 the convergence
between the solutions of the full Euler system (1) and the solutions of the symmetric Boussinesq/Boussinesq
system (5) with a better rate, the Theorem follows; see also Remark 3.13 below. �

Remark 3.2. The difference on the convergence rate for different sets of initial values is not simply a technical
issue. Indeed, one can see in Figure 7, page 30, that if the condition of sufficient decreasing in space is not
satisfied, the convergence will be worse than O(ǫ). Requiring the initial data (and thus the solutions of the
KdV equations) to lie in weighted Sobolev spaces guarantees that the nonlinear interaction between the four
traveling waves can be neglected. As a matter of fact, this condition on the sufficient decay in space of the
initial data appears also naturally for the KdV approximation of the one-layer problem, as we see in [6, 38].

1one has explicit expressions for the basis (e1, . . . , e4) and the coefficients ci, λi, µi, that we display in Remark 3.5 page 13.
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3.1. Formal derivation

The class of system that we now study is the following:

(
S0 + ǫ

(
S1(U)− S2∂

2
x

))
∂tU +

(
Σ0 + ǫ

(
Σ1(U)− Σ2∂

2
x

))
∂xU = 0, (17)

with the following hypothesis:

Assumption 3.3. (1) The matrices S0, Σ0, S2, Σ2 ∈ M4(R) are symmetric.
(2) S1(·) and Σ1(·) are linear mappings with values in M4(R), and for all U ∈ R4, S1(U) and Σ1(U) are

symmetric.
(3) S0 is definite positive, and S−1

0 Σ0 has four different non zero eigenvalues ci (i = 1 . . . 4).

Remark 3.4. The symmetric Boussinesq/Boussinesq systems (5) derived in Section 2.1 immediately satisfy
Assumption 3.3, with

ci = ±

√
1 + δ ±

√
(1− δ)2 + 4γδ

2δ
.

Following the classical WKB method, we look for an approximate solution of the Cauchy problem (17) with
initial data U0 under the form

Uapp(t, x) = U0(ǫt, t, x) + ǫU1(ǫt, t, x),

with the profiles U0(τ, t, x) and ǫU1(τ, t, x) satisfying U0|t=τ=0
= U0 et U1|t=τ=0

= 0.
We plug the Ansatz into (17), and obtain

(S0∂t +Σ0∂x)U0 + ǫS0∂τU0 + ǫ
(
S1(U0)∂tU0 +Σ1(U0)∂xU0 − S2∂

2
x∂tU0 − Σ2∂

3
xU0

)

+ǫ(S0∂t +Σ0∂x)U1 + ǫ2R = 0. (18)

We now deduce the equations satisfied by U0(τ, t, x) and U1(τ, t, x), solving (18) at each order.

At order O(1): We solve
(S0∂t +Σ0∂x)U0 = 0. (19)

We assumed that S0 is symmetric definite positive, and hence induce a scalar product:

〈u, v〉 ≡ u · S0v = uTS0v.

Since S−1
0 Σ0 is real and symmetric for the scalar product 〈·, ·〉, it is diagonalizable in an orthonormal basis. We

denote by ei (i = 1 . . . 4) the basis vectors, which are the unitary eigenvectors of S−1
0 Σ0. By definition, they

satisfy for 1 ≤ i, j ≤ 4,

〈ei, S−1
0 Σ0ej〉 ≡ ei · Σ0ej = ciδi,j , and 〈ei, ej〉 ≡ ei · S0ej = δi,j ,

with δi,j the classical Kronecker delta symbol. Therefore, when we define ui ≡ ei·S0U0 (and hence U0 =
4∑
i=1

uiei),

multiplying (19) on the left by ei, we obtain

(∂t + ci∂x)ui = 0

for all i = 1, . . . , 4. Finally, since ui satisfies a transport equation, we use the notation

ui(τ, t, x) = ui(τ, x− cit) = ui(τ, xi), (20)

with initial data ui(0, xi) = ei · S0U
0(xi).
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At order O(ǫ): We solve

S0∂τU0 +Σ1(U0)∂xU0 + S1(U0)∂tU0 − Σ2∂
3
xU0 − S2∂

2
x∂tU0 + (S0∂t +Σ0∂x)U1 = 0, (21)

that we can split2 in
∂τui + λiui∂xi

ui + µi∂
3
xi
ui = 0, (22)

with λi ≡ ei ·
(
Σ1(ei)− ciS1(ei)

)
ei and µi ≡ ei ·

(
− Σ2 + ciS2

)
ei; and in the other hand,

(∂t + ci∂x)〈ei, U1〉+
∑

(j,k) 6=(i,i)

αijkuk(τ, x− ckt)∂xuj(τ, x − cjt) =
∑

j 6=i
βij∂

3
xuj(τ, x− cjt), (23)

with αijk ≡ ei · (Σ1(ek)− cjS1(ek))ej and βij ≡ ei · (Σ2 − cjS2)ej .

It is clear that ui satisfies (20) and (22), if and only if ui(ǫt, t, x) satisfies the Korteweg-de Vries equation of
Theorem 3.1:

∂tui + ci∂xui + ǫλiui∂xui + ǫµi∂
3
xui = 0. (24)

Remark 3.5. In the specific case of symmetric Boussinesq/Boussinesq systems (5), one obtains the following
values for the coefficients:

(ci)i∈{1...4} = (c+,−c+, c−,−c−), with c2± =
1 + δ ±

√
(1− δ)2 + 4γδ

2δ
,

(λi)i∈{1...4} = (λ+, λ+, λ−, λ−), with λ± =
3

2

(2− δ)c2± + δ − 1
δ − (1− γ)

Θ±(c2+ − c2−)
,

(µi)i∈{1...4} = (µ+,−µ+, µ−,−µ−), with µ± =
c±
6

(1 + 3γ
δ + 1

δ2 )(c
2
± − 1−γ

δ+1 )− 1
δ c

2
±

c2± − 2 1−γ
δ+1

,

with Θ± ≡
√
2δ(c2+ − c2−)|c2± − 1|. The unitary eigenvectors of S−1

0 Σ0 are given by

e1 =
1

Θ+




1
c+

c+ − 1
c+

1
δc2+ − δ


 , e2 =

1

Θ+




− 1
c+

1
c+

− c+
1

δc2+ − δ


 , e3 =

1

Θ−




−1
c−

1
c−

− c−
−1

δ − δc2−


 , e4 =

1

Θ−




1
c−

c− − 1
c−

−1
δ − δc2−


 .

Let us first remark that these coefficients only depend on γ and δ, so that neither the change of variables (7)
nor the BBM-trick (8) affect the coefficients of the KdV approximation.

It is also worth pointing out that the dispersion coefficients µ± cannot be zeros for γ ∈ (0, 1) and δ > 0.
Therefore, the KdV approximation cannot degenerate into Burgers-type equations.

The coefficients of the KdV equation as an approximation to describe solitary internal waves in the free
surface case have already been introduced in [22], and then in [30,32,34], and correspond to the ones we present
here. In a slightly different regime, Craig, Guyenne and Kalisch [14] obtained a model that consists in four
independent propagating waves, two of them satisfying the KdV equations of our slow mode waves (the other
two being solutions of the first order transport equation ∂tu ± c+∂xu = 0). We state here that in the long
wave regime, any bounded solution of the full Euler system can be decomposed into four propagating waves,
each of them being well approximated by independent solutions of four KdV equations. This simultaneous
decomposition of the flow is new, and allows to compare with other models, such as Boussinesq-type models.

2This splitting is in fact necessary. Indeed, the multiscale WKB expansion can be justified for times of order O(1/ǫ) only if the
growth of the corrector term U1 is sublinear. As we see in Proposition 3.9, thanks to Lemma 3.8, the particular form of (23) allows
to obtain a square-root growth, and even better if U0 is sufficiently decreasing in space.



14 TITLE WILL BE SET BY THE PUBLISHER

3.2. Rigorous demonstration

The strategy is the following. Using the previous calculations, we define the approximate solution:

Definition 3.6. Let U0 ∈ Hs+2(R), with s > 1/2. We call approximate solution of the system (17) any function
Uapp(t, x) ∈ C0([0, T/ǫ);Hs)4 such that

Uapp(t, x) =

4∑

i=1

ui(t, x)ei + ǫU1(ǫt, t, x), (25)

where (ui)i=1...4 is the solution of the four uncoupled KdV equations (24), with ui|t=0
= ei · S0U

0, and the
correcting term U1 is a solution of (23) with U1|τ=t=0

= 0.

We first prove that such solutions exist in the strong sense for sufficiently smooth initial data, over times of
order O(1/ǫ). Then we use estimates on U0 and U1, to obtain a consistency result. This result allows us to show
that Uapp(t, x) indeed approximates the solution of (17) with the same initial data, at least at order O(ǫ3/2t).

Proposition 3.7. Let U0 ∈ Hs+2(R), with s > 1/2. Then, one has:

(1) For all i = 1 . . . 4, there exists a unique strong solution of the Cauchy problem (22), with initial data
ui|t=0

= ei · S0U
0. Moreover, there exists T > 0, such that one has the estimate

4∑

i=1

∣∣ui
∣∣
L∞([0,T ];Hs+2)

≤ C0

(
1

γ(1− γ)
, δ +

1

δ

) ∣∣U0
∣∣
Hs+2 .

(2) There exists a function U1 ∈ L∞([0, T ]× R;Hs), strong solution of (23), with U1|τ=t=0
= 0.

Proof. (1) The existence and uniqueness of the solutions of (22) is classical: see [24] for the local well-
posedness of the KdV equation, and [12] for the global well-posedness. One obtains the estimate as
usual: as we multiply the equation (22) by Λ2kui (with 3/2 < k ≤ s+ 2) and integrate with respect to
the space variable, one obtains

1

2

d

dt

∫

R

(Λkui)
2dx =

∣∣∣∣λi
∫

R

Λk(ui∂xui)Λ
kuidx

∣∣∣∣ .

Thanks to the Kato-Ponce Lemma, we manage to estimate the right-hand side as follows:

∣∣∣∣
∫

R

Λk(ui∂xui)Λ
kuidx

∣∣∣∣ ≤
∣∣∣∣
1

2

∫

R

∂xui(Λ
kui)

2

∣∣∣∣+
∣∣∣∣
∫

R

[Λk, ui]∂xui(Λ
kui)dx

∣∣∣∣ ≤ C0

∣∣ui
∣∣3
Hk ,

and we conclude by applying Gronwall-Bihari’s lemma, that reads

∣∣ui
∣∣
Hk ≤ C0

∣∣ui|t=0

∣∣
Hk

1− C0t
∣∣ui|t=0

∣∣
Hk

,

so that the estimate of the proof follows for T sufficiently small, since

∣∣ui|t=0

∣∣
Hs+2 =

∣∣ei · S0U
0
∣∣
Hs+2 ≤ C0

(
1

γ(1− γ)
, δ +

1

δ

) ∣∣U0
∣∣
Hs+2 .

Let us recall the notation (20): we have thus proved that ui(τ, t, x) ∈ L∞([0, T ]× R;Hs+2), with

4∑

i=1

∣∣ui
∣∣
L∞([0,T ]×R;Hs+2)

≤ C0

(
1

γ(1− γ)
, δ +

1

δ

) ∣∣U0
∣∣
Hs+2 .
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(2) We can then exhibit U1: let us write (23) under the form

(∂t + ci∂x)〈ei, U1〉 =
∑

(j,k) 6=(i,i)

fijk(τ, t, x) +
∑

j 6=i
∂xgij(τ, x− cjt).

From the above estimate on ui, one has fijk ∈ L∞([0, T ]× R;Hs+1), and gij ∈ L∞([0, T ];Hs). Hence,
for s > 1/2, one can set

〈ei, U1〉(τ, t, x) =
∑

(j,k) 6=(i,i)

∫ t

0

fijk(τ, s, x+ ci(s− t))ds+
∑

j 6=i

1

ci − cj

(
gij(τ, x− cjt)− gij(τ, x− cit)

)
,

and U1 satisfies the hypotheses of the Proposition: U1(τ, t, x) ∈ L∞([0, T ]× R;Hs) and U1|τ=t=0
= 0.

�

We now prove that U1, which is the corrector term defined by (23), and that contains all the coupling effects
between the different components, obeys to a sublinear secular growth. The key point is given by the following
Lemma, that proceeds from Propositions 3.2 and 3.5 of [29]:

Lemma 3.8. Let u be the solution of

{
(∂t + c∂x)u = g(v1, v2)
u|t=0

= 0
with ∀i ∈ {1, 2},

{
(∂t + ci∂x)vi = 0
vi|t=0

= v0i
(26)

with c1 6= c2, v
0
1, v

0
2 ∈ Hs(R), s > 1/2, and g is a bilinear mapping defined on R2 and with values in R. Then

one has the following estimates:

(1) If c = c1 , then lim
t→∞

1√
t

∣∣u(t, ·)
∣∣
Hs(R)

= 0.

(2) If c 6= c1 6= c2, then
1√
t

∣∣u(t, ·)
∣∣
Hs(R)

= O(1).

Moreover, if there exists α > 1/2 such that v01(1 + x2)α, and v02(1 + x2)α ∈ Hs(R), then one has the better
estimate ∣∣u

∣∣
L∞Hs(R)

≤ C0

∣∣v01(1 + x2)α
∣∣
Hs(R)

∣∣v02(1 + x2)α
∣∣
Hs(R)

,

with C0 = C0(c, c1, c2).

We are now able to give the following crucial estimate on U1:

Proposition 3.9. Let s > 1/2 and U0 ∈ Hs+2. Then with U1 ∈ L∞([0, T ]× R;Hs) a strong solution of (23)
with U1|τ=t=0

= 0, one has the estimate:

∣∣U1

∣∣
L∞([0,T ]×[0,t];Hs)

≤ C0

√
t,

with C0 = C0

(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0
∣∣
Hs+2

)
.

Moreover, if U0 satisfies U0(1 + x2) ∈ Hs+1(R), then one has the uniform estimate

∣∣U1

∣∣
L∞([0,T ]×R;Hs)

≤ C0

∣∣U0(1 + x2)
∣∣2
Hs+1 ,

with C0 = C0

(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0
∣∣
Hs+2

)
.
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Proof. Let us decompose U1 as a sum of functions as in Proposition 3.7:

〈ei, U1〉(τ, t, x) =
∑

(j,k) 6=(i,i)

∫ t

0

fijk(τ, s, x+ ci(s− t))ds +
∑

j 6=i

1

ci − cj

(
gij(τ, x − cjt)− (gij(τ, x− cit)

)

=
∑

(j,k) 6=(i,i)

U ijk +
∑

j 6=i
V ij .

with the functions fijk and gij coming from (23) written in a simplified form:

(∂t + ci∂x)〈ei, U1〉 =
∑

(j,k) 6=(i,i)

fijk(τ, t, x) +
∑

j 6=i
∂xgij(τ, x− cjt).

From Proposition 3.7, we know that the following bounds hold:

∀τ ∈ [0, T ],
∑

(j,k) 6=(i,i)

∣∣fijk
∣∣
L∞([0,T ]×R;Hs+1)

+
∑

j 6=i

∣∣gij
∣∣
L∞([0,T ];Hs)

≤ C0

∣∣U0
∣∣
Hs+2 ,

with C0 = C0(
1

γ(1−γ) , δ +
1
δ ). Therefore, one has

∀j 6= i,
∣∣V ij

∣∣
L∞([0,T ]×R;Hs)

≤ C0(
1

γ(1− γ)
, δ +

1

δ
)
∣∣U0
∣∣
Hs+2 .

Moreover, again for j 6= i, we remark that fijj can be written as

fijj(τ, t, x) ≡ αijjuj(τ, x− cjt)∂xuj(τ, x− cjt) ≡ ∂xhij(τ, x− cjt),

so that U ijj has the same form as V ij , and can be treated in the same way. And since fijj ∈ L∞([0, T ]×R;Hs+1),
U ijj is uniformly bounded in Hs. The last terms that have to be bounded are U ijk, for (j, k) 6= (i, i) with
j 6= k, U ijk. One can easily check that U ijk satisfies the hypothesis of Lemma 3.8, with fijk = g(uj , ∂xuk), for
any τ ∈ [0, T ]. We then immediately deduce

∣∣U1

∣∣
L∞([0,T ]×[0,t];Hs)

≤
√
tC0

( 1

γ(1− γ)
, δ +

1

δ
,
∣∣U0
∣∣
Hs+2

)
.

As for the second estimate of the proposition, let us first remark that the estimates of V ij and U ijj are
time-independant, and in agreement with the improved estimate. Therefore, the only remaining terms we have
to control are U ijk with j 6= k. Of course, we will use the second case of Lemma 3.8, but we have to check first
that for every τ ∈ [0, T ], the initial data uj(τ, 0, x) and ∂xuk(τ, 0, x) are localized in space, that is

∀τ ∈ [0, T ],
∣∣(1 + x2)uj(τ, 0, x)

∣∣
Hs +

∣∣(1 + x2)∂xuk(τ, 0, x)
∣∣
Hs < ∞.

This property is true at τ = 0 (by hypothesis of the proposition), and is propagated to τ > 0, using the fact
that ui(τ, xi) satisfies the KdV equation (22). This propagation of the localization in space has been proved by
Schneider and Wayne in [38, Lemma 6.4]. We do not recall the proof here, and use directly the statement:

Lemma 3.10. If (1 + x2)U0
|t=0

∈ Hs+1, then there exists C1, C̃1 > 0 such that

∣∣(1 + x2)uj(τ, 0, x)
∣∣
Hs+1 ≤ C1

∣∣(1 + x2)uj |τ=t=0

∣∣
Hs+1 ≤ C̃1

∣∣(1 + x2)U0
|t=0

∣∣
Hs+1 .
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This Lemma, together with the second estimate of Lemma 3.8, allows to control U ijk, uniformly in time.
Every term of the decomposition of U1 has been controlled, and one has the following estimate:

∣∣U1

∣∣
L∞([0,T ]×R;Hs)

≤ C0

( 1

γ(1− γ)
, δ +

1

δ
,
∣∣U0
∣∣
Hs+2

)∣∣(1 + x2)U0
∣∣2
Hs+1 . (27)

This concludes the proof. �

The next step consists in proving the consistency of our approximation with the symmetric system (17).

Proposition 3.11. If U0 ∈ Hs+5 with s > 1/2, then Uapp(t, x) defined in Definition 3.6 satisfies the symmetric

system (17) up to a residual of order O(ǫ3/2) in L∞([0, T/ǫ];Hs).
Moreover, U0 satisfies U0(1 + x2) ∈ Hs+4(R), then the residual is uniformly bounded in L∞([0, T/ǫ];Hs) by

ǫ2C0, with C0 = C0

(
1

γ(1−γ) , δ +
1
δ ,
∣∣(1 + x2)U0

∣∣
Hs+4 , T

)
.

Proof. Plugging Uapp(t, x) into (18), we see from the calculations of Section 3.1 that the only remaining term
we have to control is ǫ2R(ǫt, t, x), with

R ≡ ∂τU1 +Σ1(U0)∂xU1 +Σ1(U1)∂xU0 + S1(U0)∂tU1 + S1(U1)∂tU0 − Σ2∂
3
xU1 − S2∂

2
x∂tU1

+ǫΣ1(U1)∂xU1 + ǫS1(U1)∂xU1,

where U0(ǫt, t, x) =
∑4

i=1 ui(t, x)ei.

Each term of the right hand side is suitably bounded in the Sobolev Hs-norm, as we show in the following.
Indeed, from Proposition 3.9, one has immediately

∣∣Σ2∂
3
xU1(ǫt, t, ·)

∣∣
Hs ≤ C0

∣∣U1(ǫt, t, ·)
∣∣
Hs+3 ≤

√
tC0

(
1

γ(1− γ)
, δ +

1

δ
,
∣∣U0
∣∣
Hs+5 , T

)
.

Then, from (23), we deduce
〈ei, ∂tU1〉 = −ci〈ei, ∂xU1〉+ fi

with fi ∈ L∞([0, T ]× R;Hs+2), and
∣∣fi
∣∣
Hs+2 ≤ C0

∣∣U0
∣∣
Hs+5 , so that one has identically

∣∣S2∂
2
x∂tU1(ǫt, t, ·)

∣∣
Hs ≤ C0

∣∣∂tU1(ǫt, t, ·)
∣∣
Hs+2 ≤

√
tC0

(
1

γ(1− γ)
, δ +

1

δ
,
∣∣U0
∣∣
Hs+5

)
.

One obtains in the same way the desired estimates for Σ1(U0)∂xU1, Σ1(U1)∂xU0, S1(U0)∂tU1, S1(U1)∂tU0,
Σ1(U1)∂xU1 and S1(U1)∂xU1.

Finally, in order to estimate ∂τU1, we differentiate (23) with respect to τ . Since ui satisfies (24), one has
∂τui ∈ L∞([0, T );Hs+2). We are on the frame of the Lemma 3.8, so that we can obtain as in Proposition 3.9
that ∂τU1 ∈ L∞([0, T ]× [0, t];Hs), with

∣∣∂τU1(ǫt, t, ·)
∣∣
Hs ≤ C0

√
t
∣∣∂tU0

∣∣
Hs+2 ≤ C0

√
t
∣∣U0
∣∣
Hs+5 .

Hence, R(ǫt, t, ·) ∈ L∞([0, T/ǫ];Hs), and

∣∣R
∣∣
Hs ≤ C0

√
T/ǫ

∣∣U0
∣∣
Hs+5 ,

which concludes the first part of the proof.

The second part follows in the exact same way, using the second estimate of Proposition 3.9. �

Finally, thanks to the consistency result and the estimate on U1, we are able to set the following convergence
Proposition:
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Proposition 3.12. Let U0 ∈ Hs+5, s > 1/2, UB ∈ L∞([0, T/ǫ];Hs+5) be a family of solutions of (17) with
UB |t=0

= U0 and Uapp be defined by Definition 3.6, with the same initial value. Then one has

∣∣Uapp − UB
∣∣
L∞([0,t];Hs+1

ǫ )
≤ C0ǫ

3/2t,

with C0 = C0

(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0
∣∣
Hs+5 , T

)
.

Moreover, U0 satisfies U0(1 + x2) ∈ Hs+4(R), then one has the better estimate

∣∣Uapp − UB
∣∣
L∞([0,t];Hs+1

ǫ )
≤ C0ǫ

2t,

with C0 = C0

(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0(1 + x2)

∣∣
Hs+4 , T

)
.

Proof. Let us set Rǫ ≡ Uapp − UB. Thanks to Proposition 3.11, we know that

(
S0 − ǫS2∂

2
x + ǫS1(Uapp

)
∂tR

ǫ +
(
Σ0 − ǫΣ2∂

2
x + ǫΣ1(Uapp)

)
∂xR

ǫ = ǫ3/2f + ǫA+ ǫB, (28)

with A = ∂tS1(Uapp)R
ǫ − S1(R

ǫ)∂tUB, B = ∂xΣ1(Uapp)R
ǫ − Σ1(R

ǫ)∂xUB and a function f ∈ L∞Hs.
Then, we can follow the same path as for the proof of Proposition 2.6, in Section A.3 (see also the proof of

Proposition 2.8). We define the energy as

Es(R
ǫ) ≡ 1

2
(S0Λ

sRǫ,ΛsRǫ) +
ǫ

2
(S2∂xΛ

sRǫ, ∂xΛ
sRǫ) +

ǫ

2
(S1(Uapp)Λ

sRǫ,ΛsRǫ),

and the exact same calculations lead to the following inequality:

d

dt
Es(R

ǫ) ≤ C0ǫEs(R
ǫ) + C0ǫ

3/2(Es(R
ǫ))1/2,

with C0 = C0(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0
∣∣
Hs+5).

From Gronwall-Bihari’s theorem, we get Es(R
ǫ) ≤ C0ǫ

1/2(eC0ǫt − 1), and finally for ǫt ≤ T ,

∣∣Uapp − UB
∣∣
Hs+1

ǫ
≤ C0Es(R

ǫ) ≤ C0(
1

γ(1− γ)
, δ +

1

δ
,
∣∣U0
∣∣
Hs+5 , T )ǫ

3/2t.

The second part of the proof follows in the same way, using the consistency at orderO(ǫ2) of Proposition 3.11.
�

Remark 3.13. From this Proposition, one can immediately deduce the convergence rate between the solution
of the symmetric system (17), and the KdV approximation (24). Indeed, since we know from Proposition 3.9
the growth of the correcting term U1, and since we restrict ourselves to times 0 ≤ t ≤ T/ǫ, the convergence rate

is of order O(ǫ
√
t) in general, and of order O(ǫ) if the initial data is sufficiently decreasing in space.

In the same way, we obtain the convergence rate between bounded solutions of the full Euler system (1), and
the KdV approximation (24), using Proposition 2.8. This result is stated rigorously in Theorem 3.1. One sees
that even in the case where the initial data is rapidly decreasing in space, the convergence rate of the symmetric
Boussinesq/Boussinesq model (5) (namely O(ǫ2t)) is better than the one of the KdV approximation (namely
O(ǫ)). This is due to the interaction between the traveling waves of different wave modes, that is captured by
the Boussinesq/Boussinesq system, and not by the uncoupled KdV approximation, and which is of order O(ǫ)
for times of order O(1). The decreasing in space of the initial data allows this error to remain of order O(ǫ) for
times of order O(1/ǫ).

Numerical simulations for both the Boussinesq/Boussinesq models and the KdV approximation are computed
in Section 4.2. In particular, the relationship between the convergence rate and the decreasing in space of the
initial data is discussed and enhanced in Figure 7.
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3.3. The models under the rigid lid assumption

In this section, we formally recover models existing in the literature in the rigid lid configuration. Start-
ing from our Boussinesq/Boussinesq model (4), we recover the three-parameter family of rigid lid Boussi-
nesq/Boussinesq systems presented in [7]. One can then apply the method presented in the previous section, in
order to obtain the KdV approximation in this case.

The rigid lid models use the variables (ζ, v), where ζ is the interface deviation (−η1 = η2 ≡ ζ), and v is the
shear velocity defined by

v ≡ (∂xφ2 − γ∂xφ1)|z=ǫζ
.

Using the calculations in [16], one has

v = u2 − γu1 − ǫ

(
γ

6
∂2xu1 +

(
1

3δ2
+

γ

2δ

)
∂2xu2

)
+O(ǫ2).

Then, adding the first two equations of (4) leads to ∂x(h1u1 + h2u2) = 0, so that one has u1 +
1
δu2 = O(ǫ), and

v =
δ + γ

δ
u2 +O(ǫ) = −(δ + γ)u1 +O(ǫ).

Therefore, using a straightforward combination the equations of (4), one checks that the system becomes

{
∂tζ +

1
δ+γ ∂xv + ǫ δ2−γ

(γ+δ)2 ∂x(ζv) + ǫ 1+γδ
3δ(γ+δ)2 ∂

3
xv = O(ǫ2),

∂tv + (1− γ)∂xζ + ǫ δ2−γ
(δ+γ)2 v∂xv = O(ǫ2).

(29)

Finally, using BBM-tricks as in (8), and the change of variable vβ = (1 − ǫβ∂2x)
−1v (with β ≥ 0), one obtains

eventually the three-parameter family of rigid lid Boussinesq/Boussinesq systems presented in [7]:

{
(1− ǫb∂2x)∂tζ +

1
δ+γ∂xvβ + ǫ δ2−γ

(γ+δ)2 ∂x(ζvβ) + ǫa∂3xvβ = O(ǫ2),

(1− ǫd∂2x)∂tvβ + (1− γ)∂xζ + ǫ δ2−γ
(δ+γ)2 vβ∂xvβ + ǫc(1− γ)∂3xζ = O(ǫ2),

(30)

with a, b, c and d set (with θ1 ≥ 0, θ2 ≤ 1, β ≥ 0) as

(γ + δ)a = (1− θ1)
1 + γδ

3δ(γ + δ)
− β, b = θ1

1 + γδ

3δ(γ + δ)
, c = βθ2, d = β(1 − θ2).

From this system, one can easily follow the path of Section 3.1, and deduce the KdV approximation related
to system (30). One would obtain a similar result as in Theorem 3.1. Eventually, the KdV approximation
consists in decomposing the approximate solution (ζKdV, vKdV) as

(ζKdV, vKdV) = u+e+ + u−e−,

with u+ and u− two solutions of independent Korteweg-de Vries equations, namely

∂tu± ± c∂xu± + ǫλ±u±∂xu± ± ǫµ∂3xu± = 0, (31)

with the following vectors and coefficients:

e± =
1√
2

(± 1√
1−γ√

γ + δ

)
, c =

√
1− γ

γ + δ
, λ =

1√
2(1− γ)

3c

2

δ2 − γ

γ + δ
, µ =

c

6

(1 + γδ)

δ(γ + δ)
.
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In that way, when looking at the decomposition of deformation of the interface, the KdV approximation
leads to two counter-propagating waves, that is to say that one can write η = η+ + η−, with η± solution of

∂tη± ±
√

1− γ

γ + δ
∂xη± + ǫ

3c

2

δ2 − γ

γ + δ
η±∂xη± ± ǫ

c

6

(1 + γδ)

δ(γ + δ)
∂3xη± = 0.

We recover the classical KdV equations in the rigid lid configuration (see for example [14,15,26,33]). Following
Section 3.2, one would obtain in the same way a rigorous justification for the KdV approximation, under the
rigid lid assumption.

One sees that whereas the KdV approximation in the rigid lid case leads to a decomposition into two waves,
the free surface configuration predicts the decomposition into four waves, each of them solution of a KdV
equation with different velocities. This striking fact leads to think that the rigid lid assumption may induce a
significant alteration of the behavior of the solutions, and thus cannot be considered as a harmless statement in
all configurations. This remark has already been addressed in [25, 34], but to our knowledge, in the absence of
the exhaustive decomposition given in Theorem 3.1, the analysis of the difference between the two configurations
has never been extensively discussed.

The following Section is devoted to a detailed study of the differences between the rigid lid and free surface
configurations, depending on the values of the density ratio γ and the depth ratio δ.

3.4. Discussion

Let us recall here that the KdV approximation in the free surface configuration consists in decomposing

U = (η1, η2, u1, u2) as U ∼∑4
i=1 uiei, with ui satisfying the KdV equation

∂tui + ci∂xui + ǫλui∂xui + ǫµi∂
3
xui = 0.

The coefficients ci, λi and µi, as well as the vectors ei are given in Remark 3.5, page 13. This leads to the
following decomposition for the respective deformations of the interface and the surface:

(1) For the interface: η2 =

4∑

i=1

uiei,2 ≡
∑

(j,k)=(±,±)

ηj,k, and η±,± satisfies the KdV equation

∂tη±,k ± ck∂xη±,k + ǫλikη±,k∂xη±,k ± ǫµk∂
3
xη±,k = 0,

where ei,j denotes the jth component of the vector ei and with the following coefficients3:

c2± =
1 + δ ±

√
(1− δ)2 + 4γδ

2δ
, µ± =

c±
6

(1 + 3γ
δ + 1

δ2 )(c
2
± − 1−γ

δ+1 )− 1
δ c

2
±

c2± − 2 1−γ
δ+1

,

λi± =
3c±
2

(2 − δ)c2± + δ − 1
δ − (1− γ)

|(c2+ − c2−)(1 − c2±)|
.

(2) For the surface: ζ1 = η1 + η2 =

4∑

i=1

ui(ei,1 + ei,2) ≡
∑

(j,k)=(±,±)

ζj,k, and ζ±,± satisfies the KdV equation

∂tζ±,k ± c±∂xζ±,k + ǫλskζ±,k∂xζ±,k ± ǫµk∂
3
xζ±,k = 0,

with the same values as previously for c± and µ±, and

λs± =
3c±
2

(2 − δ)c2± + δ − 1
δ − (1− γ)

(c2+ − c2−)c
2
±

.

3These are the coefficients that are displayed in [22, 30, 34].
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Figure 2. The different velocities, in the rigid lid configuration (c =
√

1−γ
γ+δ ) and free surface

case (c± =

√
1+δ±

√
(1−δ)2+4γδ

2δ ), for γ ∈ (0, 1) and (a) δ = 1/2, (b) δ = 2.

Therefore, one sees that for both the surface and the interface elevations, the KdV approximation predicts the
evolution of four different waves, two of them corresponding to the velocities±c+ (we call them fast mode waves),
and the other two corresponding to the velocities ±c− (we call them slow mode waves), with c+ > c− > 0.
The fact that such different modes exist is characteristic of the free surface configuration, as only two counter-
propagating waves appear in the rigid lid case. Moreover, as we see in Figure 2, the two velocities corresponding

to the free surface configuration can be very different from the velocity in the rigid lid case (namely c =
√

1−γ
γ+δ ),

depending on the values of δ and γ. In these cases, one expect the solutions in the two configurations to behave
very differently.

The aim of this section is to study more in depth the behavior of the KdV approximation in the two different
configurations, with respect to the parameters γ and δ. The first part is devoted to the study of solitary waves,
as known solutions of the KdV equations. Then, we study the case where the initial data satisfy the rigid
lid hypothesis, and explore the evolution the surface in that case. The results we obtain are summarized in
Section 3.4.3; we let the reader refer to Figures 8–15 for a numerical illustration of our statements.

Remark 3.14. In the following study, and especially in Table 1, we allow ourselves to look at the behavior
of the system in the limit cases of the parameters (δ → 0,∞ and γ → 0, 1), despite the fact that the rigorous
justification of the KdV approximation, as well as the Boussinesq/Boussinesq models, break in these limits.
However, the KdV approximation when γ → 1 has been widely used in the literature (see for example [19, 21,
37, 39]), and such limits offer striking illustrations of our discussion.

3.4.1. Solitary waves

It is well known that the solitary wave solutions of the generic KdV equation

∂tu + c∂xu + ǫλu∂xu + ǫµ∂3xu = 0

can be expressed as follows:

u(t, x) =
M

cosh(k(x − x0 − c′t))2
, (32)

with c′ = c+ ǫλM3 , k =
√

λM
12µ , and M and x0 arbitrary.
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We discuss in the following the polarity, magnitude and thickness of such waves, as the parameters γ and δ
specify the coefficients of the KdV approximation.

Polarity. It is obvious that for k =
√

λM
12µ to be real valued, the sign of the ratio λ/µ determines the sign of the

acceptable values of M . Therefore, we are able to predict, depending on the parameters γ and δ, the polarity
of the solitary waves predicted by the KdV approximation (elevation or depression). We give here the result,
first for the free surface case, and then in the rigid lid configuration.

First, one can check that for every value of δ > 0 and γ ∈ (0, 1), the three coefficients λi+, λ
s
+ and µ+ > 0

are positive. Hence, the fast mode solitary waves will always be of elevation/elevation type (both surface wave
and interface wave are convex upward). The qualitative nature of the fast mode is thus similar to that of the
one-layer water-wave problem, which is always of elevation type. In particular, when we set γ → 0+ and δ → 1−,
one recovers the classical KdV equation for a single layer at the interface (c+ → 1, λi+ → 3/2, µ+ → 1/6),
and when we set δ → ∞, one recovers the classical KdV equation for a single layer at the surface (c+ → 1,
λs+ → 3/2, µ+ → 1/6).

The behavior of the slow mode is more peculiar, as the nonlinear coefficients λs,i− can have both signs,
depending on the size of the thickness ratio δ. Indeed, as it has been pointed out in [22,41] and then in [34,36],
for every γ ∈ (0, 1), there exists a critical ratio δc(γ) such that if δ > δc(γ), then λi− > 0 and λs− < 0 (and
conversely if δ < δc). Since one has µ− > 0 for every value of δ > 0 and γ ∈ (0, 1), we know that the slow mode
solitary wave will be of elevation/depression type (surface wave convex upward, and interface wave concave) if
δ < δc, and of depression/elevation type if δ > δc. There is no solitary waves in the case δ = δc.

More precisely, the critical ratio is the unique real solution of the equation

X3 + (γ2 + 3γ − 3)X2 + (3− 4γ)X − 1 = 0,

and takes values in δc ∈ (1, 5/4] for γ ∈ (0, 1) (see Figure 3).
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Figure 3. Dependence of the critical
ratio δc on the density ratio γ, for both
the rigid lid and free surface configura-
tions.

In that way, the behavior of the slow mode waves
resembles that of the interface waves with a rigid lid.
Indeed, such a critical ratio appears straightforwardly
in the rigid lid configuration: if δ < δ′c ≡

√
γ, then the

interface wave is of depression type, and if δ > δ′c, then
the interface wave is of elevation type. This critical
ratio is well known in the literature, and has led to
many extended models, where a cubic nonlinear term
becomes the major source of nonlinearity for δ ∼ δc
(see for example [15, 18, 20, 21, 26]).

It is interesting to see that even if the respective
polarity of the interface slow mode waves in the free
surface configuration, and the interface waves in the
rigid lid configuration follow qualitatively the same
behavior, the value of the critical ratio is notably dif-
ferent. Indeed δc is always located above 1 in the
free surface case, on the contrary to the rigid lid case.
Moreover, as we can see in Figure 3, they have con-
siderably different values, except when γ ∼ 1. In the
area between the two curves, the polarities of the in-
terface waves in the free surface and in the rigid lid
configurations are reversed; the two models therefore
lead to considerably different results.
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Magnitude of the deformations. Depending of the parameters γ and δ, we are able to compare the

magnitudes of the respective amplitudes of the surface and the interface waves. Indeed, since η2 =
∑4

i=1 uiei,2 =∑
η±,±, and ζ1 = η1 + η2 =

∑4
i=1 ui(ei,1 + ei,2) =

∑
ζ±,±, one sees immediately that the surface and interface

deformations, for each mode, are proportional, and satisfy

η±,±
ζ±,±

=
ei,2

ei,1 + ei,2
=
c2± − 1

c2±
.

In that way, one deduces that for the fast mode, the surface deformation is always bigger than the interface
deformation, and the ratio tends to zero when γ → 0 with δ ≥ 1, or when δ → ∞.

Meanwhile, as remarked in [22], the amplitude of the surface deformation is bigger than the one of the
interface for the slow mode if 0 < δ ≤ 2(1− 2γ), and conversely if δ > 2(1− 2γ). Moreover, the ratio tends to
zero when γ → 0 with δ ≤ 1, and tends to ∞ when γ → 1 or δ → ∞.

Thickness. In addition to forcing the polarity of the solitary wave, the ratio λM
12µ is also related to the thickness,

or the wavelength of the wave. Indeed, defining the thickness of a wave as in [34] by

l(u) ≡ 1

2M

∫ +∞

−∞
u(x)dx,

one obtains for the function (32): l(u) = 1
k =

√
12µ
λM .

As an immediate result, and since we know the ratio between the magnitude of the deformations at the
surface and the interface, the thickness of the deformations are identical at the surface and at the interface:

ls±
li±

=

√
λi±
λs±

∣∣∣∣
c2± − 1

c2±

∣∣∣∣ = 1.

One can now compare the thickness of the different wave modes, and the ones in the rigid lid configuration,

for waves of same heights. One computes in Figure 4 the ratio
√

µ+

λi
+

,
√

µ−

λi
−

and
√ µ

λi for γ ∈ (0, 1), and

δ = 1/2, 1, 2.
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Figure 4. The different thicknesses, in the rigid lid and free surface configuration, for the
parameters γ ∈ (0, 1) and (a) δ = 1/2, (b) δ = 1, (c) δ = 2.
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Of course, the thickness of the solitary wave tends to infinity when the depth ratio approaches its critical
ratio δ = δc, so that the waves predicted in the rigid lid and in the free surface configurations are excessively
unlike. Additionally, one sees that when δ is small, then the thickness of the internal waves predicted in the
free surface configuration is largely different from both the slow mode and fast mode thicknesses, except in the
limit cases γ → 0 and γ → 1.

When γ ≪ 1 and δ ≤ 1, one has at the same time the similitude of the thickness and the velocities of the
waves in the rigid lid configuration, and the fast mode waves in the free surface configuration. However, the
amplitude of the surface deformation is bigger than the one of the interface for the fast mode waves, so that the
rigid lid is not valid hypothesis. This resemblance has to do with the fact that both the fast mode waves and
the waves in the rigid lid configuration converge to waves of the one-layer problem, when γ → 0 and δ → 1−.
Conversely, when γ ∼ 1 and when δ ≫ 1, the characteristics of the waves in the rigid lid configuration resemble
the slow mode waves ones. We explore thereafter the validity of this hypothesis for different situations.

3.4.2. Evolution of the rigid lid hypothesis

Now, we restrict ourselves to initial data that are compatible for both the free surface and rigid lid configu-
rations, and compare the different evolutions of the solutions. Following Section 3.3, if the initial data with the
rigid lid assumption is (η0, v0), then the corresponding initial data in the free surface case (in the limit ǫ→ 0)
is U0 = (−η0, η0, −1

γ+δv
0, δ
γ+δv

0)). Therefore, one has initially ui|t=0
= ei · S0U

0, so

∑

(j,k)=(±,±)

ηj,k|t=0
=

4∑

i=1

ei,2ui|t=0
= ei,2

(
(1− γ)ei,2η

0 +
(ei,3 − γei,4)v

0

γ + δ

)
,

∑

(j,k)=(±,±)

ζj,k|t=0
= (ei,1 + ei,2)

(
(1− γ)ei,2η

0 +
(ei,3 − γei,4)v

0

γ + δ

)
.

Using the values given in Remark 3.5 page 13, this reads

η0j,k = ηj,k|t=0
=

k

2δ(c2+ − c2−)

(
(1− γ)

c2k − 1

c2k
η0 + j

1 + γδ − γδc2k
(γ + δ)ck

v0
)
,

ζ0j,k = ζj,k|t=0
=

k

2δ(c2+ − c2−)

(
(1− γ)η0 + j

c2k
c2k − 1

1 + γδ − γδc2k
(γ + δ)ck

v0
)
.

Since the KdV equation preserves mass, knowing the size of the initial data allows to predict the significance of
the waves. In particular, the rigid lid hypothesis will be valid for long times only if |ζ0±,±| ≪ |η0±,±|. We give in
Table 1 the different behavior of these variables, in the limits γ → 1, γ → 0, δ → ∞ and δ → 0. As we can see,
the rigid lid hypothesis will be valid for long times when γ ∼ 1, or when δ ≫ 1. For each of these cases, one
sees that the main deformation comes from the slow mode waves, which correspond to the waves predicted by
the models in the rigid lid configuration.

As a specific example, when the initial data has zero velocities (that is to say v0 = 0), then we are able to
compare straightforwardly the different magnitudes of the four waves. Indeed, one deduces from the previous
calculations that when v0 = 0, one has

η0j,k =
k(1− γ)

2δ(c2+ − c2−)

c2k − 1

c2k
η0, and ζ0j,k =

k(1− γ)

2δ(c2+ − c2−)
η0.

Consequently, the four different waves have the same weight at the surface. The situation is more sophisticated
at the interface, and one has eventually

|η±,+|L2 ≥ |η±,−|L2 if δ ≤ 1− 2γ,
|η±,+|L2 < |η±,−|L2 if δ > 1− 2γ,



TITLE WILL BE SET BY THE PUBLISHER 25

γ → 1 γ → 0, δ > 1 γ → 0, δ < 1 δ → ∞ δ → 0

η0±,+ 0
±ν
2
√
δ
v0 1

2

(
η0 ± νv0

)
0 1

2 (1 − γ)η0

η0±,−
1
2η

0 ± ςv0 1
2

(
η0 ∓ νv0

)
∓ 1

2νv
0 1

2η
0 1

2

(
γη0 ∓ 1

γ
√
1−γ v

0
)

ζ0±,+ 0
1

2(δ − 1)

(
η0 ± τv0

) 1

2(1− δ)

(
η0 ± νv0

)
0 1

2 (1 − γ)η0

ζ0±,− 0
1

2(δ − 1)

(
η0 ∓ νv0

) 1

2(1− δ)

(
−η0 ± τv0

)
0

−1

2

(
(1− γ)η0 ∓

√
1−γ
γ2 v0

)

with ς ∼
γ→1

1

2
√

(δ+1)(1−γ)
, τ ∼

γ→0

δ−1
δγ and ν = 1√

δ(δ−1)
.

Table 1. Initial magnitudes of the different waves at the surface and at the interface, for an
initial with a flat surface, in the limit cases.

so that the fast mode wave is more significant than the slow mode wave when δ ≤ 1 − 2γ, and conversely
otherwise. In the limits δ → ∞ and γ → 1, the magnitudes of the fast mode waves tend to 0, so that the energy
is only shared by the slow mode waves. Meanwhile, in the limit δ → 0, the significance of the fast mode and
the slow modes respectively tend to 1−γ

2 |η0|L2 and γ
2 |η0|L2 . Finally, in the limit γ → 0, then the magnitudes of

the fast mode waves tend to 0 when δ > 1, and in the contrary carry all the energy when δ < 1.
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Figure 5. Magnitude of the deformations: the fast mode internal waves and the surface waves,
when compared with the slow mode internal waves. Ratios for γ ∈ (0, 1) and (a) δ = 1/2, (b)
δ = 1, (c) δ = 2.

We plot in Figure 5 the different ratio of magnitudes, with the slow mode internal waves chosen as reference;
that is to say

|ζ±,+|L2

|η±,−|L2

=
|ζ±,−|L2

|η±,−|L2

and
|η±,+|L2

|η±,−|L2

.

The rigid lid hypothesis is valid for small values of these ratios. Again, one sees that it occurs only when γ ∼ 1,
or when δ is big. This fact has already been addressed, for example in [25,34], but its precise confirmation has
never been exposed, to our knowledge. For example, if δ = 1/2 and γ = 0.8, one has

|ζ±,+|L2

|η±,−|L2

=
|ζ±,−|L2

|η±,−|L2

∼ 1

6
and

|η±,+|L2

|η±,−|L2

∼ 1

10
,

so that the rigid lid assumption is inaccurate.
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3.4.3. Summary

Figure 6. Properties of the KdV ap-
proximation, depending on the depths
ratio δ and the density ratio γ.

Let us summarize in Figure 6 the different results
we obtained concerning the dependence of the behav-
ior of the KdV approximation, depending on the pa-
rameters of the problem.

When δ is above the plain curve (δ > δc), then
we know that the slow mode solitary waves will be
of elevation type at the interface and of depression
type at the surface, and conversely if δ < δc. The fast
mode solitary waves are always of elevation type at
the surface and at the interface.

Above the dashed line, the interface deformation
is more important than the surface one for the slow
mode solitary waves, and conversely if δ < 2(1− 2γ).
As for the fast mode waves, the surface elevation is
always bigger than the interface elevation.

The dash-dotted line concerns waves created by an
initial data with zero velocities, and with a flat sur-
face. In that case, the fast mode waves will be smaller
than the slow mode waves above the line δ = 1− 2γ,
and conversely below.

We see that for big values of γ and/or δ, the KdV approximation of the two-layer problem with a free surface
gives a solution that resembles the interface problem with a rigid lid: the fast mode waves are smaller than the
slow mode waves, and the magnitude of the deformation of the surface is of less importance than the deformation
of the interface. On the contrary, when γ and δ are small, then the solutions of our problem, when considered
at the interface, are comparable to solutions of the one-layer water wave models.

The dots on Figure 6 represent the pair of parameters (γ, δ) for which numerical simulations have been
computed in Section 4.2. We have first computed the solutions of the symmetric Boussinesq/Boussinesq model
and the KdV approximation, for both for the case of solitary waves, and zero velocities-flat surface initial data.
The results are plotted for parameters corresponding to A (γ = 1/4, δ = 1) in Figures 8 and 9, and to B
(γ = 1/4, δ = 2) in Figures 10 and 11. Then, we have compared the KdV approximation in the rigid lid and free
surface configurations. Figure 12, 14, 13 and 15 corresponds respectively to the points A, B, C (γ = 9/10, δ = 1)
and D (γ = δ = 1/4).

4. Numerical comparison

4.1. The numerical schemes

This section is devoted to the numerical comparison between the different models displayed in this article,
namely the symmetric Boussinesq/Boussinesq model (5), and the KdV equations (24). We first provide a numer-
ical scheme for generic KdV equations that can easily be adjusted for the uncoupled KdV approximations (24)
and (31), and its adaptation to the Boussinesq/Boussinesq system (5).

Each time, we use a Crank Nicholson scheme and replace the costly numerical treatment of the nonlinear
term by a predictive step. This method has been introduced by Besse and Bruneau in [4], justified in [3], and
used in the water wave framework by Chazel in [10], and more recently by Duruflé and Israwi in [17]. The
method is formally of order two in space and time, which is confirmed by the simulations, and appears to be
unconditionally stable.
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4.1.1. The KdV equation

We present here the numerical scheme for the generic KdV equation:

∂tu+ c∂xu+ λu∂xu+ µ∂3xu. (33)

First, we use the following semi-discretized in time equation:

un+1 − un

dt
+ c∂x

(
un+1 + un

2

)
+ λ

(
αun+1/2∂x

(
un+1+un

2

)
+ (1− α)∂xu

n+1/2
(
un+1+un

2

))

+µ∂3x

(
un+1+un

2

)
= 0,

with α ∈ [0, 1], and where un+1/2 is a predictive term defined by

un =
un+1/2 + un−1/2

2
. (34)

The scheme takes advantage of the two possible discretizations of the nonlinear term u∂xu, that is to say

un+1/2∂x

(
un+1+un

2

)
and un+1+un

2 ∂x
(
un+1/2

)
, by introducing a parameter α ∈ [0, 1] and taking a convex com-

bination of these possibilities.
It is easy to check that, in order to preserve the semi-discrete L2-norm, one has to choose α = 2/3. As for the

spatial discretization, we use the Crank-Nicholson scheme, adjusted so that the discrete L2-norm is preserved.
This leads to the final discretization:

un+1
i − uni
dt

+ c

(
D1

un+1 + un

2

)

i

+
λ

3

((
un+1
i+1 + uni+1 + un+1

i−1 + uni−1

4

)(
D1u

n+1/2
)
i

+

(
u
n+1/2
i +

u
n+1/2
i+1 + u

n+1/2
i−1

2

)(
D1

un+1 + un

2

)

i

)
+ µ

(
D3

un+1 + un

2

)

i

= 0, (35)

with D1 and D3 the classical centered discretizations of the derivatives ∂x and ∂3x with periodic boundary
conditions. The scheme is given at each step by (35) and (34), with a simple explicit scheme for the first half
step. One can then check (see [17, Theorem 2]):

∀ n ∈ N,
∑

i

|uni |2 =
∑

i

|u0i |2.

4.1.2. The Boussinesq/Boussinesq system

We use the same ideas as in the previous section for the discretization of the Boussinesq/Boussinesq system.
Even if the L2 norm is not preserved by (5), and no simple quantity either, we decide to use the same parameter
α = 2/3 as in the previous section. This leads to the following discretization of the spatial nonlinear term:

Σ1(U)∂xU ∼ 2

3
Σ1(U

n+1/2)∂x

(
Un+1 + Un

2

)
+

1

3
Σ1

(
Un+1 + Un

2

)
∂xU

n+1/2.

As for the nonlinear term in time, we simply use

S1(U)∂tU ∼ S1(U
n+1/2)∂t

(
Un+1 + Un

2

)
.
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We also need to construct the linear mappings Σ̃1 with values on M4(R), such that

∀U, V ∈ R
4, Σ1(U)V = Σ̃1(V )U.

This finally leads to the following scheme:

(
S0 + ǫS1(U

n+1/2
i )− ǫS2D2

) Un+1
i − Uni

dt
+

(
Σ0D1

Un+1 + Un

2

)

i

− ǫ

(
Σ2D3

Un+1 + Un

2

)

i

+
ǫ

3

(
Σ1

(
U
n+1/2
i +

U
n+1/2
i+1 + U

n+1/2
i−1

2

)(
D1

Un+1 + Un

2

)

i

+

(
Σ̃1

(
D1U

n+1/2
) Un+1 + Un

2

)

i

)
= 0,

(36)

where D1, D2 and D3 are block-diagonal, with the classical centered discretizations of the derivatives ∂x, ∂
2
x

and ∂3x (with periodic boundary conditions) as diagonal blocks.
The scheme is given at each step by (36) and (34), with a simple explicit scheme for the first half step.

4.1.3. Validation of the numerical method

As said previously, the method is formally of order 2 in space and time, which is confirmed by the simulations,
and appears to be unconditionally stable. In order to validate the schemes, we use the known solitary wave
solutions of (33), expressed as follows:

u(t, x) =
M

cosh2(k(x− c′t))
, (37)

with c′ = c+ λM
3 , k =

√
λM
12µ , and M arbitrary.

Therefore, we are able to construct an initial data that will lead the solutions of the KdV approximation
defined in Theorem 3.1 to be steady traveling waves. Indeed, if we set γ ∈ (0, 1) and δ > 0, the coefficients of the
KdV equations solved by the KdV approximation are explicit and given in Remark 3.5 page 13. Consequently,
we choose M1, . . . ,M4 ∈ R, and set U0 =

∑4
i=1 ui(x, 0)ei, with ui of the form given by (37), with the given

parameters, and the uncoupled KdV approximation will be given by U(t, x) =
∑4
i=1 ui(ǫt, x− cit)ei.

Unfortunately, we cannot exhibit such an exact solution for the symmetric Boussinesq/Boussinesq system (5).
In order to validate the scheme (36), we plug the solution of the uncoupled KdV approximation in (5), and
obtain a forcing term F (t, x), so that U(t, x) is solution of the modified system

(
S0 + ǫ

(
S1(U)− S2∂

2
x

))
∂tU +

(
Σ0 + ǫ

(
Σ1(U)− Σ2∂

2
x

))
∂xU = F.

It is trivial then to modify the scheme (36) by adding a forcing term Fni = F (tn, xi).
We present in Table 2 the results that we obtain using the scheme (35) and (36), for several values of spatial

and time discretization steps dx, dt, and different values of ǫ, and for times T = 1/ǫ. The relative errors are
computed in the discrete L2 norm. These results allow to validate the schemes proposed.

dx dt L T ǫ KdV scheme Boussinesq scheme
0.01 0.01 120 5 0.2 9.6317.10−5 9.8719.10−5

0.02 0.02 120 10 0.1 7.7094.10−4 7.9861.10−4

0.05 0.05 120 20 0.05 9.5663.10−3 9.8587.10−3

Table 2. Numerical errors of the KdV and the Boussinesq schemes.

In the following simulations, we always choose dx = dt = 0.01.
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4.2. Numerical results

We compute our schemes for two different different forms of initial data. The first leads to solitary waves as
exact solutions of the KdV approximation (thus of the form (32)), and is therefore exponentially decreasing in
space. The other initial data consist in deformations of the interface of the form M√

1+kx2
(therefore, they do not

satisfy the spatial rapidly decreasing assumption for the better convergence rate in Proposition 3.12), as the
surface is flat, and initial velocities are zeros. All the forthcoming results are expressed in non-dimensionalized
variables.

We first look at the behavior of the relative difference between the solutions of the different models for
fixed time, and for different values of ǫ. In Table 3, we provide the difference between the original Boussi-
nesq/Boussinesq model (4) and our symmetric Boussinesq/Boussinesq system (5), at time T = 1 and for differ-
ent values of ǫ. The same results are given for the comparison between the symmetric Boussinesq/Boussinesq
system and the KdV approximation in Table 4. As predicted, when compared with the solution of the symmet-
ric Boussinesq/Boussinesq model, the deviation of the original Boussinesq/Boussinesq system at fixed time is
of order O(ǫ2), whereas the error of the KdV approximation is of order O(ǫ). This supports our choice of the
symmetric Boussinesq/Boussinesq system (5), as an equivalent model for system (4).

dx dt L T ǫ relative error of the solutions with the initial value:

U0 =
M

cosh(kx)2
U0 =

M√
1 + (kx)2

0.01 0.01 120 1 0.1 1.4859.10−3 2.4785.10−3

0.01 0.01 120 1 0.05 5.2714.10−4 1.0882.10−3

0.01 0.01 120 1 0.01 3.1656.10−5 7.1958.10−5

Table 3. Relative error between the solutions of the symmetric Boussinesq/Boussinesq system
and the original Boussinesq/Boussinesq model.

dx dt L T ǫ relative error of the solutions with the initial value:

U0 =
M

cosh(kx)2
U0 =

M√
1 + (kx)2

0.01 0.01 120 1 0.1 4.0805.10−3 5.9295.10−3

0.01 0.01 120 1 0.05 2.2785.10−3 2.5506.10−3

0.01 0.01 120 1 0.01 5.2496.10−4 3.5434.10−4

Table 4. Relative error between the solution of the symmetric Boussinesq/Boussinesq system
and the solution of the KdV approximation.

Then, we give a numerical confirmation of the convergence rate obtained in Proposition 3.12. It is stated
that for any initial data, the difference between the solution of the Boussinesq/Boussinesq system and the KdV
approximation is bounded by O(ǫ) over times of order O(1/ǫ) if the initial data is sufficiently decreasing in
space, and O(ǫ

√
t) otherwise.

We plot in Figure 7 the difference (in the discrete L2 norm) of two solutions, obtained respectively by the KdV
scheme and the Boussinesq scheme. The first plot concerns solitary waves of the form (32), thus exponentially
decreasing in space, and the second is given by a zero velocities-flat surface initial data, with the interface of
the form M√

1+(kx)2
.

For both configurations, we set δ = 1, γ = 1/4, and simulate at the different values ǫ = 0.1, 0.05, 0.025, 0.01,
throughout time T = 1/ǫ. One sees that the results match the theory, and that the decreasing in space at
infinity is indeed of great concern.
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(b) zero velocities-flat surface initial value

Figure 7. Relative error between the KdV approximation and the symmetric Boussi-
nesq/Boussinesq system: (a) for solitary waves, exponentially decreasing in space (b) for zero
velocities-flat surface initial data, slowly decreasing in space.

The Figures 8 and 9 provide the snapshots of the previous simulations for ǫ = 0.1, and at times t = 20 and
t = 40. The results of the two schemes are plotted in the same figure, as well as the initial data and the (ten
times) emphasized error at the interface, for readability. We only show the right side of the simulations, as the
left side is obtained symmetrically.

We see that in the case of a solitary wave, the Boussinesq/Boussinesq system produces an almost perfect
soliton, that is predicted by the KdV approximation (Figure 8). The difference between the two solutions is
located in space. However, when the initial data is not sufficiently decreasing at infinity, there is a big qualitative
difference between the solution of the Boussinesq model, and the KdV approximation (Figure 9), since their
difference is not exclusively located in the area of the solitary waves. Therefore, apart from a good initial
localization in space, there is a significant interaction between the traveling waves of different wave modes, that
is captured by the Boussinesq/Boussinesq system, and not by the KdV approximation.

The same simulations are produced for different parameters, i.e. δ = 2 and γ = 1/4, and are displayed in
Figures 10 and 11. We see that the exact same phenomenon appears.

Finally, we present from Figures 12 to 15 numerical simulations of the KdV approximation, in both the
free surface and rigid lid configurations. The simulation of the Boussinesq/Boussinesq models leads to almost
identical results, so that we do not plot them for readability. Again, we set ǫ = 0.1, and the different times of
the snapshots are t = 20 and t = 40. In Figures 12 and 13, we choose the parameters δ = 1, and respectively
γ = 1/4 and γ = 9/10. In Figures 14 and 15, we choose the parameters γ = 1/4, and respectively δ = 2
and δ = 1/4. Each time, the initial data consists in a bell curve in the interface, with no velocities and with
a flat top. One clearly sees that, as discussed in Section 3.4, the rigid lid assumption is satisfactory as an
approximation of the free surface, only in the case of small difference of densities (γ ∼ 1), or when the depth
ratio becomes large.
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(a) t = 20. ǫ = 0.1, δ = 1, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 1, γ = 1/4.

Figure 8. Solitary wave solution of the KdV approximation, and the symmetric Boussi-
nesq/Boussinesq model, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 1, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 1, γ = 1/4.

Figure 9. Solution of the KdV approximation, and symmetric Boussinesq/Boussinesq system
for a zero velocities-flat surface initial value, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 2, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 2, γ = 1/4.

Figure 10. Solitary wave solution of the KdV approximation, and symmetric Boussi-
nesq/Boussinesq model, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 2, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 2, γ = 1/4.

Figure 11. Solution of the KdV approximation, and symmetric Boussinesq/Boussinesq system
for a zero velocities-flat surface initial value, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 1, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 1, γ = 1/4.

Figure 12. Solution of the KdV approximations, in both rigid lid and free surface configura-
tions, with two fluids of highly different densities, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 1, γ = 9/10.
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(b) t = 40. ǫ = 0.1, δ = 1, γ = 9/10.

Figure 13. Solution of the KdV approximations, in both rigid lid and free surface configura-
tions, with two fluids of near equal densities, at times (a) t=20, (b) t=40.
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(a) t = 20. ǫ = 0.1, δ = 2, γ = 1/4.
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(b) t = 40. ǫ = 0.1, δ = 2, γ = 1/4.

Figure 14. Solution of the KdV approximations, in both rigid lid and free surface configura-
tions, with the upper fluid of greater depth, at times (a) t=20, (b) t=40.
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(b) t = 40. ǫ = 0.1, δ = 1/4, γ = 1/4.

Figure 15. Solution of the KdV approximations, in both rigid lid and free surface configura-
tions, with the lower fluid of greater depth, at times (a) t=20, (b) t=40.
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Appendix A. Proof of Proposition 2.6

The proof is made of three steps. First, we introduce an energy of the system, and obtain an a priori estimate
on this energy. Then, using this estimate and regularization operators, we prove the existence of a solution of
our problem. Finally, using the energy estimate on the difference of two solutions, we get the uniqueness of the
solution.

A.1. Energy estimate

In the following, we denote by U a solution of (5) on [0, T ], with U ∈ L∞([0, T ];Hs+1)4. When we multiply (5)
by Λs, the system becomes

(
S0 + ǫS1(U)− ǫS2∂

2
x

)
∂tΛ

sU + ǫ[Λs, S1(U)]∂tU +
(
Σ0 + ǫΣ1(U)− ǫΣ2∂

2
x

)
∂xΛ

sU

+ǫ[Λs,Σ1(U)]∂xU = 0.
(38)

We then introduce the energy associated to the system

Definition A.1. Let U ∈ Hs+1(R4). We define the energy of the function U associated to the system (5) as

Es(U) ≡ 1/2(S0Λ
sU,ΛsU) + ǫ/2(S1(U)ΛsU,ΛsU) + ǫ/2(S2Λ

s∂xU,Λ
s∂xU).

If there is no risk of confusion, we simply write Es.

From Assumption 2.3, S0 and S2 are definite positive (with eigenvalues depending on γ and δ). Moreover,
since s > 1/2, one has by Sobolev embeddings

∣∣S1(U)
∣∣
L∞

≤ C0

∣∣U
∣∣
Hs . Hence, there exists α = C0(

1
γ(1−γ) , δ+

1
δ )

such that if ǫ
∣∣U
∣∣
Hs <

1
C0(α)

, then

1

α

∣∣U
∣∣2
Hs+1

ǫ
≤ Es(U) ≤ α

∣∣U
∣∣2
Hs+1

ǫ
. (39)

Let us multiply (38) on the right by ΛsU and integrate. One obtains

d

dt
Es = ǫ/2(S1(∂tU)ΛsU,ΛsU)− ǫ([Λs, S1(U)]∂tU,Λ

sU) + ǫ/2((Σ1(∂xU)ΛsU),ΛsU)

−ǫ([Λs,Σ1(U)]∂xU,Λ
sU).

(40)

Now, one has thanks to Cauchy-Schwarz inequality and Sobolev embeddings

|(Σ1(∂xU)ΛsU,ΛsU)| ≤
∣∣Σ1(∂xU)

∣∣
L∞

∣∣ΛsU
∣∣2
L2 ≤ C0

∣∣U
∣∣3
Hs . (41)

We then use classical Kato-Ponce commutator estimate [23]:

Lemma A.2. (Kato-Ponce) For s ≥ 0, if f ∈ Hs and g ∈ Hs−1, then one has the estimate

∣∣[Λs, f ]g
∣∣
L2 ≤ C0

∣∣f
∣∣
Hs

∣∣g
∣∣
L∞

+ C0

∣∣∂xf
∣∣
L∞

∣∣g
∣∣
Hs−1 .

In our case, it leads to the commutator estimate

∣∣([Λs,Σ1(U)]∂xU,Λ
sU)

∣∣ ≤
∣∣([Λs,Σ1(U)]∂xU

∣∣
2

∣∣ΛsU
∣∣
2
≤ C0

∣∣U
∣∣3
Hs . (42)

In order to deal with the nonlinear terms with a time-derivative ∂t, we will need the following Lemma, using
the elliptic form of the operator Pǫ defined in (6):

Lemma A.3. Let Pǫ(U, ∂) and Qǫ(U, ∂) the differential operators defined in (6) and s > 1/2. Then there exists
C0 = C0(

1
γ(1−γ) , δ +

1
δ ) such that if ǫ

∣∣U
∣∣
Hs < 1/C0, one has the following properties:
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(1) Pǫ(U, ∂) : H
1 → H−1 is one-to-one, and onto.

(2) For k ∈ [0, s], if one has Pǫ(U, ∂)V ∈ Hk−1, then V ∈ Hk+1.
(3) For 1/2 < k ≤ s and V ∈ Hk+1, one has

1/C0

∣∣V
∣∣
Hk+1

ǫ
≤ (Pǫ(U, ∂)V, V ) ≤ C0

∣∣V
∣∣
Hk+1

ǫ
.

(4) For 1/2 < k ≤ s, the operator Pǫ(U, ∂x)
−1Qǫ(U, ∂x) is bounded Hk+1

ǫ → Hk+1
ǫ , uniformly with respect

to ǫ.

Proof. (1) Using the fact that S0 and S2 are symmetric definite positive (with eigenvalues depending on γ
and δ) in the formulation of Pǫ, it is obvious to see that one can choose C0 = C0(

1
γ(1−γ) , δ +

1
δ ) > 0

such that for ǫ
∣∣U
∣∣
L∞

< 1/C0 and any V ∈ H1,

(Pǫ(U, ∂)V, V ) = (S0V, V ) + ǫ(S1(U)V, V ) + ǫ(S2∂xV, ∂xV ) ≥ ǫ

C0

∣∣V
∣∣2
H1 .

In the same way, the bilinear form a(V,W ) = (Pǫ(U, ∂)V,W ) is clearly continuous on H1 ×H1:

(Pǫ(U, ∂)V, V ) = (S0V, V ) + ǫ(S1(U)V, V ) + ǫ(S2∂xV, ∂xV ) ≤ C0

∣∣V
∣∣2
H1 .

Using Lax-Milgram lemma, we obtain that for all F ∈ H−1, there exists a unique V ∈ H1 such that for
all W ∈ H1, a(V,W ) = (F,W ), and hence there exists a unique variational solution of

Pǫ(U, ∂)V = F.

(2) We will prove the second point by induction. The result is known for k = 0 from the previous point.
Then, we remark that if Pǫ(U, ∂)V =W with W ∈ L2 (and V ∈ H1), then

ǫS2∂
2
xV = S0V + ǫS1(U)V −W.

Therefore, since S2 is invertible, we get ∂2xV ∈ L2, and thus V ∈ H2. The second point is therefore
proved for k = 1, and the intermediate values k ∈ [0, 1] follow by interpolation.

Let now assume that the result is known for a k ∈ N∗ and let Pǫ(U, ∂)V ∈ Hk ⊂ Hk−1. From the
induction hypothesis, one has V ∈ Hk+1, and moreover

ǫS2∂
2
xΛ

kV = S0Λ
kV + ǫΛk(S1(U)V )− ΛkPǫ(U, ∂)V.

We know that ΛkV ∈ L2 and ΛkPǫ(U, ∂)V ∈ L2. Moreover, since U ∈ Hs and s ≥ k > 1/2, we know
from the Sobolev embedding that Λk(S1(U)V ) ∈ L2 and

∣∣Λk(S1(U)V )
∣∣
2
≤ C0

∣∣U
∣∣
Hk

∣∣V
∣∣
Hk . Therefore,

∂2xΛ
kV ∈ L2, and as we know from the induction hypothesis that V ∈ Hk+1, one has indeed V ∈ Hk+2.

The second point is thus proved for all k ∈ N∩ [0, s], and we obtain the result for 0 ≤ k ≤ s in the same
way, starting the induction from k − ⌊k⌋ ∈ [0, 1).

(3) Since S0 and S2 are symmetric definite positive, one has for ǫ
∣∣U
∣∣
Hs < 1/C0 with C0 = C0(

1
γ(1−γ) , δ+

1
δ ),

and for any V ∈ Hk+1,

(Λk(Pǫ(U, ∂)V ),ΛkV ) = (S0Λ
kV,ΛkV ) + ǫ(Λk(S1(U)V ),ΛkV ) + ǫ(S2∂xΛ

kV, ∂xΛ
kV )

≥ 1

C0

∣∣V
∣∣2
Hk +

1

C0
ǫ
∣∣V
∣∣2
Hk+1 .

The second inequality is straightforward.
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(4) Let W ∈ Hk+1. It is obvious that, since s ≥ k > 1/2, one has

Qǫ(U, ∂x)W =
(
Σ0 + ǫΣ1(U)

)
W − ǫΣ2∂

2
xW ∈ Hk−1.

Hence, we know from the previous points that V ≡ Pǫ(U, ∂x)
−1Qǫ(U, ∂x)W ∈ Hk+1, and

1

C0

∣∣V
∣∣2
Hk+1

ǫ
≤ (Λk(Pǫ(U, ∂)V ),ΛkV ) ≤ C0

∣∣V
∣∣2
Hk+1

ǫ
.

Therefore, one has:

∣∣V
∣∣2
Hk+1

ǫ
≤ C0(Λ

k(Qǫ(U, ∂)W ),ΛkV )

≤ C0(Λ
k(Σ0 + ǫΣ1(U))W ),ΛkV ) + C0(∂xΛ

kΣ2W ), ∂xΛ
kV )

≤ C0(γ,
1

δ
,
∣∣U
∣∣
Hk)
(∣∣W

∣∣
Hk

∣∣V
∣∣
Hk + ǫ

∣∣W
∣∣
Hk+1

∣∣V
∣∣
Hk+1

)
.

Finally, one has

∣∣V
∣∣2
Hk+1

ǫ
≤1

2

(
C0

∣∣W
∣∣
Hk −

∣∣V
∣∣
Hk

)2
+
ǫ

2

(
C0

∣∣W
∣∣
Hk+1 −

∣∣V
∣∣
Hk+1

)2
+

1

2

∣∣V
∣∣2
Hk+1

ǫ
+

1

2
C2

0

∣∣W
∣∣2
Hk+1

ǫ

≤1

2

∣∣V
∣∣2
Hk+1

ǫ
+

1

2
C2

0

∣∣W
∣∣2
Hk+1

ǫ
.

The operator Pǫ(U, ∂x)
−1Qǫ(U, ∂x) is thus bounded H

k+1
ǫ → Hk+1

ǫ by C2
0 , which ends the proof of the

Lemma.
�

Using this Lemma, we immediately obtain that for U ∈ Hs+1 satisfying (6) and the hypothesis of the Lemma,
one has ∂tU ∈ Hs, and

∣∣∂tU
∣∣
Hs

ǫ

=
∣∣Pǫ(U, ∂x)−1Qǫ(U, ∂x)∂xU

∣∣
Hs

ǫ

≤ C0

∣∣∂xU
∣∣
Hs

ǫ

≤ C0

∣∣U
∣∣
Hs+1

ǫ
. (43)

Therefore, we can use the same calculations as in (41) and (42), and obtain

|(S1(∂tU)ΛsU,ΛsU)| ≤
∣∣S1(∂tU)

∣∣
L∞

∣∣ΛsU
∣∣2
L2 ≤ C0

∣∣U
∣∣2
Hs

∣∣U
∣∣
Hs+1

ǫ
(44)

(since s− 1 > 1/2 such that
∣∣∂tU

∣∣
L∞

≤ C0

∣∣∂tU
∣∣
Hs−1 ≤ C0

∣∣U
∣∣
Hs+1

ǫ
), and with Kato-Ponce theorem,

|([Λs, S1(U)]∂tU,Λ
sU)| ≤

∣∣([Λs, S1(U)]∂tU
∣∣
L2

∣∣ΛsU
∣∣
L2

≤ C0

∣∣U
∣∣2
Hs

∣∣∂tU
∣∣
Hs−1 ≤ C0

∣∣U
∣∣2
Hs

∣∣U
∣∣
Hs+1

ǫ
. (45)

Finally, one deduces from (39), (40) and the estimates (41)-(45):

d

dt
Es ≤ ǫC0

∣∣U
∣∣2
Hs

∣∣U
∣∣
Hs+1

ǫ
≤ ǫC0E

3/2
s ,

with C0 = C0(
1

γ(1−γ) , δ +
1
δ ), and providing the fact that ǫ

∣∣U
∣∣
L∞Hs < 1/C0.

From Gronwall-Bihari’s inequality and (39), it follows

∣∣U
∣∣
Hs+1

ǫ
≤ C0E

1/2
s ≤ C0

E
1/2
s |t=0

1− C0ǫtE
1/2
s |t=0

≤ C0

∣∣U0
∣∣
Hs+1

ǫ

1− C0ǫ
∣∣U0
∣∣
Hs+1

ǫ
t
. (46)
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Thus, one sees that there exists C0 such that if ǫ
∣∣U0

∣∣
Hs+1

ǫ
< 1/C0, then one can choose T = T (C0) such that the

smallness assumption ǫ
∣∣U
∣∣
Hs < 1/C0 remains valid for any t ∈ [0, T/ǫ]. Hence, in the frame of the proposition,

one has the following estimate:

∣∣U
∣∣
L∞([0,T/ǫ];Hs+1

ǫ )
≤ C0

∣∣U0
∣∣
Hs+1

ǫ

1− C0ǫ
∣∣U0
∣∣
Hs+1

ǫ
t
, (47)

with C0 = C0(
1

γ(1−γ) , δ +
1
δ ) and T > 0, independent of ǫ.

Let us note that by Lemma A.3, we know that we can also control the time derivative
∣∣∂tU

∣∣
L∞([0,T/ǫ];Hs

ǫ )

with the same bound.

A.2. Existence of a solution

We can deduce from the energy estimate (47) the existence of a maximal solution U ∈ L1,∞
t ([0, T/ǫ];Hs+1)

of (5) for any initial data U0 ∈ Hs+1. We follow the classical Friedrichs proof, using the regularization operators
defined thanks to the Fourier transform as below:

∀v ∈ L2, ∀ξ ∈ R, Ĵνv(ξ) ≡ ϕ(νξ)v̂(ξ), (48)

with ϕ a smooth numeric function with compact support, such that ϕ(0) = 1. These operators have the
following classical properties

Lemma A.4. (1) Jν is bounded Hs → Hs: there exists C0(s, ν) such that for any v ∈ Hs,

∣∣Jνv
∣∣
Hs ≤ C0(s, ν)

∣∣v
∣∣
Hs (49)

(2) Jν commutes with Λs, and is a self-adjoint operator
(3) There exists C0 independent of ν such that

∣∣Jνv
∣∣
2
≤ C0

∣∣v
∣∣
2

(50)

We obtain then a solution of (6) as the limit of Uν the solutions of

∂tUν + JνPǫ(JνUν , ∂x)
−1Qǫ(JνUν , ∂x)Jν∂xUν = 0, (51)

with Uν |t=0
= U0.

From Lemma A.4, one has that (51) is an ordinary differential equation on the Banach space Hs. Thus,
thanks to Cauchy-Lipschitz Theorem, we know that there exists a unique maximal solution Uν ∈ C([0, Tν), H

s).
Using the calculations of Section A.1 and the properties of Jν , one obtains the energy estimate

∣∣Uν
∣∣
Hs+1

ǫ
≤ C0

∣∣U0
∣∣
Hs+1

ǫ

1− C0ǫ
∣∣U0
∣∣
Hs+1

ǫ
t
,

with C0 independent of ν. Moreover, Uν satisfies (43):

∣∣∂tUν
∣∣
Hs−1 ≤ C0

∣∣∂xU
∣∣
Hs−1 ≤ C0

∣∣U
∣∣
Hs . (52)

Thus one can find T > 0 independent of ν such that the solution Uν does not blow up for t ∈ [0, T/ǫ]. In
particular, one has Tν > T/ǫ > 0.
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Now, since (Uν)ν>0 is uniformly bounded in L1,∞
t ([0, T/ǫ], Hs+1

ǫ ), one can extract a subsequence that weakly

converges towards a function U ∈ L1,∞
t ([0, T/ǫ], Hs+1

ǫ ). We want to use Ascoli theorem, but we need the
injection Hs(R) ⊂ Hs−1(R) to be compact, which is not true since R is unbounded. However, one can easily
circumvent this problem, using weighted Sobolev spaces for example. Finally, one obtains that there exists
U ∈ C0([0, T/ǫ), Hs−1) such that Uν converges strongly towards U as the subsequence ν tends to 0. Also, by
interpolation inequalities, Uν converges strongly towards U in C0([0, T/ǫ), Hs−α), for 0 < α ≤ 1. Then, since
one can find α such that Hs−α injects continuously in C1(R), one proves that Qǫ(JνUν , ∂x)Jν∂xUν converges
to Qǫ(U, ∂x)∂xU and JνPǫ(JνUν , ∂x)∂tU converges to Pǫ(Uν , ∂x)∂tU as ν → 0. Hence, U is indeed a solution
of (6).

From Section A.1, we know that U ∈ L1,∞
t ([0, T/ǫ];Hs+1

ǫ ), and one can prove (see [40] XVI.1.4 for example)
that U ∈ C0([0, T/ǫ);Hs+1) ∩ C1([0, T/ǫ);Hs).

A.3. Uniqueness of the solution

Let U1, U2 ∈ C0([0, T/ǫ);Hs+1) ∩ C1([0, T/ǫ);Hs) be two solutions of the Cauchy problem (5) with initial
data U1|t=0

= U2|t=0
= U0. One can immediately check that R ≡ U1 − U2 satisfies

(
S0 + ǫS1(U1)− ǫS2∂

2
x

)
∂tΛ

sR+
(
Σ0 + ǫΣ1(U1)− ǫΣ2∂

2
x

)
∂xΛ

sR

+ǫ[Λs, S1(U1)]∂tR+ ǫ[Λs,Σ1(U1)]∂xR = ǫF, (53)

with F = −Λs
(
S1(R)∂tU2 + Σ1(R)∂xU2

)
. Then, we can carry out the same calculations as in Section A.1 on

R, and obtain the equivalent energy estimate

d

dt
Es(R) ≤ ǫC0(

∣∣U1

∣∣
Hs +

∣∣U2

∣∣
Hs)Es,

with C0 = C0(
1

γ(1−γ) , δ +
1
δ ,
∣∣U0
∣∣
Hs+1

ǫ
).

From Gronwall-Bihari’s inequality and the estimate (47) on U1 and U2, and since Es(R)|t=0
= 0, one has

immediately Es(R) = 0 on [0, T/ǫ], and finally U1 = U2.
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[8] J. Boussinesq. Théorie de l’intumescence liquide appelée onde solitaire ou de translation se propageant dans un canal rectan-

gulaire. C.R. Acad. Sci. Paris Sér. A-B, 72:755–759, 1871.



40 TITLE WILL BE SET BY THE PUBLISHER
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