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Abstract

Evaluation of spoken dialogue systems has been traditionally carried out in terms

of instrumentally or expert-derived measures (usually called “objective” evaluation)

and quality judgments of users who have previously interacted with the system (also

called “subjective” evaluation). Different research efforts have been made to extract

relationships between these evaluation criteria. In this paper we report empirical

results obtained from statistical studies, which were carried out on interactions of

real users with our spoken dialogue system. These studies have rarely been exploited

in the literature. Our results show that they can indicate important relationships

between criteria, which can be used as guidelines for refinement of the systems

under evaluation, as well as contributing to the state of the art knowledge about

how quantitative aspects of the systems affect the user’s perceptions about them.
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1 Introduction

Dialogue systems are becoming increasingly attractive for a wide range of

applications (McTear, 2004; López-Cózar and Araki, 2005; Wahlster, 2006).

In order to minimize costs and optimize results, there is a need for standard

methods, architectures and criteria to test, compare and predict the perfor-

mance and usability of the systems. Several initiatives have arisen since the

late 80s to establish these methods. In the USA, the main funding institu-

tion for this kind of research is DARPA (Defense Advanced Research Projects

Agency), with their project COMMUNICATOR (Walker et al., 2002a), which

was aimed at cost-effective development of multimodal dialogue systems. This

was achieved by using different plug-and-play components which were evalu-

ated paying special attention to user satisfaction maximization. In Europe, the

major institutions concerned with evaluation of dialogue systems have been

COCOSDA (Coordinating Committee on Speech Databases and Speech I/O

Systems Assessment), which focuses on obtaining corpora that can be shared

to study evaluation criteria 1 , EAGLES (1996) and DISC (1999). These last

two international projects established some best practice guidelines for the de-

velopment and evaluation of dialogue systems, both at system and component

level.

These research efforts have successfully established a common background

of criteria for quantitative evaluation. However, there is still no systematic

understanding, nor consensus on the criteria that must be taken into account

to optimize the usability of dialogue systems. Some projects have tried to

López-Cózar).
1 http://www.cocosda.org/
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address the problem of predicting system usability and user satisfaction from

measurable performance criteria. This is the case of the PARADISE framework

(Walker et al., 2000a), which has become one of the reference frameworks for

system evaluation.

Because of the complexity and effort demanded by the application of the

PARADISE framework, many approaches in the literature apply qualitative

and quantitative measures separately. For example, Hartikainen et al. (2004)

propose a methodology for subjective evaluation that has been used for eval-

uating the MUMS Multimodal Route Navigation System (Hurtig, 2004). Re-

cently, the VIrtual CO-driver system (Geutner et al., 2002), the MASK mul-

timedia service kiosk (Lamel et al., 2002) and the SAMMIE dialogue system

(Becker et al., 2006), have been also evaluated only subjectively. Other au-

thors, for example Robinson et al. (2006), evaluate their systems both with

instrumentally-derived measures and quality judgments, but without estab-

lishing links between the different evaluation measures employed. In this paper

we obtain empirical results on the relationship between both types of criteria

from the evaluation of our spoken dialogue system. This is done via correlation

studies, which we believe are a reliable method that can be applied to both

whole system and component level evaluation. However, when the statistical

studies are carried out over a large number of metrics, there is a possibility

that some of the findings are due to chance, and thus reliability and signifi-

cance studies are also reported. This method has been applied successfully for

the evaluation of other dialogue systems, e.g. BoRIS (Möller, 2005), yielding

some interesting relationships between evaluation criteria.

However, results in the literature are usually based on restricted laboratory

interactions, in which some users are asked to interact with the system in
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accordance with predefined scenarios. In some cases the users are also given

evaluation questionnaires in which they express their personal opinion about

different interaction aspects. The main disadvantage of this method is that

the scenarios may differ from the tasks that a user would have selected in

a non-predefined interaction. In contrast, field evaluation requires real users

interacting with the final system in their appropriate environments. Although

as stated by Bernsen and Dybkjaer (2000), field tests can fail to be represen-

tative of the full functionality of the systems, we believe they offer the most

realistic results and cover real user motivations. Field evaluations are not re-

peatable as the interaction context is highly variable. This is also their main

advantage as they gather results from different users (difference in gender,

voice, knowledge, experience using the system), who talk on different devices

(mobile phones, usual phones or PCs), and in different environments (differ-

ent noise conditions). As the results obtained from field tests are robust to

this heterogeneity, they are more relevant at predicting the real behaviour of

the systems. Our contribution to the state-of-the-art system evaluation relies

on obtaining new empirical evidence by means of a field study carried out

employing our spoken dialogue system.

The rest of the paper is structured as follows. Section 2 presents an overview

of the main evaluation trends that can be found in the literature. Section 3

briefly describes our spoken dialogue system. Section 4 describes the compu-

tation of the evaluation criteria, distinguishing between interaction parame-

ters and quality judgments. Section 5 presents the statistical studies that we

carried out, whereas Section 6 discusses the experimental results obtained. Fi-

nally, Section 7 presents the conclusions and points out some future research

guidelines.
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2 Related work

Evaluation of dialogue systems has been used in the literature for a wide

range of purposes, for example, to measure the system’s performance, to com-

pare a system with its previous versions to measure the adequacy of changes,

to compare different systems and to predict the system behaviour.

Traditionally, authors have differentiated between objective and subjective

evaluation criteria. The former take into account measures computed from

system performance features such as word error rate (WER). The latter con-

sider measures that judge some property, for example intelligibility of the

synthesized speech. This notation has been widely used in previous studies,

for example, Larsen (2003), Minker et al. (2004) and Robinson et al. (2006).

However, as argued by Möller (2005), humans are always involved in determin-

ing the systems’ performance. For example, in the so-called objective measures

human expert evaluators are often used (i.e. to calculate WER, experts have

to compare real user input with the recognizer output). Thus, Möller (2005)

proposes to differentiate between quality judgments (subjective), interaction

parameters (which can be instrumentally measured or expert derived) and

quality predictions (which can be instrumentally derived). In this paper we

will focus on the first two categories.

There have been several attempts to create a full list of criteria to be used

for evaluation by employing interaction parameters, quality predictions and

quality judgments. For example, Dybkjaer and Bernsen (2000) propose a list of

15 criteria to guarantee system usability: adequate use of modalities, accurate

input recognition, flexibility of the accepted vocabulary, system voice quality,
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adequate response generation, adequate domain coverage, and user satisfac-

tion, among others. The Expert Advisory Group on Language Engineering

Standards (EAGLES, 1996), proposed quantitative (e.g. system response time)

and qualitative (e.g. user satisfaction) measures, that were applied and inter-

preted following an innovative framework. This framework provided guidelines

on how to carry out the evaluation and how to make results available in such

a way that they could be easily interpretable and comparable. In the DISC

project (DISC, 1999) there were other best practice guidelines that completed

the EAGLES proposal using life cycle development methodologies. Other au-

thors have focused on how to obtain and study speech corpora to compute

evaluation measures. These are frequently large corpora extracted from sys-

tem usage, or from human-to-human dialogues. In the latter case, human be-

haviour can be used as a baseline to compare with the system behaviour (Paek,

2001). For example, the EVALDA project (Devillers et al., 2004) focuses on

evaluation ‘campaigns’ that consider various aspects of natural language inter-

action. One of them is the MEDIA campaign, which evaluates the interaction

between users and dialogue systems. Their evaluation methodology employs

test sets obtained from real corpora along with the commonly used evaluation

criteria. Degerstedt and Jönsson (2006) proposed the LINTEST tool to carry

out evaluation of dialogue systems using the JUNIT corpus. A very detailed

review of the most relevant efforts on generalization of evaluation criteria and

practices can be found in (Dybkjaer et al., 2004) and (López-Cózar and Araki,

2005), whereas Möller et al. (2007) present a review of the de-facto criteria

extracted from all these studies and an example of their usage to evaluate a

particular dialogue system.

As commented above, the PARADISE framework (Walker et al., 1998) is
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the most widely embraced evaluation method proposed so far to specify the

relative contribution of various factors to the overall system performance. This

method models performance as a weighted function of: task success (exact sce-

nario completion), dialogue efficiency (task duration, system turns, user turns,

total turns), dialogue quality (word accuracy, response latency) and user sat-

isfaction (sum of TTS performance, ease of task, user expertise, expected

behaviour, future use). Additionally, it has been used to develop models for

user satisfaction prediction, based again on the weighted linear combination of

different measures (Walker et al., 2000b). The goal of this evaluation method

is to maximize user satisfaction by maximizing task success and minimizing

interaction costs. These costs are quantified using different efficiency and qual-

ity measures. The weights of each measure are computed via a multivariable

linear regression that considers user satisfaction as the dependent variable

and task success, efficiency and quality measures as independent variables.

Recently, the PARADISE framework has been enhanced to enable evaluation

of multimodal dialogue systems. For example, it was used in the SmartKom

Project, creating the so-called PROMISE framework (Beringer et al., 2002).

The application of PARADISE to evaluate a dialogue system requires di-

alogue corpora extracted from controlled experiments in which users have to

evaluate satisfaction on a scale after they have interacted with the system.

This approach has been successfully used for evaluating and comparing eight

COMMUNICATOR systems (Walker et al., 2002a,b), firstly in controlled lab-

oratory experiments, and secondly in a less restricted context where the sys-

tems were accessible on the phone. Strictly, this second evaluation was not

an open field study because the authors had control over the users, who were

specifically recruited and assigned to the different systems. Nevertheless, the
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tasks they had to complete were not predefined in all cases. A similar approach

was employed in the ARISE project (den Os et al., 1999), where evaluation

was based on the responses of users who either called a dialogue system from

home or interacted with it in the laboratory. In either case, the tasks to be

carried out by users were predefined (Sanderman et al., 1998).

There is no universal agreement on the distinction between “field” and “lab-

oratory” studies. We call “field tests” the evaluations carried out taking into

account real system-user interactions in which the user employs the system

freely, without following predefined scenarios created by evaluators. However,

in the literature some authors employ the term “field test” or “field trial” to

describe studies in which the interactions are carried out by users who em-

ploy the telephone network instead of a laboratory environment, even when

they are following predefined scenarios. This is the case, for example, for the

evaluation of the ARISE spoken dialogue system (Baggia et al., 2000), which

measures the impact of a train timetable system on the working routines of

human operators, and on the callers who are traditionally served by the oper-

ators. Although the authors report experiments as “field studies”, in the first

experiment they contacted different callers who were asked to use the system

by following different scenarios, and to fill in a questionnaire where they ex-

pressed their opinions about the system performance. In a second study, the

system was enhanced taking into account the results of the first study, and it

was used in a railway station in Milan. All the telephone calls were recorded

and analysed. The authors obtained very interesting results about the bene-

fits of introducing language technologies in train stations. For example, they

found out that when using the dialogue system, with the same number of

human operators the number of calls served per month could triplicate. How-
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ever, the authors did not present any comparison between the results of their

first trial (a laboratory test) and their second trial (a field test) which could

have pointed out some differences in performance between laboratory and field

interactions.

We can also find in the literature a distinction between “internal” and “ex-

ternal” tests, regarding whether they were carried out by users from the de-

velopment team of the dialogue system (internal evaluation) or by users who

did not have any previous knowledge about the system (external evaluation).

However this is not equivalent to the “field” vs. “laboratory” studies distinc-

tion, as external tests may involve using predefined scenarios. For example,

Rajman et al. (2004) propose a Rapid Dialogue Prototyping Methodology to

produce, for any given application, a quickly deployable dialogue-driven inter-

face which can be later enhanced through an iterative Wizard-of-Oz process.

To refine the dialogue models developed using this methodology, the authors

propose to use an internal and an external test. The internal test is used to

further adapt the prototype and its successive modifications. The external test

is employed for the final evaluation of the resulting dialogue interface. In both

cases the evaluation was carried out in the form of a satisfaction questionnaire

which was submitted to the users after they had interacted with the proto-

type, on the basis of a set of predefined scenarios involving specific contexts

for a restaurant search.

To study the implications of using field tests, some authors have focused on

non-restricted evaluation studies. This is the case of the Let’s Go system (Raux

et al., 2003), which was evaluated using interactions of real users who phoned

the system to get information about bus schedules. The evaluation was carried

out by reporting results of interaction parameters (Raux et al., 2006). Unfortu-
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nately, although these parameters are relatively easy to compute, they do not

provide sufficient information on quality. Qualitative judgments, on the other

hand, are difficult to extract and compare when they are related to subjective

opinions. Only in a few cases, performance parameters which can be measured

quantitatively are also able to express quality. Our work focuses on using both

quantitative and qualitative de-facto standard measures (Möller et al., 2007)

in a field study, to evaluate our spoken dialogue system, which is described in

Section 3. Our main objective is to empirically obtain relationships between

these measures by employing statistical significance studies. Similar methods

have been widely used in the area of system acceptance, more specifically for

predicting the adoption of new technologies, e.g. in risk studies by companies

investing in the technologies. One of the most widely used models is the Tech-

nology Acceptance Model, which relates several user judgment criteria to the

final adoption of the technologies by users (Legris et al., 2003). However, no

quantitative parameters are considered in this model. In the area of dialogue

systems, only a few authors have exploited correlation studies to measure such

relationships, for example Litman and Pan (2002), Möller (2005) and Schiel

(2006), who applied them to controlled laboratory studies.

3 The UAH spoken dialogue system

Universidad Al Habla (UAH - University on the Line) is a spoken dialogue

system that we developed in 2005 to provide spoken access to academic infor-

mation about our Department (Callejas and López-Cózar, 2005). As shown in

Figure 1, the system is comprised of the five typical modules of current spo-

ken dialogue systems, concerned with automatic speech recognition (ASR),
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dialogue management (DM), database access (DB Access), data storage (DB)

and oral response generation (RG). In addition, we implemented a module

called GAG (Generación Automática de Gramáticas - Automatic Grammar

Generation) to automatically create ASR grammars.

ASR DM ORG

DB

DB access

System voice

Incoming

call

Recognised

phrase Answer

Information

requested by

user

DB

Queries

Call

transfer

Data extracted from DB

Obtained data

GAG
Data

Grammar rules

or complete
grammars

Autom.
generated
grammars

Fig. 1. Modular architecture of the UAH system

A telephony card receives the sentences uttered by the user and provides

the associated speech signals to the ASR module. By employing a set of rule-

based grammars representative of the permitted sentences, this module pro-

vides word sequences (recognition hypotheses) in text mode. The GAG module

automatically creates the grammars employing a trigger-based technique that

automatically updates the grammars if there are changes in the vocabulary,

which is stored in databases. In this way, this technique avoids possible incon-

sistencies between the vocabulary in the databases and the vocabulary in the

grammars (Callejas and López-Cózar, 2007).

The grammar rules include semantic values specified via the Semantic Inter-
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pretation for Speech Recognition (SISR) standard 2 . These values are obtained

when the user’s utterances are recognized and they are mapped on to one or

more VoiceXML ECMAScript variables.

According to the data extracted from the user utterances, the dialogue

manager decides the next system response. This module employs VoiceXML

documents that are dynamically created using PHP. The system employs di-

alogue management strategies with different flexibility (Turunen and Haku-

linen, 2001). More specifically, information about professors and subjects is

given by employing a system-directed initiative strategy, whereas information

about registration procedures and post-graduate studies is provided by means

of mixed-initiative dialogues.

The dialogue manager dynamically adapts the system responses to the con-

text of the conversation and the dialogue state, which improves the naturalness

of the interaction. For example, the help messages provided by the system take

into account the topic that the user and the system are addressing at a partic-

ular moment. The context is used as well to decide the confirmation strategy

to use. The UAH system uses explicit confirmations in dialogue states where

it is critical to attain a very high recognition rate. For example, before trans-

ferring a call to a professor the system confirms explicitly his/her name (e.g.

”Did you say professor Smith?”) to avoid transferring the call to another pro-

fessor. In non-critical dialogue states, the system uses explicit confirmations

if the confidence scores attached to the recognized words are not high, and

otherwise it uses implicit confirmations. The response generation is carried

out by instantiating text patterns, and sending the obtained sentences to a

TTS system.

2 http://www.w3.org/TR/semantic-interpretation/
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For purposes of illustration, we show below a sample dialogue translated

from Spanish into English (S = system, U = user):

S1> Welcome to the UAH system. How can I help you?

U1> I need information about the registration procedure in the University.

S2> What do you want to know about the registration procedure?

U2> The deadline.

S3> The registration deadline is on the 31st of August. Do you need any other

information about the registration procedure?

U4> No, thanks.

S5> Thank you for using the UAH system. Have a nice day.

4 Evaluation criteria

The UAH system evaluation was carried out both with interaction parame-

ters and quality judgments. Interaction parameters were employed to measure

the system performance (e.g. number or errors made by the speech recognizer),

and the dialogue course (e.g. duration of the dialogue or number of turns).

These measures allowed us to carry out different studies about performance

and reliability of the system as well as discovering interaction points which

can be improved. Although interaction parameters are a good indicator of the

quality of the evaluated interaction, they do not necessarily provide reliable

information about user satisfaction (López-Cózar and Araki, 2005). Thus, it

is necessary to carry out a qualitative judgment evaluation to register users’

opinions about these aspects of the interaction. In the experiments presented

in the paper, the subjective evaluation was carried out by employing user tests.

13



 

 

 

ACCEPTED MANUSCRIPT 

 

4.1 Interaction parameters

To compute the values for the interaction parameters, we have used a di-

alogue corpus collected from telephone calls made to the UAH system from

September 2005 to September 2006. This corpus consists of 85 dialogues and

422 user turns, with an average of 5 user turns per dialogue. Each dialogue

was automatically annotated with two timestamps, corresponding to the call

starting and ending times respectively. Each user utterance was stored in .wav

format along with information about the recording starting time, the previ-

ous system turn, and the speech recognition result, which included confidence

scores attached to the recognized words.

A human annotator took into account whether each utterance was correctly

understood by the system, regardless of the speech recognition errors. For

example, in response to the system prompt: “What type of information do

you want?”, the user answered: “I want information about a subject”, but the

recognition result was: “Information about subjects”, where there are three

deletions and one substitution. Regardless of these errors, the utterance was

correctly understood by the system, as the semantic values returned by the

speech recognition grammar were correct. Hence, the annotator tagged the

utterance as “correctly understood”.

At the dialogue level, the annotator registered the gender of the speaker,

whether the dialogue was complete (i.e. whether the user did not hang up be-

fore finishing the dialogue) and whether the dialogue was successful. As it was

a field study, there were no predefined tasks for the users to accomplish. Thus,

a strategy had to be defined to consider dialogue success. More specifically,
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we considered that the dialogues were successful when the user obtained the

information he requested.

All the annotations were stored in a database from which the values for the

interaction parameters were automatically computed. For example, dialogue

duration was computed from the timestamps, and the number of confirmation

turns was computed using the information about the previous system turn.

Table 1 sets out the interaction parameters that we used in the experiments,

while Figure 2 shows a sample parameter computation.

Parameter Description Human anno-
tation needed

Task success Binary value which indicates whether the user obtained from
the system the information he requested

Yes

Dialogue completion Binary value which indicates whether the user waited until the
end of the dialogue before hunging up

Yes

Dialogue duration Duration of the dialogue in seconds No

Number of user turns Number of user turns in the dialogue No

Average number of
words per turn in the
dialogue

Avg. number of words along all the user utterances in the di-
alogue

Yes

WER Number of incorrectly recognized words divided by the total
number of words uttered by the user in the dialogue

Yes

Average recognition
confidence

Average confidence score of the words in all the speech recog-
nition results in the dialogue

No

% correctly under-
stood utterances

Percentage of correctly understood utterances with respect to
the total number of utterances in the dialogue

Yes

Number of confirma-
tion turns

Number of times the system asked for explicit confirmation
during the dialogue

No

Table 1
Interaction parameters employed

4.2 Quality judgments

The interaction with the UAH system starts with a welcome message in

which the system introduces itself, and asks the user to visit a web page

where he can complete a questionnaire with his opinion about the system

performance. To be able to link the results of this test with the recordings of

15
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S1> Welcome to the UAH 

system. How can I help you?

U1> I want information about 
a professor.

S2> Please say the name of 
the professor.

U2> Peter Smith.

S3> Did you say Peter 

Smint?

U3> No, Peter Smith.

S4> What information do you 

want about Professor Smith?

U4> I would like to know his 

tutoring timetable.

S5> Professor Smith’s 
tutoring hours are on 

Mondays and Tuesdays from 

10 to 12. Do you need any 
other information?

U5> No, thanks. 

S6> Thank you for using the 
UAH system. Have a nice 

day!

1No thanksMore_info15:03:57U5

0.85I would like to know his 
tutoring timetable

Prof_menu15:03:43U4

0.9No Peter SmithConf_prof_name15:03:36U3

0.4Peter SmintAsk_prof_name15:03:20U2

0.89I want information about 
professors

Initial_menu15:03:09U1

Recognition
confidence

Recognized sentencePrevious system turnTimestamp

2006_04_07, 15:02:48 – 15:03:59, Male

U1 – 1

U2 – 0

U3 – 1

U4 – 1

U5 – 1

Correctness of the 
semantic interpretation

U1 – 1 deletion, 1 
substitution

U2 – 1 substitution

Number of insertions, 
deletions and modification 
per turn

U1 – 6

U2 – 2

U3 – 3

U4 – 8

U5 - 2

Number of words per turn

1Dialogue completion

1Task success

DIALOGUE PHASE 1 :

Automatic call recording and information registration

PHASE 2 : Interaction parameters computation

2.1: Annotation by human expert 2.2: Automatic computation

%correctly 
understood 
utterances

WER

Average number of 
words/turn

Number of 
confirmation turns

Average recognition 
confidence

Number of user 
turns

Dialogue duration

0.8

0.14

4.2

1

0.81

5

71

Fig. 2. Example of the computation of the interaction parameters for an UAH
dialogue

the user-system interaction, the user is provided with a dialogue identification

number. This number is requested in the questionnaire along with the date he

made the telephone call to the system and an approximate time for the start

of the interaction.

The original Spanish version of the questionnaire can be found in the Ap-

pendix (Section A.1), the English translation is as follows:
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Q1. State on a scale from 1 to 5 your knowl-

edge about new technologies for information

access. (1 = “Low”, 5 = “High”)

Q2. State on a scale from 1 to 5 your pre-

vious experience using telephone-based dia-

logue systems. (1=”Low”, 5=”High”)

Q3. How many times have you used the

UAH system before?

• I have not used it before.

• ........ times.

Q4. How well did the system understand

you?

• Extremely bad.

• Bad.

• Fair.

• Good.

• Excellent.

Q5. How well did you understand the mes-

sages generated by the system?

• Extremely bad.

• Bad.

• Fair.

• Good.

• Excellent.

Q6. In your opinion the interaction was:

• Very slow.

• Slow.

• Adequate.

• Fast.

• Very fast.

Q7. Correcting the errors made by the sys-

tem was:

• Extremely difficult.

• Difficult.

• Easy.

• Extremely easy.

• The system made no errors.

Q8. Was it easy for you to get the informa-

tion that you requested?

• No, it was impossible.

• Yes, but with great difficulty.

• Yes, but with certain difficulties.

• Yes, it was easy.

• Yes, it was extremely easy.

Q9. Are you satisfied with the system per-

formance?

• Not satisfied at all.

• Not very satisfied.

• Indifferent.

• Satisfied.

• Very satisfied.

Q10. Were you sure about what to say to

the system at every moment?

• No, never.

• No, almost never.

• Sometimes.

• Yes, almost always.

• Yes, always.

Q11. Do you believe the system behaved

similarly as a human would do?

• No, never.

• No, almost never.

• Sometimes.

• Yes, almost always.

• Yes, always.

The answers to each question were encoded and appropriately saved in the

interactions database. All the answers excepting those corresponding to Q3

were assigned a numeric value between one and five (in the same order as

they appear in the questionnaire). The values by default were: Q1=1, Q2=1,

Q3=1, Q4=3, Q5=3, Q6=3, Q7=5, Q8=3, Q9=3, Q10=3, Q11=3. From the
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results of the test, the measures listed in Table 2 were extracted:

Parameter Question from which
it is extracted

Knowledge about new technologies for information access Q1

Knowledge about dialogue systems Q2

Experience using the UAH system Q3

Perceived extent to which UAH understands the user Q4

Perceived extent to which the user understands UAH Q5

Perceived interaction speed Q6

Perceived presence of errors made by UAH Q7

Perceived ease of UAH error correction Q7

Perceived easy of obtaining the requested information Q8

User satisfaction Q9

Extent to which the user knew what to say at each moment of
the interaction

Q10

Perceived human-like behaviour of the UAH system Q11

Table 2
Perceived quality and user profile parameters employed

The first three measures listed in Table 2 are not quality judgments, but

information about users. With the help of these questions, we intended to

obtain an approximate idea of the users’ background. However, as the UAH

users were mainly students and professors of our Faculty, knowledge about

new technologies for information access was high in almost all cases, as it is

shown in Figure 3. Only 36% of our test participants were women.

8%

3%

32%

22%

35% 1

2

3

4

5

Fig. 3. Users’ knowledge about new technologies for information access (1 = Low,
5 = High)

As our experiments were based on calls made by users who phoned the

system on their own initiative, we think that the results obtained are very
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realistic, given that the interaction was based on a real need of the users.

Besides, dialogues were more heterogeneous as they take place in different

contexts. The disadvantage of this approach was that, although the users were

encouraged to answer the questionnaires, some of them did not do it, and thus

there were no quality judgments for all the recorded dialogues. Specifically,

only 37 of the 85 dialogues have subjective measures along with the objective

ones. Figure 4 shows the demographic data of the two types of users: those

who answered the subjective test, and those who did not.
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Fig. 4. Demographic data for the different user types

As can be observed, from the dialogues that corresponded to users who did

not fill in the questionnaire, 8.47% were annotated with an unknown gender of

the speaker. This is because these users hung up after the first prompt of the

system and said nothing in response. The first system prompt clearly stated

that the user was about to talk to an automatic system, and that the call was

going to be recorded for research purposes. Hence, we think that two plausible

reasons why some users hung up before their first turn are that they did not

feel confident in talking to a computer, and that they were not happy with

having their interactions recorded.

19



 

 

 

ACCEPTED MANUSCRIPT 

 

The descriptive statistics of all the parameters regarding the type of users

involved are shown in Table 3, where the minimum, maximum and range values

of all the measures used in our study are indicated. Section 6.1 presents a

detailed study of the differences in performance and perceived quality between

the interactions of these two user groups.

Parameter User type Range Min. Max. Avg. Typ. Dev. Variance

Knowledge about new technologies for
information access

Subj. test 4 1 5 3.77 1.14 1.30

Knowledge about dialogue systems Subj. test 4 1 5 3.23 1.28 1.65

Experience using the UAH system Sub. test 9 1 10 2.80 3.20 10.22

Perceived extent to which UAH under-
stands the user

Subj. test 4 1 5 3.69 1.25 1.57

Perceived extent to which the user un-
derstands UAH

Subj. test 2 3 5 4.37 0.69 0.48

Perceived interaction speed Subj. test 3 1 4 2.71 0.62 0.39

Perceived presence of errors made by
UAH

Subj. test 1 0 1 0.54 0.50 0.25

Perceived ease of UAH error correction Subj. test 3 1 4 2.47 0.90 0.82

Perceived easy of obtaining the re-
quested information

Subj. test 4 1 5 3.37 1.437 2.06

User satisfaction Subj. test 4 1 5 3.63 1.09 1.18

Extent to which the user knew what it
was expected from him at each point
of the dialogue

Subj. test 3 2 5 4.29 0.893 0.798

Perceived human-like behaviour of the
UAH system

Subj. test 4 1 5 3.57 1.04 1.08

Task success
Subj. test 1 0 1 0.77 0.43 0.18

No subj. test 1 0 1 0.46 0.50 0.25

Dialogue completion
Subj. test 1 0 1 0.74 0.44 0.20

No subj. test 1 0 1 0.36 0.48 0.23

Dialogue duration
Subj. test 153 21 174 96.66 37.06 1373.70

No subj. test 297 0 297 90.14 64.65 4179.88

Number of user turns
Subj. test 9 1 10 5.34 2.26 5.11

No subj. test 16 1 17 4.7 3.94 15.52

Avg. words per turn
Subj.test 3 1 4 1.81 0.69 0.48

No subj. test 4.33 0 4.33 1.73 0.78 0.61

WER
Subj. test 0.67 0.00 0.67 0.19 0.18 0.03

No subj. test 0.83 0 0.83 0.25 0.28 0.05

Avg. recognition confidence
Subj. test 0.16 0.82 0.98 0.93 0.04 0.002

No subj. test 0.23 0.77 1 0.93 0.05 0.003

% correctly understood utterances
Subj. test 0.50 0.50 1 0.95 0.12 0.15

No subj. test 0.74 0.33 1 0.89 0.19 0.04

Number of confirmation turns
Subj. test 2 0 2 0.80 0.63 0.40

No subj. test 3 0 3 0.62 0.88 0.77

Table 3
Descriptive statistics of the criteria used

5 Statistical studies employed for evaluation

In order to find relevant relationships between the criteria used, we corre-

lated all the variables, obtaining the absolute value of the Pearson correlation
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coefficient. However, the value of the correlation coefficient by itself was not

enough to obtain reliable results, as it was also necessary to know the prob-

ability of obtaining the results by chance. This was done by computing the

significance (or p-value) of each correlation coefficient. If the significance level

was very small (less than 0.05) then the correlation was significant and the

two criteria were considered linearly related.

As most of the variables were inter-correlated, we studied the effect that

each criterion had on the significance of the relationships between the rest. It is

possible that two criteria are correlated just because they are both affected by a

third one. Thus, when eliminating the effect of this criterion, they would not be

significantly correlated. To study the relationships in isolation, eliminating the

effect of the rest of the criteria, we computed the partial correlation coefficients

along with their significance levels.

The Pearson correlation coefficient is suitable for scale variables, whose val-

ues represent ordered categories with meaningful metrics, such as dialogue

duration in seconds, so that distance comparisons between the values are ap-

propriate. However, we do not only use scale variables but also ordinal and

dichotomous variables (a classification can be found in Table 4). The values of

the ordinal variables represent categories with an intrinsic rating, such as the

perceived quality parameters described in Section 4.2. Dichotomous variables,

such as “task success” or “dialogue completion”, can only have two values

(0 or 1 in our case). Thus, in order to obtain reliable results, we built con-

tingency tables for the ordinal criteria. These tables allow us to study these

variables and discover associations between them. To measure the strength of

their relationships, we employed the Kendall’s Tau-b and the Spearman’s rho

coefficients. The interpretation of these coefficients is equivalent to that of the
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Pearson coefficient. However, as they are based on the ordinal properties of

the data, their values and significances may not be the same.

Additionally, we carried out analyses of variance (ANOVA). Essentially,

ANOVA models try to describe a dependent variable as the result of the

weighted sum of several factors. Specifically, we used one-way ANOVA, in

which there is only one independent variable, and computed the F coefficient.

When F’s critical level is below 0.05, it is possible to discard the average

equality and conclude that not all the poblational averages that are being

compared are equal. We also obtained Eta square which is an estimation of

the degree to which each factor affects the dependent variable. To obtain

more information on which to base our interpretations, especially for the case

of dichotomous variables, we also obtained Phi and Cramer’s V coefficients,

which allow us to contrast the independence hypothesis in contingency tables.

All the experiments were carried out using the SPSS 14 3 predictive anal-

ysis software. For the experiments in which we aimed to obtain important

relationships between all the evaluation criteria including both interaction pa-

rameters and quality judgments, we used the 37 dialogues in which the users

answered the subjective test. For the experiments in which we studied the

possible reasons for the users to take the test or not, we used both types of

dialogues (85 in total).

3 Statistical Product and Service Solutions - http://www.spss.com/
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Parameter Type

Knowledge about new technologies for information access Ordinal

Knowledge about dialogue systems Ordinal

Experience using the UAH system Ordinal

Perceived extent to which UAH understands the user Ordinal

Perceived extent to which the user understands UAH Ordinal

Perceived interaction speed Ordinal

Perceived presence of errors made by UAH Dichotomous

Perceived ease of UAH error correction Ordinal

Perceived easy of obtaining the requested information Ordinal

User satisfaction Ordinal

Extent to which the user knew what it was expected from him at
each point of the dialogue

Ordinal

Perceived human-like behaviour of the UAH system Ordinal

Task success Dichotomous

Dialogue completion Dichotomous

Dialogue duration Scale

Number of user turns Scale

Avg. words per turn Scale

WER Scale

Avg. recognition confidence Scale

% correctly understood utterances Scale

Number of confirmation turns Scale

Table 4
Type of variables used for the statistical studies

6 Evaluation results

Appendix A.2 presents a summary of the numeric results obtained from the

statistical studies. For each pair of criteria, Table A.1 sets out the Pearson

correlation coefficient and its significance level. Significance levels below 0.05

are marked in light grey, those below 0.01 are marked in dark grey, and non-

significant relations are left white. Table A.2 shows a summary of the results

obtained with the partial correlations. For reasons of space we have not re-

ported all the 21 partial correlations tables with their numeric values. Instead,

we report all the significant correlations found between all the tables, along

with the number of control criteria for which they were significant (i.e. the

number of partial correlation tables in which the relationship was significant).
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As can be observed, there were no significant relations regardless of the

control criteria used (i.e. none of them appeared in the 21 tables). In fact,

the best case was achieved when the relationship between two criteria was

shown to be significant when we eliminated the effect of 17 of the 21 variables.

This showed that all the variables were deeply related. Finally, in Table A.3

we report a summary of the results for the Tau-b and Rho coefficients, only

emphasizing the relations for which significance differs from those obtained in

the Pearson correlation studies. In the following sections we will discuss and

interpret the main findings derived from these results.

6.1 Impact of the interaction performance on the user decision to answer the

subjective test

As was described in Section 4.2, not all the users answered the subjective

test from which we computed the perceived quality criteria. In order to study

if there were some interaction parameters that influenced the users’ decision to

answer the test, we introduced a dichotomous variable indicating whether the

user answered the test or not, and carried out Pearson correlation and ANOVA

studies to find its relationship with the interaction parameters. Table 5 shows

the results obtained.

The only relations that were shown to be significant for the “user taking the

subjective test” were with the “dialogue completion” and the “task success”

metrics. These are two criteria that were also very significantly correlated

with each other, with an ANOVA F of 180.159, and a 0.000 significance. Eta

square was 0.685, and as both are dichotomous variables we also calculated

Phi and Cramer’s V, obtaining for both coefficients a value of 0.827 and a
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Relationship ANOVA F (Sig) Eta square Pearson (Sig)

Task success 7.156(0.009) 0.079 0.282(0.009)

Dialogue completion 7.775(0.007) 0.086 0.293(0.007)

Dialogue duration 0.245 (0.622) 0.003 0.054 (0.622)

Number of user turns 0.729 (0.396) 0.009 0.093 (0.396)

Avg. recognition confidence 0.122 (0.728) 0.001 -0.159 (0.150)

WER 2.107 (0.150) 0.025 0.010 (0.927)

Avg. words per turn 0.008 (0.927) 0.000 0.038 (0.728)

% correctly understood utt. 3.759 (0.056) 0.043 0.208 (0.56)

Number of confirmation turns 0.592 (0.447) 0.18 0.133 (0.447)

Table 5
Significance of the relationship between “The user taking the subjective test” and
the interaction parameters

0.000 approximate significance.

One conclusion to be derived from these results is that the users carried

out the subjective test mainly when they succeeded in getting the information

they wanted. The fact that the successful dialogues were related to dialogue

completion might be because unsuccessful dialogues were usually prematurely

finished by the user.

To check whether the interaction parameters that affect task success are the

same for all the user groups, we carried out additional ANOVA studies, which

yielded the results shown in Table 6.

As can be observed in the table, the only differences related to task success

appeared for its relationships with the number of user turns, the percentage

of correctly understood words per turn, and the number of words per turn.

The three relationships were significant for the users who did not answer the

test, but not for those who answered it, although the first two cases can

be considered as almost significant at the 0.05 level. This change might be

due to the degree of cooperation of the different types of user. For example,

the users who did not answer the test and had unsuccessful dialogues, hung
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Relationship User group F Sig

Dialogue completion - Task success

Users who did not take the
subjective test

93.312 0.000

Users that took the subjec-
tive test

19.951 0.000

All users 180.159 0.000

Dialogue duration - Task success

Users who did not take the
subjective test

17.814 0.000

Users that took the subjec-
tive test

9.638 0.004

All users 21.532 0.000

Number of user turns - Task success

Users who did not take the
subjective test

13.025 0.001

Users that took the subjec-
tive test

3.977 0.054

All users 16.231 0.000

Avg. recognition confidence - Task success

Users who did not take the
subjective test

0.105 0.748

Users that took the subjec-
tive test

0.026 0.874

All users 0.789 0.377

WER - Task success

Users who did not take the
subjective test

0.171 0.681

Users that took the subjec-
tive test

0.009 0.925

All users 0.292 0.590

Avg. words per turn - Task success

Users who did not take the
subjective test

12.787 0.001

Users who took the subjec-
tive test

0.964 0.333

All users 15.452 0.000

% correctly understood utt. - Task success

Users who did not take the
subjective test

5.891 0.019

Users who took the subjec-
tive test

3.992 0.054

All users 12.539 0.001

Number of confirmation turns

Users who did not take the
subjective test

0.528 0.471

Users who took the subjec-
tive test

0.789 0.381

All users 0.963 0.334

Table 6
ANOVA table for task success and the rest of the interaction parameters regarding
the different user groups

up immediately: 70.37% of the times before the fourth user turn. However,

the users who answered the subjective test were more patient and tried to

overcome the interaction problems even when in the end they could not obtain

the information that they were asking for.
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The main difference detected between both user groups was in the relation-

ship between the number of words per turn and task success. For the users

who did not answer the test, F had a value of 12.787 and it was significant

below the 0.01 level, whereas for those who answered the test, F was 0.964

and it was not significant. This was probably because the distribution of the

number of words per turn for the unsuccessful and successful dialogues was

more balanced in the case of the users who answered the subjective test. For

them, successful and unsuccessful dialogues had a similar number of words

per turn. However, the users who did not answer the test employed no more

than an average of one word per turn in their unsuccessful dialogues, and more

than two turns in the successful ones. Thus, an average of words per turn less

or equal to one was an indicator of dialogue failure in the case of users who

did not answer the subjective test.

6.2 Criteria with highest impact on user satisfaction and task success

Relationship Pearson (sig) Tau-b (sig) Rho (sig) ANOVA F (sig)

Perceived easy of obtaining
the requested information -
User satisfaction

0.844 (0.000) 0.750 (0.000) 0.814 (0.000) 31.071 (0.000)

Task success - User satis-
faction

0.827 (0.000) 0.732 (0.000) 0.787 (0.000) 33.140 (0.000)

Table 7
Statistical significance of the most important relationships with “user satisfaction”

Table 7 shows the two highest correlation values with user satisfaction,

which were obtained in all the statistical studies for the criteria “ease of ob-

taining information” and “task success”. Thus, as we expected, a user was

highly satisfied when he found it easy to get the information he wanted. How-

ever, it is remarkable that the way of gathering information had the same order

of significance with user satisfaction as with the final obtaining of the informa-
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tion. In (Möller, 2005), user satisfaction was also correlated with the fact that

the user finally obtained the information he was looking for. However, Möller’s

indicator of ease of communication (which he classified as a comfort factor)

did not provide a significant contribution to the overall user satisfaction. This

might suggest that ease of interaction is more important for users who have a

real need to obtain the information from the system compared with those for

whom the interaction is carried out by following predefined scenarios.

In addition, the item of the subjective questionnaire from which the mea-

sure “perceived ease of use” is computed, implicitly takes into account the

perceived success of the dialogue. Specifically, the answers to question Q8 in

the questionnaire (Section 4.2) ranged from “No, it was impossible to get the

information” to “Yes, it was very easy to get the information”. Thus, we had

two different task success measures: an interaction parameter that indicated

whether the user was able to get the information that he was looking for,

and another that indicated perceived task success. This second measure was

extracted from the “ease of obtaining information” parameter by assigning 0

(unsuccessful) to the answer “No, it was impossible” and 1 (success) to the

rest.

Contingency tables showed that both task success measures had the same

value for all the dialogues. Hence, in our experiments we only considered task

success as an interaction parameter. Previous studies such as (Rajman et al.,

2004) found that as the users in laboratory tests are not given the possibility

to contrast the information provided by the dialogue system, they trust the

system responses. For example, they do not check whether the information is

correct or useful. Thus, they consider the fact of obtaining a piece of infor-

mation from the system equivalent to obtaining a correct result. The authors
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studied this behaviour by employing laboratory test users who could not dis-

cern whether the information about restaurants, menus and prices provided

by a dialogue system was correct. In our experiments, the UAH users were

provided with real academic information. As they had a real need for this

information, they could contrast it and know whether it was accurate or not.

Thus, among the unsuccessful dialogues (both from the interaction parameter

and the quality perception points of view) there were cases where the system

provided information to the user but it was not what they desired, as is shown

by the fact that some complete dialogues were unsuccessful. It is a benefit of

test fields to allow this separation between the quality of the interaction and

the quality of the results.

Within interaction parameters, there is a remarkably high correlation be-

tween dialogue completion and task success. As shown in Figure 5, although

users could hang up when they received the desired information, without wait-

ing for the system to ask if they needed any other information, if the dialogue

was successful, they usually waited until the end. Although the percentage of

complete and successful dialogues was higher for more collaborative users (i.e.

those who answered the questionnaire), both the users that took the subjec-

tive test and those who did not take it were patient enough to wait until the

end of the dialogue when it was successful.

This differs from findings of other authors. For example, Turunen et al.

(2006) reported that there were highly significant differences on how the inter-

action was finished in field and laboratory tests carried out with the Stopman

system. In the laboratory tests, 65% of the users employed an explicit request

to end the call (e.g. “thank you and goodbye”). On the contrary, in the field

tests less than 10% of users waited to the end of the call before hanging up.
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The number of dialogues in which the users waited until the end of the inter-

action (i.e. the number of complete dialogues) in our field study is more than

50% higher than in that of Turunen et al. (2006).

Rajman et al. (2004) discuss that a positive attitude of users towards a sys-

tem does not only depend on its behaviour, but also on the “technophile” or

“technophobe” attitude of the users, although they did not control these pa-

rameters in their experimentation. In our experiments, 57% of the users rated

their knowledge about new technologies for accessing information above 3 in

a 1-5 scale, where 1 represented “low” and 5 “high”. Thus, the collaborative

nature of our users could be a result of their possible technophile disposition.

21.74

78.26

11.53

88.47

0

10

20

30

40

50

60

70

80

90

100

Incomplete Complete

%
 S

u
c

c
e

s
fu

l 
d

ia
lo

g
u

e
s

Users who did not take the test

Users who took the test

Fig. 5. Percentage of successful dialogues which are also complete regarding the
different user groups

Another criterion which is highly correlated with task success and user

satisfaction is the perceived ease of error correction. However, the perceived

presence of errors is not significantly correlated with any of these criteria. This

is probably because although in 48.19% of the successful dialogues the users

detected errors, in most cases they managed to circumvent them and obtain

the information they were looking for. Specifically, as shown in Figure 6, the

69.23% of the users found it “easy“ or “very easy” to correct errors in the
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successful dialogues. However, in the non-successful ones, 83.33% of the users

found it “difficult” or “very difficult” to correct the errors.
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Fig. 6. Task success vs. Perceived ease of error correction

In (Möller, 2005), the users’ opinion about whether misunderstandings could

be easily clarified, which was classified as a contributing factor to dialogue

smoothness, was not a good predictor for user satisfaction. Additionally, the

author found that user satisfaction could not be fully predicted by task success,

and argued that this result could be because of the unrealistic situation of the

laboratory experimentation employed. We have corroborated this finding in

our field study (Appendix A.2), as the subjective user tests could not be

replaced by the interaction parameters employed without losing information.

6.3 Criteria with highest number of significant relations

The criterion that showed the largest number of significant correlations was

the “perceived extent to which UAH understands the user”. On the one hand,

it was highly correlated with other quality judgments, like the degree to which

the user understands the system, the perceived ease of error correction, the

perceived ease of obtaining information, user satisfaction, perceived presence

of errors (negative correlation in this case), and the perceived human-like
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behaviour of the system. Besides, as can be observed in Table A.1, in most of

these relations the significance was highest. On the other hand, this perceived

quality criterion was highly correlated with interaction parameters such as

completion of the dialogue, task success, dialogue duration or percentage of

correctly understood utterances per dialogue.

The most significant relationships between this quality perception and other

parameters were with task success and user satisfaction. A linear adjustment

showed a coefficient of multiple determination of 0.55 (Figure 7), which indi-

cates that 55% of the variability of the perceived UAH understanding could

be explained by task success. Perceived system understanding, which is listed

by Möller (2005) as an indicator of speech input quality, was also very signif-

icantly correlated with user satisfaction in Möller’s study.

54321

UAH understands the user

1

0.5

0

T
a
s
k
 s

u
c
c
e
s
s

Linear adjustment

0

2

4

6

8

10

12

Number of dialogues

R2 = 0,55

Página 1

Submit by Email

Fig. 7. Relationship between the degree to which UAH was perceived to understand
the user and the task success

It is also interesting that the extent to which the user felt that the UAH sys-

tem understood him was not correlated with the interaction parameters that

measure the performance of the speech recognizer, such as WER or confidence

scores. However, the percentage of correctly understood utterances was corre-
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lated with a significance below 0.01, which indicates that from the user’s point

of view, speech recognition errors were not important as long as the semantic

interpretations were correct and thus these errors were invisible to him. This is

reflected in that the perceived presence of errors was related to the percentage

of correctly understood utterances and the number of confirmation prompts,

but not to WER. However, perceived ease of error correction was not signifi-

cantly correlated with any of these measures. Both the perceived presence of

errors and the perceived ease of correcting them were very highly correlated

with the perception that the UAH system understood the user. The perceived

presence of errors also negatively affected the user’s confidence about what to

say next during the interaction.

6.4 Impact of user’s knowledge and experience

It is noteworthy that the user’s knowledge about dialogue systems and new

technologies for accessing information were the criteria with the lowest cor-

relation factors with all the others. However, they were significantly corre-

lated with each other. Thus, in our case the knowledge of the user about new

technologies for information access was not determinant on the results of the

interaction, not in objective terms (e.g. duration, success), nor in perceived

terms (e.g. perceived speed, user satisfaction). This may be because the great

majority of users had a rather high level of technical knowledge. It is possible

that in experiments with other dialogue systems, where users may have more

varied backgrounds, these appear to be important criteria.

The previous experience of the user employing the system (“UAH usage”)

was also not correlated with any of the other variables in all the statistical
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studies. However, the sign of the correlation parameters indicated that experi-

enced users perceived fewer errors, needed fewer turns to get the information,

provoked fewer recognition errors and required fewer confirmation turns.

The fact that previous UAH usage was not significantly correlated with

other factors, such as task success or interaction speed, differs from results

found in the literature. For example, Turunen et al. (2006) stated that pre-

vious experience in using a system is a very important factor that can help

to predict the success and smoothness of the dialogue. Similarly, Park et al.

(2007) found that the performance of laboratory test users who had previ-

ously employed a system in very strictly predefined interactions was better

than for those who had not employed it before. Other authors have studied

the effect of user experience on quality judgments. For example Sturm et al.

(2005) indicate that a previous prolonged use of the system helps to obtain

substantial improvements in quality judgments, such as “ease of use” and

“user satisfaction”.

We believe that the impact of the user’s experience is closely related to the

type of evaluation carried out. In laboratory tests users are generally trained on

how to employ the system, or at least are informed about how to interact with

it. In field studies users commonly employ the system without any previous

training, and this is why they are less prone to employ characteristics such as

help requests (Turunen et al., 2006), of which they are sometimes not aware.

However, these characteristics can be very useful to make interaction easier

and to recover from error situations. On the other hand, in some particular

areas of study, for example spoken dialogue systems for health applications,

it has been argued that, contrary to what the previously commented studies

suggest, an increasingly richer previous experience using the system does not
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always imply better performance and perceived quality results. For example

(Bickmore and Giorgino, 2006) report that individuals who intermittently use

health dialogue systems on the telephone, compared to those who use them

frequently and those who hardly use them at all, obtain the highest satisfaction

levels and the best outcomes in terms of the perceived benefits. However, as

discussed by Farzanfar et al. (2004), this can be due to the stress that some

users experience if they feel monitored.

6.5 Impact of dialogue management initiative

To study the impact of the initiative used for dialogue management, we car-

ried out the same computations discussed above, but distinguishing between

dialogues with system-directed initiative and dialogues with mixed-initiative.

The differences between both approaches are reported in Table 8, where sig-

nificant correlations are marked with ‘Y’ (yes) and non-significant with ‘N’

(no).

We found that task success was approximately the same for both dialogue

management approaches. This differs from the results that can be found in

the literature 4 , where a more flexible initiative led to considerably higher task

success rates. In our experiments success was higher for mixed initiative, but

the difference between both was practically negligible (77.77% of the mixed-

initiative dialogues and 76.92% of the system-directed ones were successful).

However, we found that task success was related to different factors in each

approach. For example, in mixed-initiative dialogues the user’s confidence

4 A comprehensive summary can be found in (Möller, 2005)
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Criterion 1 Criterion 2 Mixed
initiative

System-
directed
initiative

Perc. extent to which the user understands UAH Perc. extent to which UAH understands the user N Y

Perc. interaction speed Perc. extent to which UAH understands the user Y N

Perc. presence of errors made by UAH Knowledge about dialogue systems Y N

Perc. presence of errors made by UAH Perc. extent to which UAH understands the user N Y

User confidence about what to do next Perc. presence of errors made by UAH N Y

User confidence about what to do next Perc. ease of obtaining the requested information N Y

User confidence about what to do next User satisfaction N Y

Perc. human-like behaviour of the UAH system Perc. presence of errors made by UAH N Y

Perc. human-like behaviour of the UAH system Perc. ease of obtaining the requested information N Y

Perc. human-like behaviour of the UAH system User satisfaction N Y

Perc. human-like behaviour of the UAH system User confidence about what to do next N Y

WER Perc. presence of errors made by UAH N Y

Task success User confidence about what to do next N Y

Task success Perc. human-like behaviour of the UAH system N Y

Task success Dialogue completion Y N

Dialogue duration Dialogue completion N Y

Dialogue duration Perc. ease of obtaining the requested information Y N

Dialogue duration User satisfaction Y N

Dialogue duration Task success Y N

Number of user turns Task success Y N

Number of user turns User satisfaction Y N

Number of user turns Perc. ease of obtaining the requested information Y N

Dialogue completion Perc. ease of obtaining the requested information N Y

Avg. recognition confidence User satisfaction Y N

WER User confidence about what to do next N Y

WER Dialogue completion N Y

WER Number of user turns Y N

% correctly understood utt. Perc. ease of obtaining the requested information N Y

% correctly understood utt. User satisfaction N Y

% correctly understood utt. User confidence about what to do next N Y

% correctly understood utt. Perc. human-like behaviour of the UAH system N Y

% correctly understood utt. Dialogue completion N Y

% correctly understood utt. Task success N Y

% correctly understood utt. Avg. recognition confidence N Y

Number of confirmation turns Perc. presence of errors made by UAH N Y

Number of confirmation turns Dialogue duration N Y

Number of confirmation turns Number of user turns N Y

Number of confirmation turns Avg. recognition confidence N Y

Table 8
Criteria that were significantly correlated with one initiative type but not with the
other
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about what to do next in the dialogue was not correlated with task suc-

cess, user satisfaction or perceived ease of obtaining information. On the con-

trary, task success had a significant correlation with user confidence in system-

directed dialogues. Probably this is because the user was less constrained in

the mixed-initiative interactions, and hence he did not know exactly what he

could say (Figure 8). This effect did not result in bad interaction results, as

task success was not reduced in the case of mixed-initiative interactions.
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Fig. 8. Dialogue initiative influence on user confidence

Correlations of the perceived ease of obtaining information were also very

different in the two cases. In the system-directed case it was related to the

completion of the dialogue, the number of correctly understood utterances and

the opinion that the user had about the human-like behaviour of the system.

On the contrary, for mixed-initiative dialogues the perceived ease was not cor-

related with these measures, but with duration interaction parameters such as

dialogue duration or number of user turns. The same happened with satisfac-

tion (judgment) and task success (interaction parameter), which appeared to

be highly correlated with duration measures in mixed-initiative interactions,

but not in system-directed dialogues. The duration of these dialogues was sig-
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nificantly correlated with user satisfaction, whereas in restricted interaction

systems this was not considered so important by users. Besides, as can be ob-

served in Figure 9, the average duration of the dialogues was shorter when the

interaction was more flexible (mixed-initiative instead of system-directed).
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Fig. 9. Dialogue duration for each dialogue management strategy

Additionally, the perceived presence of errors was related in mixed-initiative

dialogues to the user’s knowledge of dialogue systems. This was not the case for

system-directed initiative. Besides, it was not correlated with other measures

such as user confidence, WER or number of confirmation turns, which were

important factors in the system-directed dialogues.

Studies based on laboratory tests like, for example, Rajman et al. (2004)

could not find clear quality perception variations with respect to predominance

of system or user-driven dialogue management initiatives. Besides, some lab-

oratory tests like the one conducted for the BoRIS system in (Möller, 2005)

could not find any significant relationship between the initiative experienced

by users and other interaction parameters. However, our results show that

the significance of the relationships between the different evaluation criteria,

including both interaction parameters and quality judgments, vary depending

on the initiative used for dialogue management.
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7 Conclusions and future work

In this paper we have presented a study of the relationships between several

de-facto standard criteria for the evaluation of a telephone-based spoken dia-

logue system. Our experimental results are based on a field study using real

interactions recorded from users who spontaneously telephoned the system to

obtain information, without being recruited to do this.

To carry out our study we have calculated both interaction parameters (or

objective measures) and quality judgments (subjective measures) by employ-

ing a corpus of real system-user interactions. Specifically, the quantitative cri-

teria employed were: dialogue duration, dialogue completeness, task success,

number of user turns, average recognition confidence, average WER, percent-

age of correctly understood utterances and number of confirmation turns. The

qualitative measures were extracted from questionnaires that the users could

optionally fill in. The criteria employed were: the extent to which the user felt

correctly understood by the system, the extent to which the user understood

the system messages, the perceived interaction speed, the perceived ease of

error correction, the perceived presence of errors, the extent to which the user

was sure about what he should do in every moment of the interaction, the

extent to which the user believed the system’s behaviour was human-like, and

the level of user satisfaction with the interaction. Additionally information

about users was also taken into account, namely: user knowledge about new

technologies for information access, user knowledge about spoken dialogue

systems, and number of times the user had already used the system.

Several statistical studies were developed from which significant relations
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between all the criteria were extracted. This approach has not been sufficiently

exploited in the literature, and some noteworthy empirical findings have been

highlighted. Our empirical evidence shows that task success, perceived ease of

obtaining information and perceived extent to which the system understands

the user are very closely correlated with user satisfaction. These results sug-

gest that obtaining the required information does not completely explain user

satisfaction, as in some cases users judged successful dialogues as not satisfy-

ing because they found it difficult to obtain the information they are looking

for. This is one of the implications derived from the usage of field tests, in

which users are very concerned not only with obtaining the information they

were looking for, but also with doing it easily. Furthermore, the relationship

between the perceived ease of obtaining information and other criteria varies

remarkably with the dialogue management strategy. Our experimental results

show that, in the system-directed dialogues, perceived ease was related to the

good functioning of the understanding module. On the contrary, in mixed-

initiative dialogues, both user satisfaction and the perceived ease of obtaining

the information seemed to be related to duration metrics. This had a strong

implication in the quality judgments, as task success was highly correlated

with user satisfaction in both initiatives. Thus, our results suggest that the

prediction of user satisfaction also depends on the dialogue management ini-

tiative used. In the mixed-initiative dialogues it seemed to be more directly

related to objective measures, such as dialogue duration. However, in more re-

stricted dialogues, subjective measures such as the perceived extent to which

the user feels that he is understood by the system, had a bigger impact. This is

an important result that could indicate a need to tailor evaluation procedures

to the type of interactions being analysed.
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Additionally, we have studied the reasons that made some users answer

the optional subjective test from which we obtained the quality judgments.

We found that it was explained mainly in terms of dialogue completion and

task success. Thus, the experiments that we carried out by including the users’

perceptions about the quality of the system, corresponded mainly to successful

dialogues, in which the users obtained the information they were looking for.

This could be one of the reasons why we found that these users were very

cooperative, which yielded high dialogue completion rates rarely reported in

previous field test studies. Besides, contrary to what generally happens in

laboratory studies, these measures consider that even when the user obtains

information from the system, the dialogue cannot be considered successful if

the provided information is not correct. Finally, we did not find any evidence

of the effect of the users’ previous experience employing the system on system

performance or task success.

We believe that statistical analyses such as the ones presented in this study

can lead to interesting empirical relationships that can be taken into account

to enhance system development and evaluation. Besides, such studies can serve

to evaluate systems as a whole instead of individual components. Future work

will focus on adding factor analysis studies to group criteria and obtain the

major trends that have to be taken into account. For this purpose a more

extensive list of criteria will be compiled. Once the factors are computed, they

will be analysed to obtain dependencies between them and build a criteria

taxonomy that can then be compared with other state-of-the-art taxonomies,

for example the Quality-Of-Service proposed by (Möller, 2002).
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A APPENDIX

A.1 Questionnaire in Spanish

Q1. Puntúe de 1 a 5 su conocimiento de

las nuevas tecnoloǵıas de acceso a la infor-

mación (1=”Bajo”, 5=”Alto”).

Q2. Puntúe de 1 a 5 su uso previo de

sistemas automáticos de diálogo telefónico

(1=”Bajo”, 5=”Alto”).

Q3. ¿Cuántas veces hab́ıa utilizado el sis-

tema UAH con anterioridad?

• No lo hab́ıa usado antes.

• ......... veces.

Q4. ¿Cómo le entend́ıa el sistema a usted?

• Muy mal.

• Mal.

• Aceptablemente.

• Bien.

• Muy bien.

Q5. ¿Cómo entend́ıa usted los mensajes que

generaba el sistema?

• Muy mal.

• Mal.

• Aceptablemente.

• Bien.

• Muy bien.

Q6. La conversación le ha parecido:

• Muy lenta.

• Lenta.

• Adecuada.

• Rápida.

• Muy rápida.

Q7. Corregir los errores que quizás haya

cometido el sistema le ha parecido:

• Muy dif́ıcil.

• Dif́ıcil.

• Fácil.

• Muy fácil.

• El sistema no ha cometido errores.

Q8. ¿Ha sido fácil averiguar la información

que necesitaba conocer?

• No, ha sido totalmente imposible.

• Śı, pero con gran dificultad.

• Śı, pero con dificultad.

• Śı, ha sido fácil.

• Śı, ha sido muy fácil.

Q9. ¿Está satisfecho/a con el fun-

cionamiento del sistema?

• No, nada.

• Casi nada.

• Indiferente.

• Satisfecho/a.

• Muy satisfecho/a.

Q10. ¿Teńıa claro lo que deb́ıa hacer en cada

momento del diálogo?

• No, nunca.

• Casi nunca.

• A medias.

• Casi siempre.

• Śı, siempre.

Q11. ¿Cree que el sistema se ha comportado

de forma “similar” a como lo haŕıa un ser

humano en esta tarea?

• Nunca.

• Casi nunca.

• A medias.

• Casi siempre.

• Siempre.
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A.2 Summary of the main experimental results

Table A.1
Correlations between the criteria used
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Criteria relationship Partial correlation tables
in which it was significant

Perc. ease of obtaining the requested information Perc. extent to which UAH understands the user 17

Perc. human-like behaviour of the UAH system Perc. extent to which the user understands UAH 17

Knowledge about dialogue systems Knowledge about new technologies for information access 17

Dialogue duration Number of user turns 16

Number of confirmation turns Number of user turns 16

% correctly understood utt. WER 16

Avg. recognition confidence WER 16

Task success Perc. ease of obtaining the requested information 16

Perc. ease of obtaining the requested information User satisfaction 15

Perc. human-like behaviour of the UAH system User satisfaction 15

Avg. recognition confidence % correctly understood utt. 15

Task success User satisfaction 15

Dialogue completion Task success 14

Dialogue completion User satisfaction 14

Perc. ease of UAH error correction Perc. ease of obtaining the requested information 14

Perc. ease of UAH error correction Perc. extent to which UAH understands the user 14

Task success Perc. extent to which UAH understands the user 14

Perc. extent to which UAH understands the user User satisfaction 14

WER Avg. words per turn 14

Perc. ease of UAH error correction User satisfaction 13

Perc. ease of obtaining the requested information Dialogue completion 13

Perc. ease of obtaining the requested information Perc. human-like behaviour of the UAH system 13

Dialogue completion Perc. ease of UAH error correction 12

Dialogue completion Perc. extent to which UAH understands the user 12

% correctly understood utt. User satisfaction 12

Perc. ease of UAH error correction Task success 12

Perc. human-like behaviour of the UAH system Task success 12

Perc. human-like behaviour of the UAH system Perc. extent to which UAH understands the user 12

Perc. ease of UAH error correction Perc. human-like behaviour of the UAH system 11

Dialogue duration Perc. ease of obtaining the requested information 10

Dialogue duration Task success 10

Dialogue duration Perc. extent to which UAH understands the user 10

Dialogue duration User satisfaction 10

Task success Number of user turns 10

User satisfaction Perc. extent to which the user understands UAH 10

Dialogue completion Dialogue duration 9

Number of user turns User satisfaction 7

Dialogue completion Perc. human-like behaviour of the UAH system 6

Number of confirmation turns Dialogue duration 5

Perc. ease of obtaining the requested information Perc. extent to which the user understands UAH 5

Number of user turns Perc. ease of obtaining the requested information 4

User satisfaction Avg. words per turn 4

Number of confirmation turns Avg. recognition confidence 3

Dialogue duration UAH usage 2

Dialogue completion Number of user turns 1

Dialogue completion UAH usage 1

Dialogue duration Perc. ease of UAH error correction 1

Dialogue duration Perc. human-like behaviour of the UAH system 1

Number of confirmation turns UAH usage 1

Number of confirmation turns WER 1

Number of user turns WER 1

Perc. ease of obtaining the requested information % correctly understood utt. 1

Perc. ease of obtaining the requested information Avg. recognition confidence 1

Avg. recognition confidence Task success 1

Avg. recognition confidence UAH usage 1

Avg. recognition confidence User sure 1

Task success % correctly understood utt. 1

Perc. extent to which UAH understands the user Number of user turns 1

Perc. extent to which UAH understands the user % correctly understood utt. 1

UAH usage WER 1

Knowledge about dialogue systems Perc. ease of obtaining the requested information 1

Knowledge about dialogue systems Perc. extent to which UAH understands the user 1

User satisfaction WER 1

Table A.2
Significant partial correlations
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Criterion 1 Criterion 2 Pearson Tau-b Rho

Perc. extent to which UAH understands the user DS knowledge 0.265
0.124

0.276
0.057

0.336
0.049

Perc. extent to which UAH understands the user Perc. interaction speed 0.334
0.050

0.268
0.077

0.299
0.081

Perc. extent to which UAH understands the user Dialogue completion 0.485
0.003

0.390
0.013

0.426
0.011

Perc. extent to which UAH understands the user Dialogue duration 0.433
0.009

0.209
0.111

0.278
0.105

Perc. extent to which UAH understands the user Number of user turns 0.340
0.046

0.157
0.255

0.197
0.257

Perc. extent to which UAH understands the user Number of confirmation turns 0.363
0.032

0.291
0.054

0.335
0.049

Perc. extent to which the user understands UAH Task success 0.498
0.002

0.408
0.013

0.424
0.011

Perc. human-like behaviour of the UAH system Perc. interaction speed 0.443
0.008

0.355
0.019

0.389
0.021

Perc. human-like behaviour of the UAH system Perc. ease of UAH error correction 0.601
0.006

0.474
0.018

0.523
0.022

Dialogue completion Perc. ease of UAH error correction 0.623
0.004

0.559
0.011

0.602
0.006

Task success Perc. ease of UAH error correction 0.623
0.004

0.559
0.011

0.602
0.006

Perc. easy of obtaining the required information Perc. presence of errors made by UAH -0.326
0.056

-0.337
0.033

-0.365
0.031

User sure Perc. presence of errors made by UAH -0.419
0.012

-0.429
0.008

-0.454
0.006

User sure User satisfaction 0.385
0.022

0.291
0.054

0.316
0.064

Dialogue duration User satisfaction 0.375
0.026

0.245
0.065

0.310
0.070

% correctly understood utt. User satisfaction 0.495
0.002

0.223
0.151

0,248
0.151

Perc. easy of obtaining the requested information Dialogue completion 0.524
0.001

0.384
0.015

0.416
0.013

Dialogue duration Dialogue completion 0.462
0.005

0.350
0.014

0.421
0.012

Number of user turns Dialogue completion 0.354
0.037

0.274
0.068

0.313
0.067

Perc. easy of obtaining the requested information Dialogue duration 0.348
0.040

0.151
0.253

0.225
0.194

Dialogue duration Task success 0.475
0.004

0.362
0.011

0.435
0.009

Dialogue completion Number of user turns 0.354
0.037

0.274
0.068

0.313
0.067

User sure WER -0.426
0.011

-0.337
0.017

-0.388
0.021

Perc. easy of obtaining the requested information % correctly understood utt. 0.350
0.040

0.244
0.113

0.262
0.129

Table A.3
Significance variations between Pearson, Chramer’s Tau-b and Spearman’s Rho

51




