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Abstract

Due to the difficulty in defining accurate models to represent the physical
phenomena in glass furnaces, a large number of studies consider the process
as a black-box system. The systemic approach proposed in this paper re-
lies on a decomposition of the furnace into two entities, i.e., the combustion
chamber and the glass bath. Next, a reactor network structure is automat-
ically designed to reproduce the hydrodynamic features in the considered
zone. These computations are based on the minimization of the quadratic
difference between the network output and Residence Time Distributions
(RTD) obtained through CFD simulations.

The optimization results provide a network structure showing good agree-
ment with the RTDs computed by CFD. In addition, they highlight, in both
furnace zones, some useless volumes that do not participate to the global
flow. These results stand as a good basis to extend the study to the compu-
tations of kinetics, energy or environmental criteria, which in turn may be
optimized.

Key words: glass manufacturing, reactor networks, mathematical
programming optimization

1. Introduction

During the last decades, glass industry has gained a great experience
in the operating mode of glass melting furnaces, thus leading to the imple-
mentation of accurate and efficient processes. The study of such furnaces
has constituted a major research activity of many companies. However, the
extreme temperature conditions existing within the furnaces make it very
difficult to observe and understand the occurring physico-chemical phenom-
ena. Consequently, only a few models have been developed to understand
the global behavior of the furnace and to interpret the process trends.

The main purpose of this study is to present a functional analysis of some
glass manufacturing processes, particularly focusing on a description of the
furnaces. In a more general and long-term perspective, the underlying idea
consists in proposing generic models that would fit very well with the furnace
behavior, in such a way that some performance criteria, defined according



to the glass industry needs, could be optimized. These criteria might be
oriented, for instance, towards technico-economic, environmental or energy
requirements. In this context, the present study only constitutes a feasibility
analysis, in order to lay the foundations of a more complete work. The paper
is organized as follows: in the second section, a synthesis of the literature
devoted to glass processes is proposed. This preliminary analysis leads to
the definition of the chosen methodology, i.e. a systemic approach based
on reactor networks modeling in Section 3. Section 4 shows the first results
of the work, while some conclusions and perspectives are drawn in the last
section.

2. Literature review

This literature review gives a global roadmap of the various works dedi-
cated to the representation of glass manufacturing furnaces and their behav-
ior. It is worth mentioning that even if the number of research works dealing 
with the physical phenomena occurring in the glass furnace is important, 
the variety of studies is quite few diversified. Indeed, it appeared that the 
mathematical modeling of these phenomena is based on two kinds of repre-
sentation modes. The former, which constitutes the great majority of them, 
lies on fluid dynamics computations. The second research domain does not 
aim at accurately describing the involved internal mechanisms, but mostly 
views the furnaces as ’black-box’ systems and only analyses inputs and out-
puts, leading to either learning / training techniques, or reactor network 
approaches.

2.1. Computational Fluid Dynamics (CFD)

Most published works on glass manufacturing furnaces modeling deal with 
CFD techniques, developed in order to represent locally and globally the hy-
drodynamics, heat or mass transfer phenomena taking place in the furnaces. 
For instance, studies such as in [1] try to model and optimize the chemical 
development of NOx pollutants, emitted in the laboratory smokes, in the 
combustion chamber. The optimization variables are the combustible com-
position, the air pre-heating conditions (combustive) and the combustion 
reaction stoichiometry. In [2], convection models are adopted to represent 
the convection intensity in the glass bath, while the effect of the addition of 
elements to the furnace structure.



In the CFD simulation framework, the furnace geometry, the melted
glass physical properties, the influence of spatial temperature distribution
and many other factors constitute parameters. However, the use of CFD
techniques to represent the involved physical and chemical phenomena with
both a good accuracy and acceptable computational times, is currently a
challenging issue. Thus, the aim of our study is to propose an alternative
computational strategy that would avoid such CFD calculations.

In spite of the improvements both in discretization methods (finite vol-
ume/finite elements) and computational powers, the main drawback of the
CFD approach still lies in the computational times, which may be, in some
cases, prohibitive. In that context, it is difficult to consider some phenomena
such as, for instance, the kinetics of the chemicals involved in the process.
The models then have to be simplified in order to integrate them in the CFD
computations.

2.2. Learning methods

In a great variety of research areas, several methods were developed to
improve the understanding of systems viewed as ’black-box’ systems. The
learning methods are based on the availability of data measured on real
systems and then use inference mechanisms to build rules extrapolating the
observed trends. In the literature devoted to the study of glass manufacturing
systems, the learning methods result mainly from the Artificial Intelligence
area.

• Artificial Neural Networks (ANNs) consist in generating analytical ex-
pressions of the system outputs according to the input data. These
analytical expressions may be linear or not, and lead to the formu-
lation of predictive models. In [3], neural networks are implemented
to compute the weekly production of a glass furnace according to the
production planning. Several tools are used (linear or non-linear regres-
sions, ANNs systems with retro-propagation algorithms, etc.), as well
as a 175 elements database, to accurately predict the furnace output
for a given input. Even though the mentioned project does not exactly
aim at the description of the physical phenomena inside an furnace, it
shows that possible applications can be reached; some precisions will
be given on this point in the next section.

• Expert Systems methodology is to reproduce the cognitive mechanisms
of an expert in a particular area. It lies on a database of facts and rules,



and on an inference motor, using the database to produce new facts
and thus providing a decision-support tool.

• Fuzzy-logic based learning methods present some similarities with ex-
pert systems. They are based on a fuzzy partition of the definition
ranges of the input parameters and on inference processes that allow
the generation of extrapolated system responses, in a similarly fuzzy-
partitioned output domain. These methods were mainly applied to the
case of control systems of the furnaces. The control parameters are
then tuned through an optimization step carried out with Genetics Al-
gorithms, considering the following criteria: energy (fuel consumption),
quality (number of bubbles or of not-melted elements in the resulting
glass production) (see [4] and [5]). The details of the fuzzy logics ap-
proach and of the used genetic algorithm are fully explained in [6].

Learning method class is obviously quite attractive since system outputs
can be obtained without an accurate knowledge of the physics of the involved
phenomena (of course, the knowledge of system outputs can constitute the
real challenge). Nevertheless, its inherent drawback is the necessary avail-
ability of databases related to the studied problem: the database size will
then condition the quality of the resulting inference model. It is worth re-
calling that, moreover, the database will be used not only to build and train
the model, but also to validate later its behavior and evaluate the accuracy
of the proposed extrapolation.

2.3. Reactor network models
Reactor network modeling is a commonly used technique in Chemical

Engineering, adopted usually to model various kinds of flows inside a closed
container. In a way similar to the learning techniques, it does not require
an accurate physical understanding of the involved phenomena. Unitary
operating items from the Chemical Engineering area, such as Continuous
Stirred Tank Reactors (CSTR), Plug-flow Reactors (PR), idle zones, bypass
or recycling streams etc., are organized in a stream network, in such a way
that the experimental output of the real system is reproduced. According
to the information found in a literature overview, two types of approach are
possible:

• The systemic approach relies on the knowledge of experimental in-
put and output signals. From the formulation of mass balance equa-
tions for each unit or node in the network, an optimization problem



is generally deduced involving two objectives: (i) minimizing the gap
(quadratic difference) between the model and the experiment; (ii) de-
signing a model that is as simple as possible, i.e. including the lowest
number of elementary items. A key-point of the application of this
method is of course the choice of an appropriate solution technique.
Two kinds of variables are involved, either structural (existence of an
element of the network) or parametrical (size of the reactors, flow-rates
of the internal streams) characteristics of the network. There are two
classes of experimental signals, either static or dynamic:

– Static case : the input stream has known and fixed flow-rates
and concentrations. The reactor network thus tries to approxi-
mate the output concentration value, assuming a steady state for
the whole system. This kind of study was illustrated in [7] with
the modeling of a fluidized bed used for the cleanup of aqueous
effluents and in [8] with the representation of a decantation bed
and of a natural gas distribution network. The used optimization
methods were respectively a hybrid technique (genetic algorithm
and sequential quadratic programming) and a Mathematical Pro-
gramming technique (Branch & Bound) implemented in the SBB
solution module, integrated within the GAMS environment ([9]).

– Dynamic case : the signal is subjected to a variation of the in-
put concentration of any tracer. Dirac pulse and step injection are
usually used to obtain the Residence Time Distributions, which
are typical of each type of input variation. This kind of studies
thus focuses on transient state analysis, which involves the for-
mulation of differential mass balances. These models were used
in [10] (simulated annealing) and [8] (GAMS-SBB) for the repre-
sentation of flows in a ventilated room. The experimental signals
are actually outputs obtained by CFD calculations, or arbitrarily
designed to solve academic examples.

• The topological approach is mainly related to the gas flows due to
combustions, which typically take place in the combustion chamber of
the furnace, above the glass bath (”laboratory”) (see [11] and [12]).
The development of this approach is based on the observation that the



CFD methods are computationally very greedy. Particularly, they pre-
vent from considering, in addition to the hydrodynamic aspects, the
chemical kinetics of combustion in a way different from extremely sim-
plified models, which do not provide satisfying results (as compared
with the experimental trends). The main idea of this method then
consists in decoupling both phenomena by representing, in a first step,
the flows characteristics by a reactor network, and then by applying
to this latter the realistic and complex chemical kinetics of contami-
nant production,such as NOx [13]. To find the reactor network cor-
responding to the studied system, the methodology first determines a
mapping of the combustion chamber, focusing particularly on the spa-
tial distributions of some parameters that perform a key-role in the
above-mentioned chemical kinetics: the temperature (T) and the com-
bustion air/fuel stoichiometry (σ). The hydrodynamics computed by
CFD thus enables to generate T-fields and σ-fields. Then, a group of
zones is determined within the combustion chamber, where the key-
parameters T and σ present homogeneous values. This operation is
manually initialized and is then run automatically in such a way that
both mean and standard deviation values of T and σ within each zone
do not exceed a maximal allowed variation (see [12]). Finally, these
homogeneous zones can be represented as ideal reactors: the nature
of each reactor (CSTR or PR) is deduced from an analysis of velocity
fields inside the corresponding zone. A uniform velocity distribution is
interpreted as a continuous stirred tank reactor (CSTR) while an uni-
directional velocity field typically represents a plug-flow reactor (PR).
Besides, the determined zones are composed of the elementary volu-
metric cells that were initially used for the space discretization during
the CFD calculations. An analogy can then be empirically established
between the combustion chamber mapping and the reactor network, in
order to complete the definition of this latter:

– Each zone volume corresponds to the associate reactor volume.

– The mass exchanges between each zone, computed as the sum
of the mass exchanges between cells belonging to different zones,
correspond to the flow-rates of the network streams.

– The mean values (computed through the formula proposed in [12])
of temperature and stoichiometry on each zone correspond to the



temperature and the composition in each ideal reactor, thus al-
lowing to carry out the kinetics computations of NOx production.

The numerical results provided in [14] highlighted the validity of the
kinetics calculated following this methodology, which proved to be in
agreement with the experimental data available for real combustion
chambers.

Both of the above-mentioned reactor network strategies seem relevant,
but they differ on two particular issues. First, the topological approach has
the advantage to associate each homogeneous zone to a physical region in the
furnace, and therefore to the operating parameters (temperature and compo-
sition) that are necessary for the kinetics computations. Second, [14] showed
that the topological method is more accurate to predict the combustion ki-
netics, when the number of reactors in the network is high: this involves
high computational times to determine a sufficiently extended network and
then to carry out the kinetics calculations over it. In comparison, even if
the systemic approach does not focus on the operating parameters of each
reactor, it considers the network simplicity as an important aspect, which
renders easier the following kinetics calculations. Thus, a reliable method,
associating operating parameters to the reactors, would guarantee a large
efficiency to the systemic approach.

3. Preliminary analysis

A soda-lime-silica glass is obtained by heating raw materials composed 
mainly by silica, SiO2 and carbonated elements, Na2CO3, and CaCO3. Ther-
mal energy comes from combustion chamber just above the glass bath and 
in a least part from electric energy directly in the glass bath. The bubbling 
device is generally used to increase locally the heat flux (see for more details 
[15]). This chemical process leads to a huge production of bubbles. The 
quality requirements need to remove this bubble population by a chemical 
process activated by temperature [16, 17]. So, the size and number of bubbles 
at the end of the furnace and the quantity of unmelted particles as well are 
important to know. The environmental requirements needs also to know the 
quantity of pollutant elements as SOx, NOx, and CO2.

In this study, two accuracy levels were considered. On the one hand, 
the furnace is viewed as a single “black-box” system: the input and output
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Figure 1: Global description of the glass manufacturing furnace.

of the system are defined such as illustrated in Fig. 1. For this type of 
representation, the learning methods seem to be the only ones that can be 
applied. The drawback, already mentioned in the previous section, is the re-
quirement of gathering a sufficient data number to create a reliable database 
on which the training may be carried out. This involves a large experimental 
campaign, performed on many real glass manufacturing plants, including the 
determination of ways of measuring the variables and criteria defined in Fig. 
1, which is not a simple task under the extreme conditions governing the 
furnaces.

On the other hand, within the perspective of applying a reactor network 
modeling approach, a more accurate decomposition of the whole system is 
proposed in Fig. 2. The glass manufacturing process is decoupled into two 
entities, i.e., glass bath and combustion chamber. This decomposition would 
then allow taking advantage of the CFD simulations. These are carried 
out separately on each part of the system, imposing particular boundary 
conditions to the interface glass bath - combustion chamber. Therefore, the 
objective would be to generate two reactor networks, each one dedicated to 
the representation of a furnace section. This methodology would require, in 
order to model a whole furnace, the availability of data obtained from CFD



simulations carried out on both zones of a same furnace.
As a result, the systemic approach seems to be a promising strategy to

solve this kind of problems. In this framework, this paper constitutes the
first step of the global methodology. Such as mentioned in the previous
section, it is necessary to integrate kinetics or energy aspects to the network
obtained from the CFD computations, which constitutes long-term research
perspectives. The preliminary step which is presented here, has the objective
to validate the feasibility of this strategy, by determining reactor networks
by specific Residence Time Distributions, obtained by simulations carried
out in Saint-Gobain Recherche Center. The numerical computations have
been performed by use of a commercial CFD software tool. The glass is
assumed as an incompressible fluid where the buoyancy force due to the
thermal dilatation is taken into account under Boussinesq approximation
[18]. The heat and mass transfer is mainly produced by the free convection
due to the large scale thermal gradient occurring on the top surface of the
bath (see for more details [19]). The thermal dependence of the dynamical
viscosity is taken into account using an exponential behavior as a function of
temperature [20]. The radiative process is also very important in the glass
industry since temperature reaches 1600 ◦C in the glass bath. A glass is a
semitransparent material where the radiative transfer is treated as a diffusion
process for which the radiative conductivity is a function of the cube of
temperature [21]. The thermal boundary conditions between the glass and
furnace walls are determined by the knowledge of the design of furnace. The
raw material is seen as a thermal sink and a mass inlet. The computation
is carried out by a specific fitting of temperature obtained numerically and
in the industrial plant. The residence time distribution is achieved after the
CFD calculation. The RTD is determined by looking the answer of Heaviside
function. The time derivative gives directly the RTD.

4. Systemic approach implementation

The set of the following computations presented in this section aims at 
validating the systemic approach by reactor networks implemented in this 
study. The objective is to show that a structure of reactor network and 
the associated parameters can be derived from the experimental signal cor-
responding to the hydrodynamics phenomena in the glass manufacturing 
furnaces. This experimental signal was obtained by CFD simulations that
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Figure 2: Decoupling the glass manufacturing furnace.



were carried out, for both combustion chamber and glass bath, by the ’Glass 
Melting’ research team of Saint-Gobain Recherche.

4.1. Details of the method

The main principles of the flow model identification were briefly recalled 
in the bibliography review section. All the aforementioned studies deal with 
dynamic case, i.e. the (CFD-based) experimental signal is a Residence Time 
Distribution (RTD) resulting from a classical input variation (Dirac pulse or 
step injection): it is thus necessary to reproduce, with an adapted model, 
the output signal evolution throughout time. It is worth noting that, despite 
the existence of various chemical compounds in the furnace (in both com-
bustion chamber and glass bath, such as exhibited in figure 1), only one is 
considered in the framework of this study. This chemical is thus viewed as 
a tracer (involving no chemical reaction) for which concentration variations 
are observed in order to get the Residence Time Distributions used for the 
following computations.

As it was mentioned previously, the model equations represent the mass 
balances at each node of the network and for each ideal reactor involved in 
the structure. However, because of the dynamic nature of the problem, the 
considered mass balances imply differential formulations: of course, the time 
scale discretization results in a number of equations that must be verified 
at each instant t = t1, . . . , tF . The method begins defining a superstruc-
ture, which gathers all the elementary operations likely to constitute a final 
network that accurately models the studied flow. Binary variables yi are 
associated to each potential unit: they are equal to 1 if the unit exists, and 
to 0 otherwise. The variables representing the flow-rate and concentration in 
each stream (resp. Qj and Cj ), as well as the ones associated to the reactor 
volumes (Vi) are real variables. For the sake of illustration, figure 3 provides 
a hypothetical superstructure.

Therefore, the optimizing tool will have to modify and schedule the initial 
superstructure in order to minimize a criterion that takes into account (i) on 
the one hand, for each time discretization slot, the distance between the 
CFD output concentration Cfexp and the modeled one Cfmod; (ii) on the 
other hand, the structure complexity, i.e. the number of elementary units 
belonging to the final network. This objective can thus be formulated such 
as the following equation:
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minZ = k[

tF∑
t=t1

(Cfexp(t)− Cfmod(t))2] +

nj∑
j=1

yj (1)

In this equation, k is a constant scalar balancing the relative weights of
each term within the global criterion. For instance, the higher k, the greater
the importance given to the model-experiment distance minimization; in the
same time, the optimization tool will disregard the structure complexity re-
duction. For the following computations, the k value was determined after
a preliminary sensitivity analysis study which showed very clear variations
(between a very simple network that did not optimize well the quadratic
difference criterion and complex solutions that did not bring significant im-
provements of the quadratic difference criterion) and allowed an easy choice
of the coefficient: the k value is taken equal to 5 · 103.

Besides, the model is submitted to equality constraints that consist of dif-
ferential mass balances on the network (a complete description of the equa-
tions is available in Appendix 1). It must be pointed out that some variables
and constraints are subjected to the existence of the element (stream or re-
actor) they are associated with: this requires a dynamic constraint handling
and a valid bounding technique for the real variables within the optimization
problem.

The resulting problem is of Mixed Integer NonLinear Programming (MINLP)
nature since it involves both binary and continuous variables, with nonlin-
ear equations. This kind of problem is of the most complex ones because of
the discretization of the search space due to the integer variables. At the
same time, nonlinearities may cause local optima in non-convex cases. It
was shown in [8] that the most efficient solution technique is a Mathematical
Programming Branch & Bound procedure (implemented in the SBB module
of the GAMS environment [9]). This method was therefore chosen for this
study.

The structural and parametric identification of a network requires the
following data:

• Global reactor volume (i.e. the sum of the ideal reactor volumes in the
network is equal to the real container volume simulated by CFD);

• Flow-rate (static) and concentration (dynamic) of the input and output
streams;



• Residence Time Distribution on the considered tank (combustion cham-
ber or glass bath).

It must be pointed out that the RTD curves provided by the CFD simula-
tions correspond to a Dirac pulse. However, the mass balance differentiation 
for Dirac pulses involves complex mathematical formulations. Since the Dirac 
pulse corresponds to the step injection derivative, the response (output sig-
nal) is obtained by a simple integration of the former signal response over 
time. Thus, for the following calculations, the output signal was integrated 
in order to get a response to a step injection, whose magnitude is equal to 1. 
This results in a simpler model formulation.

Necessarily , the RTD curves computed from CFD computations have a 
large number of points corresponding to the time discretization (about 20,000 
points for each RTD). Yet, the chosen formulation leads to write the mass 
balance equations for each time slot in the model. Thus, to avoid a huge 
number of constraints that would heavily penalize the solution procedure, 
the interval between each time slot was increased in order to finally use only 
100 points for the time discretization (sensitivity tests that are not presented 
here showed that this number allowed a correct solution accuracy without 
slowing down the computations).

The two next subsections present the computational results obtained on 
the glass bath and the combustion chamber respectively.

4.2. Computations on the glass bath
Figure 4 shows the RTD associated to the glass bath in its both initial 

(Dirac pulse) and integrated (step injection) form. The value of the glass 
bath total volume is 798.05 m3, and the input flow-rate is equal to 12.18 
m3/h.

Table 1 sums up the superstructures tested to reproduce the flow as-
sociated to the above RTD, as well as the corresponding solutions and the 
quadratic distance between model and CFD-based data. The curves for these 
models are available in Appendix 2. It appears that superstructure 3 is the 
most adapted to provide a modeled output similar to the simulated one, with 
a quadratic difference approximately equal to 10−6.

An immediate comment is that, whatever the initial used superstructure, 
the solutions propose a separate reactor (CSTR or PR), without any stream 
to feed it, characterized by a volume varying from 501 to 517 m3. This 
volume is commonly called ’idle’ volume, or ’useless’ volume. It is worth
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Used Superstructure Solution Q.D.

147,19 m3 147,19 m3

503,67 m3

Q = 12,18 m3/h

147,19 m3 147,19 m3

503,67 m3

Q = 12,18 m3/h

2.79 10
-3

14,62 m3

183,57 m3

501,02 m3

Q = 12,18 m3/h 7,58 m3

91,26 m314,62 m3

183,57 m3

501,02 m3

Q = 12,18 m3/h 7,58 m3

91,26 m3

2.09 10
-3

154,40 m3 130,41 m3

503,46 m3

Q = 12,18 m3/h

9,78 m3154,40 m3 130,41 m3

503,46 m3

Q = 12,18 m3/h

9,78 m3

5.73 10
-6

517,19 m3

110,19 m3 170,67 m3

Q = 12,18 m3/h

517,19 m3

110,19 m3 170,67 m3

Q = 12,18 m3/h

2.60 10
-4

Table 1: Glass bath results, according to the initial superstructure.



underlying that this volume is not likely to represent a particular unique zone
in the glass bath, but more certainly a set of regions, spread over the whole
volume, where local dynamic behaviors (for instance, very local recirculation
streams) do not participate to the global flow.

Nevertheless, even though it is commonly admitted by glass manufactur-
ing experts that there exists some zones that are no involved in the global
flow, the ’useless’ volume highlighted by these computations fills a large part
of the total volume (between 63 and 65 percent, depending on the considered
solution). Moreover, the repeatability of this result, obtained independently
from the initial superstructure, seems to confirm the trend. Two additional
analyses were carried out in order to justify it.

The former study aims at proving that this is not a numerical problem
that constrained the optimizing procedure to keep trapped on this solution.
Thus, similar computations are carried out, only by modifying the global
reactor volume: 500 m3 instead of the initial value of 798.05 m3. The result
is identical to the previous one (structure and volumes of the ideal reactors),
except for the ’useless’ volume that is equal to 205.46 m3: the difference
between the two obtained ’useless’ volumes is thus equal to the difference
between the two global volumes (798.05 − 500 = 298.05 m3). This confirms
the purpose of the ’useless’ volume, which can be seen as a slack variable for
the global volume constraint:

nj∑
j=1

Vj = VT (2)

This first step validates the existence of a ’useless’ volume. The latter 
study focuses on the physical meaning of this trend. Two simulations are 
now carried out (with any spreadsheet software) in order to observe the 
response of a single CSTR reactor. Its volume is chosen equal to 800 m3 

(the global volume) and 300 m3 (the ’useful’ volume) successively. Figure 5 
gives an illustration of both outputs, compared to the CFD simulation: it 
clearly shows that, even if the curve corresponding to the 300 m3 reactor 
does not exactly fit the curve obtained by CFD, it constitutes a much better 
approximation than the 800 m3 reactor curve. Thus, the ’useless’ volume 
determined by network identification is justified.

The solutions obtained from the different superstructures have various 
reactors arranged in series. Additional computations (not presented here) 
were performed to verify that the order of the CSTRs does not have any



effect on the output concentration.
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Figure 5: CSTR simulations with V = 300 m3 and V = 800 m3.

4.3. Combustion chamber

The RTD used in this section is not associated to the whole combustion 
chamber but to a cross section (perpendicular to the glass flow in the be-
low bath) that includes one of the fuel-air injector of the considered ’float’ 
furnace: the zone in front of this injector is the location where the flame 
develops, up to the smoke outlets towards the corresponding regenerator. 
Figure 6 presents the RTD curve associated to this combustion chamber sec-
tion in its both initial (Dirac pulse) and integrated (step injection) form. The 
total section volume is equal to 90.63 m3 and the flow-rate is equal to 1.942 
m3/s. This flow-rate is higher than in the glass bath case, which will imply 
lower characteristic residence times.

Just in the same way as for the glass bath study, various initial super-
structures were tested and their respective solutions are presented in table 2. 
The quadratic differences shown in table 2 highlight that the first solution is 
undoubtedly the best one. Furthermore, the curves showing CFD simulation 
vs. model curves are available in Appendix 3 and confirm the low consistency 
of the other solutions (2 to 4) towards the ’experimental’ curve.



Used superstructure Solution Q.D.

Q = 2,06 m3/s

7,57 m3 2,41 m3

76,25 m3 0,01 m3

3,68 m3

0,72 m3

Q = 1,13 m3/s

Q = 0,01 m3/s

Q = 0,12 m3/s

Q = 1,12 m3/s

Q = 2,06 m3/s

7,57 m3 2,41 m3

76,25 m3 0,01 m3

3,68 m3

0,72 m3

Q = 1,13 m3/s

Q = 0,01 m3/s

Q = 0,12 m3/s

Q = 1,12 m3/s

6.75 10
-5

Q = 4,06 m3/h
3,40 m3

Q = 0,04 m3/h

Q = 2,16 m3/h

1,93 m3 3,40 m3 3,40 m3

78,36 m3 0,06 m3 0,06 m3 0,01 m3

Q = 4,06 m3/h
3,40 m3

Q = 0,04 m3/h

Q = 2,16 m3/h

1,93 m3 3,40 m3 3,40 m3

78,36 m3 0,06 m3 0,06 m3 0,01 m3

1.69 10
-1

Q = 4,61 m3/h

3,99 m3

Q = 0,04m3/h

Q = 2,70 m3/h

3,99 m3 3,99 m3

0,06 m30,06 m378,53 m3

Q = 4,61 m3/h

3,99 m3

Q = 0,04m3/h

Q = 2,70 m3/h

3,99 m3 3,99 m3

0,06 m30,06 m378,53 m3

6.86 10-2 

Q = 0,84 m3/h

7,46 m3 3,21 m3

1,30 m31,30 m3

77,36 m3

Q = 1,11 m3/h

Q = 0,003 m3/h

Q = 0,84 m3/h

7,46 m3 3,21 m3

1,30 m31,30 m3

77,36 m3

Q = 1,11 m3/h

Q = 0,003 m3/h

3.13 10
-2

Table 2: Combustion chamber results, according to the initial superstructure.



0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 10 20 30 40 50 60
Time (s.)

O
ut

pu
t c

on
ce

nt
ra

tio
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RTD - Dirac pulse
RTD - disc. step inj.

Figure 6: Combustion chamber (initial and integrated) RTD.

The second ’swelling’ observable in the original Dirac pulse RTD repro-
duces an important recirculation stream, which is identified whatever the 
used superstructure. However, this trend causes a sudden change in the 
slope of the integrated RTD curve, which is not reproduced by superstruc-
tures 2 and 3. Besides, the slight response time-shift with respect to the 
input injection time (minimum residence time) can be easily assimilated to 
a plug-flow effect, and can only be modeled by at least 3 CSTRs set up in 
series (this explains why superstructure 4 is unable to reproduce this effect).

Moreover, a second trend that is similar in all four determined solutions is 
the existence of an almost zero flow-rate stream (direct way for structures 2 
and 3 and in reverse way for structures 1 and 4). This stream passes through 
various CSTRs that fill a global volume of between 76 and 79 m3. Once more, 
this observation indicates that a ’useless’ volume can be considered, with a 
very important relative size towards the global volume (about 85 percent). 
A more accurate analysis of the first superstructure solution will prove it and 
lead to further network simplifications.

Firstly, a simulation is carried out to determine the response of solu-
tion 1when the weak flow-rate stream and the two associated CSTRs are 
removed. This leads to consider an ’idle’ volume equal to 76.26 m3, and the



0.01 m3/s stream is added to the recycling stream (Q = 1.12 + 0.01 = 1.13
m3/s). The simulation then provides a quadratic difference value equal to
2.09 · 10−3 (instead of the initial 6.75 · 10−6). Even though the accuracy loss
seems quite important, the response curve given in Figure 7 proves that the
main features of the experimental output signal are respected (minimum res-
idence time, slope variation). This confirms the ’useless’ volume existence.
Besides, the magnitude of this useless volume towards the global volume can
be explained more easily than in the glass bath case: the studied flow is a
flame development flow, which does not necessarily fill a large volume since
the main energy transfer is realized through radiation. The large size of the
’useless’ volume is therefore less surprising here.
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Figure 7: Response for solution 1 first simplification (Simpl1).

Moreover, a second simplification can also be proposed: since the second 
plug-flow reactor volume is very low with respect to the global container one 
(0.72 m3), this reactor can also be removed, adding the 0.72 m3 to the ’use-
less’ volume and the corresponding stream flow-rate to the recycling stream 
(now equal to 1.25 m3/s) The quadratic difference in the resulting solution 
is equal to 2.27 · 10−3, which represents an insignificant increase (and the 
response curve is almost identical to that shown in figure 7). A second sim-
plified structure of solution 1, illustrated in figure 8, is thus obtained. This



former provides a very satisfactory output. This network was not found by
the optimization module because of the higher quadratic difference, but it
may be obtained by increasing the weight associated to the structure com-
plexity reduction in the optimization criterion, i.e. decreasing the k factor in
equation (1).

Q = 2.06 m3/s

7.57 m3 2.41 m3

3.68 m3

Q = 1.13 m3/s

Q = 1.25 m3/s

VM 76.97 m3

Q = 2.06 m3/s

7.57 m3 2.41 m3

3.68 m3

Q = 1.13 m3/s

Q = 1.25 m3/s

VM 76.97 m3

Figure 8: Final structure,after simplifying solution 1.

Finally, in order to confirm the validity of the found solution, an opti-
mization step is carried out, using the final determined solution as the initial 
superstructure. The same solution structure is found, which thus confirms 
the optimality of the resulting network. Only the parametrical variables (vol-
umes and flow-rates) are modified, to obtain a solution (figure 9) that slightly 
improves the quadratic difference (1.09 · 10−3).

A last simulation was run to show that the plug-flow reactor is essential. 
Figure 10 then proves that, by removing the PR and the associated stream, 
the output curve does not reproduce the minimum residence time, which is 
one of the main features of the experimental response. The above-mentioned 
plug-flow effect is thus demonstrated.



Q = 1.42 m3/s
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Figure 9: Final solution after optimization.

5. Conclusions and perspectives

This study presents a new way of modeling glass manufacturing processes,
based on a systemic approach commonly used in Process Systems Engineer-
ing. The involved processes exhibit complex phenomena occurring in the
glass manufacturing system. The lack of sufficient experimental data renders
difficult the use of learning methods. Thus, the proposed methodology first
relies on the decomposition of the whole furnace in two entities, i.e., the com-
bustion chamber and the glass bath. Then, it uses simulations carried out
by CFD tools as experimental data to optimize a reactor network to obtain
a simplified representation of the hydrodynamics in each furnace zone.

The proposed framework is an alternative computational strategy to design-
oriented CFD computations: the system representation is a ”black-box”
model, where physical and chemical phenomena occurring inside the furnace
(which have an obvious influence on the fluid dynamics) are not taken into
account explicitly. The advantage of the proposed method is that it only con-
siders input/output informations in order to build a model that reproduces
faithfully the Residence Time Distribution. The presented study validates
this first step, while future work must be devoted to the extension of the
model and to the consideration of kinetics computations. More precisely, the
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Figure 10: Proof of the essential presence of the PR in the final structure.

following steps have been taken into account:

• The optimization step consists in representing the mass balances over
a predefined superstructure and in differentiating the equations to get
a dynamic model that can fit with the Residence Time Distributions
provided by CFD simulations. The resulting Mathematical Program-
ming formulation then minimizes the quadratic distance between model
and CFD simulation outputs, and is solved through a Branch & Bound
procedure.

• The preliminary computations provided very satisfactory results, since
in furnace region cases, a reactor network giving an output similar to
the experimental response can be identified. This proves the method
ability to reliably modeling the hydrodynamics phenomena in the glass
bath or over a section of the combustion chamber. Moreover, the ob-
tained results exhibit some trends proper to the glass manufacturing
furnace, and, more particularly, the existence of ’useless’ volumes that
do not participate to the global flow. These numerical trends were con-
firmed by further studies, and therefore, they should lead glass manu-
facturing experts to go into the details of the physical reasons of the



mentioned behavior (strong recirculation streams, particular flows local
to narrow zones · · ·).

• Besides, the literature review developed in section 2 showed that a quite
similar methodology was used in the dedicated literature : the reactor
network representing the flow in the considered container was yet de-
rived from a topological approach. This strategy is particularly useful
to carry out detailed and complex kinetics computations to study the
contaminant production (particularly the NOx species that appear in
the combustion chamber). In this sense, the systemic approach draw-
back is clearly the issue of associating operating parameters to the re-
actors in the network, in order to perform the above-mentioned kinetics
computations in a second step. The clear advantage of the systemic
approach over the topological one is the complete automation of the
modeling and solution process: only rough data (global volume and
inlet flow-rate) are needed, as well as an adapted initial superstruc-
ture. Neither variable initialization nor preliminary manual design of
the possible network are necessary and the final reactor network is
automatically generated by the optimization process. Moreover, the
computational time necessary to find a solution (a few seconds) with
the proposed method is much lower than the times reported in the
studies applying the topological methodology (several minutes). Fi-
nally, the systemic approach guarantees an optimal solution in terms
of similarity between model and (CFD-based) experimental data, and
furthermore includes the concept of model simplicity that might be
useful and CPU-time saving for further computations (such as, for in-
stance, the previously mentioned kinetics calculations).

The perspectives of this work should particularly focus on the following
points:

• In addition to the mass balances formulated on the reactor network,
energy balances should be also written in order to identify the temper-
atures associated to each reactor. In this sense, experimental verifica-
tion of energy balances, available for some real furnaces, would lead to
a more complete structural and parametrical identification (over either
the glass bath or the combustion chamber).

• Another way to produce this kind of structure would be to apply a
temperature variation (Dirac pulse or step injection) on the furnace



input. The CFD simulations of the output temperature would then
provide another signal on which to carry out new model identification
by systemic approach.

• Besides, it is worth noting that energy balances formulated on the
reactor network require some knowledge about chemistry compositions,
and thus about the kinetics (to determine the reaction enthalpies). A
first step could thus use simplified kinetics mechanisms (for instance,
the Zeldovich mechanisms in the combustion case). In a second step, a
more complex kinetics mechanisms could be integrated to the reactor
network (see [13]).

Finally, even though the application zone of the mentioned perspectives
seems to be mostly the combustion chamber, the ultimate objective is to
build a global representation of the glass manufacturing furnaces, by asso-
ciating the reactor network to both furnace entities. The critical point of
this strategy would then be located on the glass bath - combustion chamber
interface.

6. Appendix 1

MINLP formulation for reactor network modeling
The initial data necessary to generate a reactor network that fits the

experimental-CFD output curve over a discretized time period {t1, . . . , tF}
are the following ones:

• the volume of the considered container VT ,

• the inlet flowrate Qtot and concentration Cin for each instant t (here,
Cin(t) = 1, t = t1, . . . , tF ),

• the oulet concentrations Cfexp(t), t = t1, . . . , tF (obtained by CFD
simulation),

• an initial superstructure.

The above-mentioned superstructure involves the unitary elements that will 
be characterized by the equations of the model. In addition, general con-
straints such as the upper bound of the container volume, as well as the inlet 
and outlet mass balances, have to be defined whatever the superstructure.



Finally, a dynamic bounding for reactors volume and streams flow-rate vari-
ables must be implemented, in order to set the associated values equal to
zero when the considered items do not exist (i.e. the corresponding binary
variables are equal to 0).

The used variables are:

• yj is a binary variable denoting the existence of an item (j = 1, . . . , nj),

• Vj is a continuous variable representing the volume of item j (j =
1, . . . , nj),

• Qk is a continuous variable representing the flow-rate of stream k (k =
1, . . . , nk),

• Ci(t) is a continuous variable representing the concentration at instant
t (t = t1, . . . , tF ) and at a specific point of the superstructure named i
(i = 1, . . . , ni),

• Cfmod(t) is a continuous variable representing the ouput concentration
at instant t (t = t1, . . . , tF ), generated by the model.

The objective function accounts for (i) the minimization of the model-
experimental quadratic distance, for each instant t; and (ii) the complexity
of the resulting network, calculated as the sum of items involved in the final
structure:

minZ = k[

tF∑
t=t1

(Cfexp(t)− Cfmod(t))2] +

nj∑
j=1

yj. (3)

v
The constraints are described straightforward:

• Constraint on the global container volume.

nj∑
j=1

Vj = VT (4)

• Global mass balance at the inlet node.

Qtot +
∑
kin

Qk =
∑
kout

Qk (5)

Where kin / kout represent the indexes for streams entering/leaving the
inlet node, apart from the inlet stream.



• Partial mass balance on the inlet node.

∀t ∈ {t1, . . . , tF}, QtotCin +
∑
kin

QkCi′(t) =
∑
kout

QkCi′′(t) (6)

Where kin / kout represent the indexes for streams entering/leaving the
inlet node, apart from the inlet stream. i′ and i′′ represent the points in
the superstructure associated with the streams entering (kin) or leaving
(kout) the inlet node.

• Partial mass balance on the outlet node.

∀t ∈ {t1, . . . , tF},
∑
kin

QkCi′(t) = Qtotsolution1Cfmod(t) +
∑
kout

QkCi′′(t)

(7)
Where kin / kout represent the indexes for streams entering/leaving
the outlet node, apart from the outlet stream. i′ and i′′ represent the
points in the superstructure associated with the streams entering (kin)
or leaving (kout) the outlet node.

• Mass balance on a CSTR module.

∀t ∈ {t1, . . . , tF}, ∀j ∈ {1, . . . , nj}, Ci′′(t) =
hQk

z1 + Vj

(Ci′(t−1)−Ci′′(t−1))+Ci′′(t−1)

(8)

Where k represent the index of the stream passing through the CSTR
module j; i is a superstructure point before the CSTR module and i is
a superstructure point after the CSTR module; h is a small time slot
used for differentiation and z1 is a small constant.

• Mass balance on a plug-flow module.

∀t ∈ {t1, . . . , tF}, ∀j ∈ {1, . . . , nj}, Ci′′(t) = Ci′(t)sigmoid(z2(t−
Vj

z +Qk

))

(9)
Where k represent the index of the stream passing through the plug-
flow module j; i is a superstructure point before the plug-flow module
and i is a superstructure point after the plug-flow module. Function
sigmoid is used for the representation of a plug-flow effect when a step
injection is used as an input signal. z2 is constant used to tune the
sigmoid function.



• Dynamic bounding of the items volume.

∀j ∈ {1, . . . , nj}, Vj ≤ yjVT (10)

• Dynamic bounding of the stream flow-rates.

∀k ∈ {1, . . . , nk}, Qk ≤M
∑
jk

yj (11)

Where jk represent the indexes of the items that are crossed by stream
k. The parameter M is that of the classical big-M technique, used to
define an upper bound on a variable while avoiding the formulation of
bilinear constraints (which strongly penalize the solution process).



7. Appendix 2

Computations on the Glass Bath
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Fig. 11: Comparison between CFD and model results for Superstructure 1,
Glass Bath.
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Fig. 12: Comparison between CFD and model results for Superstructure 2,
Glass Bath.
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Fig. 13: Comparison between CFD and model results for Superstructure 3,
Glass Bath.
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Fig. 14: Comparison between CFD and model results for Superstructure 4,
Glass Bath.



8. Appendix 3

Computations on the Combustion Chamber
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Fig. 15: Comparison between CFD and model results for Superstructure 1,
Combustion Chamber.
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Fig. 16: Comparison between CFD and model results for Superstructure 2, 
Combustion Chamber.
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Fig. 17: Comparison between CFD and model results for Superstructure 3,
Combustion Chamber.
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Fig. 18: Comparison between CFD and model results for Superstructure 4,
Combustion Chamber.
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