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ABSTRACT: We investigatesℓn conformal Toda theory with maximally symmetric boundaries.
There are two types of maximally symmetric boundary conditions, due to the existence of an order
two automorphism of theWn≥3 algebra. In one of the two cases, we find that there exist D-branes
of all possible dimensions0 ≤ d ≤ n − 1, which correspond to partly degenerate representations
of theWn algebra. We perform classical and conformal bootstrap analyses of such D-branes, and
relate these two approaches by using the semi-classical light asymptotic limit. In particular we
determine the bulk one-point functions. We observe remarkably severe divergences in the annulus
partition functions, and attribute their origin to the existence of infinite multiplicities in the fusion of
representations of theWn≥3 algebra. We also comment on the issue of the existence of a boundary
action, using the calculus of constrained functional forms, and derive the generating function of the
Bäcklund transformation forsℓ3 Toda classical mechanics, using the minisuperspace limit of the
bulk one-point function.
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1. Introduction

There are good reasons for studyingsℓn conformal Toda theories, as in principle these non-rational
two-dimensional conformal field theories have all the usualapplications of two-dimensional CFTs,
applications to quantum gravity, string theory and critical phenomena. (See [1] for more details
and references.) In particular, the simplest and well-studied case of Liouville theory (n = 2) is an
essential tool in the study of non-critical string theoriesand two-dimensional quantum gravity. And
the study of Liouville theory with a boundary plays an important role in the understanding of non-
critical open strings and of the corresponding D-branes, which account for the non-perturbative
effects in non-critical string theory. The other cases (n ≥ 3) are directly related to the so-called
W -strings andW -gravity theories, whose names come from theWn symmetry algebra ofsℓn
conformal Toda theory. And the non-perturbative effects inW string theory are expected to be due
to D-branes, which can be technically described using conformal Toda theory with a boundary. In
addition to such applications, another motivation for investigating the higher Toda theories is their
beautiful, intricate and challenging nature, which suggests that their study can reveal qualitatively
new structures and phenomena in two-dimensional conformalfield theory.

TheWn algebra, which is an extension of the Virasoro algebra, was discovered [2] [3] soon
after the seminal work of Belavin, Polyakov and Zamolodchikov on two-dimensional CFTs [4],
and rational CFTs withWn symmetries were then constructed [5] [3]. The study ofsℓn conformal
Toda theories, which are non-rational CFTs withWn symmetries, is much more recent [1] [6].
The case of Liouville theory had to be studied first, andsℓn≥3 Toda theory is considerably more
complicated than Liouville theory. The reasons for these extra complications can be found in the
properties of theWn algebras, as we will demonstrate.

Our most powerful tool in the study of non-rational CFTs is the conformal bootstrap method,
which purposes to determine all correlation functions oncethe spectrum of the theory is given,
and theWn symmetry of the theory is assumed. So far this has been achieved only in the case of
Liouville theory; however this is in principle doable also in sℓn≥3 Toda theories. The conformal
bootstrap equations for say the three-point functions are vastly overdetermined, the problem is to
find closed subsystems of manageable numbers of equations. In the present article we will achieve
this in the case of the one-point function in the presence of aboundary. Introducing a boundary
in the two-dimensional space on which our field theory lives of course makes the theory more
complicated, but the advantage is that simple correlation functions like the one point function,
which has to vanish in the absence of a boundary, now become interesting observables.

In the case of CFTs with boundaries, the fundamental relations between the properties of the
symmetry algebra and the physical observables of the theorywere discovered by Cardy [7], and we
will refer to them as “Cardy’s ideas”. First of all, maximally symmetric D-branes are related to the
representations of the symmetry algebra which appear in thebulk spectrum. Then, the spectrum
of open strings with their ends on two D-branes is given by thefusion product of the two corre-
sponding representations. We will find that these properties mostly hold insℓn conformal Toda
theory, in the cases where we can determine the relevant objects. There will be restrictions, some
of which were already observed in the case of Liouville theory: there exist not only continuous
D-branes associated to the continuous representations which do appear in the bulk spectrum, but
also discrete D-branes associated to degenerate representations which do not.
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So we will begin with a study ofWn algebras and their representations (Section 2), where
we will emphasize the features which will play an important role in sℓn Toda theory: the prop-
erties of the characters, the existence of an order2 automorphism, the existence of infinite fusion
multiplicities, the existence of a hierarchy of partly degenerate representations. We hope that this
review will be enough for understanding the rest of the article, but we also recommend the reviews
[8][9] on Wn algebras and [10] on conformal field theory. Then, we will solve the classical Toda
equations on the disc (Section 3). The resulting picture of the moduli spaces of D-branes will turn
out to be qualitatively correct, as will be confirmed by the conformal bootstrap analysis (Section 4).
There, the analysis of the differential equations obeyed bycertain two-point functions will result in
explicit expressions for the one-point functions, which characterize how D-branes couple to bulk
operators. The calculation of annulus partition functionswill also provide some information on the
boundary sector. The relation between the classical and bootstrap analyses will be made precise
thanks to the light asymptotic limit (Section 5), which willalso allow us to predict some correlation
functions which are at present out of reach of the bootstrap analysis. The conclusion (Section 6)
will summarize the main results and remaining puzzles. Thencome two Appendices, which are de-
voted to interesting but peripheral topics: Appendix A to the minisuperspace limit, which will turn
out to lead to the determination of the generating function of the Bäcklund transformation which
relatessℓ3 Toda classical mechanics to a free system, and Appendix B to the existence of bound-
ary actions, which we will be able to predict or rule out basedon the properties of the boundary
conditions.

2. Wn algebras and their representations

The symmetry algebra of thesℓn conformal Toda theory is the so-calledWn algebra. The Virasoro
algebra coincides with theW2 algebra, and is a subalgebra of theWn>2 algebra, so thatsℓn con-
formal Toda theory indeed has conformal symmetry. The spectrum of the theory decomposes into
representations of theWn algebra, which we will therefore study.

The infinite-dimensionalWn algebra is related to the finite-dimensionalsℓn algebra in a num-
ber of ways. For example, the Virasoro algebra can be obtained from the affine extension̂sℓ2 of
the sℓ2 algebra by a quantum Hamiltonian reduction of the Drinfeld-Sokolov type. TheWn al-
gebra can similarly be obtained from̂sℓn. Moreover, a fully degenerate representation ofWn can
be associated to each pair of two highest-weight representations of sℓn. This is our motivation
for reviewing the representations ofsℓn (more on this in [10]), as an introduction to the study of
representations ofWn.

2.1 Representation theory of sℓn Lie algebras

Representations ofsℓn are parametrized by vectors in ann− 1-dimensional space spanned by the
simple rootse1 · · · en−1 whose scalar productsKi,j = (ei, ej) form the Cartan matrix, whose only
nonzero entries areKii = 2,Ki,i−1 = Ki,i+1 = −1. The 1

2n(n − 1) positive roots are the sums
of any numbers of consecutive simple roots, in thesℓ3 case they are{e > 0} = {e1, e2, e1 + e2}.
The fundamental weights are the vectorsωi such that(ωi, ej) = δij . The Weyl vector is

ρ = 1
2

∑

e>0

e =
∑

i

ωi , (2.1)
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andρ2 ≡ (ρ, ρ) = 1
12 (n− 1)n(n+ 1). In thesℓ3 case we have

{
ω1 =

2
3e1 +

1
3e2

ω2 =
1
3e1 +

2
3e2

,

{
e1 = 2ω1 − ω2

e2 = 2ω2 − ω1
, K =

(
2 −1
−1 2

)
, {e > 0} = {e1, e2, ρ} . (2.2)

The Weyl group, a finite group, acts on the root space while preserving the scalar product. In the
case ofsℓ2 it is aZ2 group whose nontrivial element is the reflectionr(v) = −v. In the case ofsℓ3
the Weyl group has six elements{1, r, s, rs, sr, rsr = srs} and can be identified with the group of
permutations of the three elements{hi} ≡ {ω1, ω2 − ω1,−ω2} with the action

1 r s rs sr rsr

e1 ρ −e1 −ρ e2 −e2
e2 −e2 ρ e1 −ρ −e1
ρ e1 e2 −e2 −e1 −ρ
ω1 ω1 ω2 − ω1 −ω2 ω2 − ω1 −ω2

ω2 − ω1 −ω2 ω1 ω1 −ω2 ω2 − ω1

−ω2 ω2 − ω1 −ω2 ω2 − ω1 ω1 ω1

(2.3)

In the generalsℓn case, the Weyl group is generated by then− 1 reflectionssi such thatsi(ej) =
ej − Kjiei. The signature of an element of the group is the functionǫ such thatǫ(si) = −1 and
ǫ(ww′) = ǫ(w)ǫ(w′).

To an integral dominant weight, that is a vectorΩ =
∑

i λiωi ∈
∑

i Nωi, we can associate
a finite-dimensional irreducible representationRΩ of sℓn. The vectorΩ is then called its highest
weight. A finite number of weightsh ∈ HΩ such thatΩ − h ∈ ∑

i Nei are associated to the
representation. The weights are the eigenvalues of the generators of the Cartan subalgebra when
acting on a basis of the representation, so that the number ofweights, taking into account their
possible integer multiplicities, is the dimension of the representation. For example, the fundamental
representation ofsℓn has dimensionn and weightsHω1 = {hk = ω1 −

∑k
i=1 ei|k = 0 · · · n− 1}.

The adjoint representation ofsℓ3 has dimension8 and weightsHρ = {±e1,±e2,±ρ, 2 · 0} where
the weight0 appears with multiplicity2. Multiplicities higher than one appear only in the cases
sℓn≥3.

The characterχΩ(p) of a representation is defined as a function of a vectorp by

χΩ(p) ≡
∑

h∈HΩ

e(h,p) . (2.4)

Given the highest weightΩ of a representation, the other weights can be found thanks tothe Weyl
formula

χΩ(p) =

∑
w∈W ǫ(w)e(ρ+Ω,w(p))

∑
w∈W ǫ(w)e(ρ,w(p))

, (2.5)

whose denominator can be rewritten as

∑

w∈W
ǫ(w)e(ρ,w(p)) =

∏

e>0

(e
1
2
(e,p) − e−

1
2
(e,p)) . (2.6)
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Characters behave nicely under tensor products of representations, thanks to the property

RΩ ⊗RΩ′ =
∑

Ω′′

mΩ′′
Ω,Ω′RΩ′′ ⇒ χΩ(p)χΩ′(p) =

∑

Ω′′

mΩ′′
Ω,Ω′χΩ′′(p) . (2.7)

The hyperplanes{(e, p) = 0}e>0 divide thep-space inton! Weyl chambers, which are fundamental
domains for the action of the Weyl group.

Forn ≥ 3, the algebrasℓn has an order two automorphism, called the Dynkin diagram auto-
morphism, which mapsRΩ toRΩ∗ , where the conjugationΩ → Ω∗ is the linear map characterized
by e∗i = en−i. This map is trivial in the case ofsℓ2. We will see that this automorphism induces an
automorphism of theWn≥3 algebra.

2.2 Representation theory of Wn algebras

The algebraWn is generated byn − 1 operatorsW (2),W (3), · · ·W (n), whereW (2) = T is the
stress-energy tensor. (See the review [8].) Let us explicitly write Zamolodchikov’sW3 algebra,
where for simplicity we denoteW (3) =W :

T (z)T (w) =
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+O(1) , (2.8)

T (z)W (w) =
3W (w)

(z − w)2
+
∂W (w)

(z − w)
+O(1) , (2.9)

W (z)W (w) =
c/3

(z − w)6
+

2T (w)

(z − w)4
+

∂T (w)

(z − w)3
+

1

(z − w)2

[
2βΛ(w) +

3

10
∂2T (w)

]

+
1

z − w

[
β∂Λ(w) +

1

15
∂3T (w)

]
+O(1) , (2.10)

whereΛ(w) = (TT )(w) − 3
10∂

2T (w) andβ = 16
22+5c . The algebra depends on a central chargec,

which we parametrize in terms of a real numberb asc = (n − 1)(1 + n(n + 1)(b + b−1)2). The
generators of the algebra can be decomposed into modesW

(s)
n asW (s)(z) =

∑
n∈ZW

(s)
n z−n−s;

there is a special notationLn for the modes ofT (z) =
∑

n∈Z Lnz
−n−2.

A representation of theWn algebra can be encoded in a vertex operatorV (z), and the action

of the algebra is encoded in the operator productW (s)(z)V (w) =
∑

n∈Z
W

(s)
n V (w)

(z−w)s−n . A standard
assumption in conformal field theory is that the spectrum is asum of highest-weight representa-
tions, generated by primary operators such thatW

(s)
n>0V (w) = 0 andW (s)

0 V (w) = q(s)V (w). The
product of a generatorW (s) with a primary operator therefore contains a finite number ofsingular
terms. In theW3 case a primary operatorV (w) obeys

T (z)V (w) =
∆V (w)

(z − w)2
+
∂V (w)

z − w
+O(1) , (2.11)

W (z)V (w) =
qV (w)

(z − w)3
+
W−1V (w)

(z − w)2
+
W−2V (w)

z − w
+O(1) , (2.12)

where we denote∆ = q(2) the conformal dimension andq = q(3) theW -charge, and we use the
identification ofL−1 with the generator of translations∂, which is another standard assumption in
conformal field theory. All operators of interest are assumed to be linear combinations of opera-
tors of the typeDV (w) = (

∏N
i=1W

(si)
−ni

)V (w) whereV (w) is primary andni > 0, N ≥ 0. A
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descendent operator of levelL > 0 is a linear combination of such operators with
∑

i ni = L. A
descendent which is itself primary is called a null vector.

Representations are classified according to their numbers of algebraically independent null
vectors. Each such null vector implies the existence of a relation between then − 1 chargesq(s);
so that the presence ofn − 1 null vectors would fully determine all charges as functionsof the
central chargec, and further null vectors would constrainc itself. We work for generic values
of c and therefore consider only representations with a number0 ≤ k ≤ n − 1 of algebraically
independent null vectors. Such representations are callednon-degenerate or continuous ifk = 0,
simply degenerate ifk = 1, doubly degenerate ifk = 2, up to fully degenerate ifk = n − 1.
Now the existence ofk algebraically independent null vectors implies the existence of 12k(k + 1)

linearly independent null vectors, and therefore1
2k(k + 1) null vector equations for correlation

functions involving the corresponding primary operators.In particular, in thesℓ3 case, each simply
degenerate operator comes with one null-vector equation, whereas each fully degenerate operator
comes with3 null-vector equations.

A primary operator is in principle characterized by the correspondingW (s)
0 eigenvaluesq(s),

but it is convenient to introduce a redundant parametrization of these eigenvalues and to label
operators by an(n− 1)-dimensional vectorα called the momentum,

α =
∑

i

αiωi so that αi = (ei, α) . (2.13)

The corresponding conformal dimension is supposed to be

q(2)α = ∆α =
1

2
(α, 2Q − α) , (2.14)

where we introduce the vector

Q = (b+ b−1)ρ . (2.15)

In the case of the algebraW3 we also have

q(3)α = qα =
i

27
(α1 − α2)(2α1 + α2 − 3b− 3b−1)(α1 + 2α2 − 3b− 3b−1) . (2.16)

In general,q(s) is Weyl-invariant and homogeneous of degrees as a function ofα − Q. The
representations which appear in the spectrum ofsℓ3 conformal Toda theory have momenta

α ∈ Q+ i(Rω1 + Rω2) , (2.17)

so that∆α andqα are real numbers. Under a Weyl transformation of the momentum, an operator
Vα(z) is supposed to behave as

Vα(z) = Rw(α) VQ+w(α−Q)(z) , (2.18)

for some reflection coefficientsRw(α). On the other hand, the conjugation ofα does not leave
the charges invariant, but they transform according toq

(s)
α∗ = (−1)sq

(s)
α , becauseα∗ is related to

2Q−α by a Weyl transformation. The conjugation ofα therefore corresponds to the automorphism
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W (s) → (−1)sW (s) of the algebraWn. (This assumes that the chargesW (s≥3) are defined so that
they are primary operators of dimensionss with respect toT (z); other definitions are in principle
possible.)

The character of a representationRα of theWn algebra is defined by

ξα(τ) ≡ TrRα e
2iπτ(L0− c

24
) . (2.19)

This is easily computed in the case of a continuous representation, with the result

ξα(τ) =
e−iπτ(Q−α)2

η(e2iπτ )n−1
, (2.20)

whereη is the Dedekind eta function. Let us now consider the case of afully degenerate represen-
tation of theWn algebra. Such a representationR−bΩ+−b−1Ω− , which is generated by the primary
operatorV−bΩ+−b−1Ω− , can be associated to any pair(Ω+,Ω−) of integral dominant weights of
sℓn. The characterR−bΩ+−b−1Ω− is a sum over the Weyl group [11],

ξ−bΩ+−b−1Ω−(τ) =

∑
w∈W ǫ(w) e−iπτ(b(ρ+Ω+)+b−1w(ρ+Ω−))2

η(e2iπτ )n−1
. (2.21)

Now we observe that this degenerate character can be expressed in terms of the charactersχΩ± of
the two representations ofsℓn of highest weightsΩ±,

ξ−bΩ+−b−1Ω−(τ) =

√
n

n!

∫
d(n−1)p

e−
2iπ
τ

1
2
p2

η
(
e−

2iπ
τ

)n−1

×
∏

±

[
χΩ±(2πb±1p)

∏

e>0

(e
1
2
(e,2πb±1p) − e−

1
2
(e,2πb±1p))

]
, (2.22)

where the integration measure is defined asd(n−1)p =
∏n−1

i=1 dpi with p =
∑

i piei, and we used
the Weyl formula (2.5).

Notice that theWn charactersξα(τ) keep track of the conformal dimensions (L0 eigenvalues)
of states, and not of their chargesq(s>2). So if n > 2 they contain much less information than the
sℓn charactersχΩ(p), which depend on a vectorp and not on a single numberτ . This will make
the modular bootstrap analysis less powerful in theories with Wn>2 symmetries than in theories
with just the Virasoro symmetry.

2.3 Fusion multiplicity

We will now comment on the fusion product ofWn representations. The fusion product is a gener-
alisation to vertex operator algebras of the tensor productof representations of Lie algebras. So we
first comment on the tensor product ofsℓn representations. We consider generic representations,
which are not necessarily finite-dimensional, and even do not necessarily have a highest weight.

The algebrasℓn can be represented in terms of differential operators acting on functions of
1
2n(n − 1) “isospin” variables. (This is also the number of the creation operators, the operators
which generate the highest-weight representations from their highest-weight states.) For example,
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sℓ2 is represented by the operatorsD− = ∂
∂x
, D3 = x ∂

∂x
− j, D+ = x2 ∂

∂x
− 2jx acting on

functions of one isospin variablex, where the numberj is the spin of the representation. States
in a representation ofsℓn with spinj can be represented as functionsΨj(x), where the spinj is a
vector withn− 1 components, and the isospinx is a vector with12n(n− 1) components. We wish
to analyse the possible appearances of a representationRj3 in the tensor productRj1 ⊗ Rj2. Such
an appearance implies the existence of a nonzero invariant vector inRj1 ⊗ Rj2 ⊗ R∗

j3
, whereR∗

j3

is the contragredient representation. In the representation of sℓn in terms of differential operators,
an invariant vector inRj1 ⊗ Rj2 ⊗ R∗

j3
is represented as a functionΦ(x1, x2, x3) of three isospin

vectors, subject to(dim sℓn) = n2 − 1 equations. If the representations are generic and no more
assumptions are made, solutionsΦ(x1, x2, x3) come with the number of parameters

dn = 3
n(n− 1)

2
− (n2 − 1) =

1

2
(n − 1)(n − 2) . (2.23)

If n > 2 thendn > 0 which implies thatRj3 can appear an infinite number of times inRj1 ⊗Rj2.
If however one of the three representationsRj1, Rj2 or Rj3 is not generic, then extra equations
on Φ(x1, x2, x3) can follow, and the number of parameters may become lower. Ifthe number of
parameters is zero, as happens ifn = 2 or one of the involved representations has a highest weight
state, then multiplicities must be finite.

A similar counting of variables, and similar conclusions onfusion multiplicities, hold in the
case of the fusion product ofWn representations. This is a consequence of the conformal Ward

identities for the three-point correlation functions
〈∏3

i=1 Vαi
(zi)
〉

where the momentaαi labelWn

representations; such correlation functions are analogous to the invariantsΦ(x1, x2, x3) of our sℓn
reasoning (although the positionszi are not analogous to the isospinsxi). The fusion multiplicity is

the minimum number of correlation functions of descendent operators
〈∏3

i=1DiVαi
(zi)
〉

in terms
of which all other such correlation functions can be linearly expressed using the Ward identities.
Such identities are obtained by inserting the identity

∮
∞ ϕs(z)W

(s)(z) = 0 in a correlation func-
tion, where

∮
∞ denotes the integration along a contour which encloses all the positionszi of the

operators,ϕs(z) is meromorphic with possible poles atz = zi, and at infinity|ϕs(z)| ≤ |z|2s−2.
(We assumeW (s)(z) ∼

z→∞
z−2s, which follows from theW (s)-symmetry of the vacuum.) Local

Ward identities are obtained for functionsϕs(z) which do have poles; the caseϕs(z) = (z− zi)
−k

(with k ∈ N) yields the expression of a correlation function involvingW (s)
1−s−kVαi

(zi) in terms of

correlation functions with descendents of the typeW
(s)
−pVαi

(zi) with 1 ≤ p ≤ s− 1, as can be seen
from the operator productW (s)(z)Vα(w). (See eq. (2.12) for the cases = 3.) In the theory with
Wn symmetry there are12n(n − 1) modes of the typeW (s)

−p with 2 ≤ s ≤ n, 1 ≤ p ≤ s − 1, for
instance the three modesL−1,W−1,W−2 in the casen = 3, and these modes are analogous to the
isospin variablesx of thesℓn algebra. Global Ward identities are obtained for holomorphic func-
tionsϕs(z), that is polynomials of degrees at most2s− 2. The number of global Ward identities is
therefore

∑n
s=2(2s − 1) = n2 − 1.

Thus, the number of modes of theW (s) symmetry generators which cannot be eliminated

from the correlation functions of the type
〈∏3

i=1DiVαi
(zi)
〉

using the Ward identities isdn (2.23).
For example,d3 = 1 means that in a theory withW3 symmetry all three-point functions can be
expressed in terms of the correlation functions

〈
Vα1(z1)Vα2(z2)(W−1)

kVα3(z3)
〉

whereVαi
are

primary operators andk ∈ N. (Instead ofW−1 we may have writtenW−2, but notL−1, because
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the three global Ward identities fromT (z) close among themselves and can be solved.) Notice
that a similar reasoning can be used to predict the numberE of independent differential equations
obeyed by anN -point function of primary operators, some of which may be degenerate and involve
a total number ofV linearly independent null vectors. We findE = n2 − 4−N(n(n−1)

2 − 1) + V ,
where we subtract the three equations from global conformalsymmetry, as well as the contribution
of theL−1 generator as it is identified with a derivative. Such a counting of differential equations
has previously been used in [12].

To conclude, infinite fusion multiplicities must appear in all theories with aWn≥3 symmetry as
soon as continuous representations are involved, which will be the case in conformal Toda theories.

2.4 Lagrangian formulation

Conformalsℓn Toda theory on a Riemann surface without boundary has a Lagrangian formulation.
The dynamical fields of the theory form a vector withn− 1 components

φ =
∑

i

φiei so that φi = (ωi, φ) , (2.24)

and the Lagrangian is

Ln =
1

2π
(∂φ, ∂̄φ) + µ

n−1∑

i=1

eb(ei,φ) , (2.25)

whereµ is the bulk cosmological constant, and the derivatives withrespect to the complex coor-
dinatesz, z̄ are related to derivatives with respect to the real coordinatesx = ℜz, y = ℑz by
∂ = 1

2(
∂
∂x

− i ∂
∂y
), ∂̄ = 1

2(
∂
∂x

+ i ∂
∂y
). After the rescalingφ → b−1φ, the classical equations of

motion are

∂∂̄φi = πb2µe(ei,φ) . (2.26)

The Lagrangian formulation permits the calculation of certain particular correlation functions, and
of general correlation functions in certain limits, but notof general correlation function [13, 1]. For
our purposes, we will only make use of the classical equations of motion, and not of functional
integrals involving the actionS =

∫
Ln. We will actually solve the equations of motion in Section

3.
TheWn symmetry ofsℓn Toda theory manifests itself by the existence of chargesW (2) =

T,W (3) · · ·W (n) which are classically conserved in the sense that∂̄W (s) = 0. In the case of
Liouville theory, this is

T = −(∂φ)2 + ∂2φ . (2.27)

In the case ofsℓ3 Toda theory,W (3) = W has the ambiguityW → W − ξ∂T for ξ an arbitrary
number, which we lift by assumingW (φ∗) = −W (φ), whereφ → φ∗ is the Dynkin diagram
automorphismφ1 ↔ φ2. We then have

T = −1
2(∂φ, ∂φ) + (ρ, ∂2φ) = −∂φ21 − ∂φ22 + ∂φ1∂φ2 + ∂2φ1 + ∂2φ2 , (2.28)

W =
(
∂3φ2 − 2∂2φ2∂φ2 − ∂2φ2∂φ1 + 2∂φ22∂φ1

)
− (φ1 ↔ φ2) , (2.29)
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where we neglect a possible normalization factor in the definition ofW . Such classically conserved
charges can alternatively be found as classical limits of the corresponding quantum symmetry gen-
erators of theW3 algebra [5]. We use the same notation for the classical charge and the quantum
generator; the context should clarify which one we are dealing with.

The momentumα, which we used as a label forWn representations (see (2.14,2.16)), has
a simple interpretation in the Lagrangian formulation. Namely, the classical counterpart of the
quantum operatorVα(z) is e(α,φ(z)).

3. Solutions of the Toda equations on a disc

The classicalsℓn Toda equations on the Riemann sphere have been solved in [14], see also [15]. We
will now look for solutions on the disc, which are solutions on the sphere respecting certain bound-
ary conditions. We will only consider maximally symmetric boundary conditions, that is conditions
of the typeW̄ (s) = f({W (s′)}) wheref is an automorphism of theWn algebra. The known au-
tomorphisms are the identity, and in theWn≥3 algebra the automorphismW (s) → (−1)sW (s).
There will therefore be two possible types of boundary conditions if n ≥ 3, and only one ifn = 2.
We will study the cases of theW2 andW3 algebras. The sphere will be identified with the com-
plex plane and parametrized by the coordinatesz, z̄, and the disc will be identified with the upper
half-plane{ℑz > 0}.

In this Section, we will study the solutions of the Toda equations and in particular their in-
variants, which we call the boundary parameters. The question whether our boundary conditions
follow from boundary actions is postponed to Appendix B. We will consider the classical Toda
equations (2.26) with the value

µ = − 1

πb2
(3.1)

for the cosmological constant. The choice of a negative value forµwill allow real, globally defined,
regular solutions to exist.

3.1 Case of Liouville theory

In order to solve the Liouville equation∂∂̄φ = −e2φ together with the boundary conditionT = T̄

whereT = −(∂φ)2 + ∂2φ, we introduce the variableX = e−φ which is such thatT = −∂2X
X

and
the Liouville equation amounts to∆2(X) ≡ X∂∂̄X − ∂X∂̄X = 1. The solutions of this equation
are of the form

X =

2∑

i=1

ai(z)bi(z̄) , Wr[a1, a2] = Wr[b1, b2] = 1 , (3.2)

whereWr[a1, a2] = a1a
′
2 − a2a

′
1 is the Wronskian. (By settingWr[a1, a2] = Wr[b1, b2] = 1 we

have eliminated the ambiguityai → ξai, bi → ξ−1bi.) The stress-energy tensorT associated with
such a solution isT = −a′′1

a1
= −a′′2

a2
. The conditionT = T̄ is solved by assuming

ai(z) =

2∑

j=1

Nijbj(z) , detN = 1 . (3.3)
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The condition thatX be real and positive will now be solved by assuming thatb(z) = b̄(z) is real,
and that the constant matrixN is Hermitian and positive. To summarize, our solutions are

X =

2∑

i,j=1

bi(z)Nijbj(z) , Wr[b1, b2] = 1 , detN = 1, N > 0 . (3.4)

There remain some ambiguities in the solutions, because different choices forNij , bi(z) can lead
to the sameX. In particular, the following action ofSL(2,R) leavesX invariant:

{
b→ Λ−1b

N → ΛTNΛ
, Λ ∈ SL(2,R) , (3.5)

whereΛT denotes the transpose of the matrixΛ.
Let us define a boundary parameterλL associated to a given solution. We assume this parame-

ter to be az-independent function of the solutionX. Independence fromz implies being a function
of the matrixN . Being a function ofX implies being invariant under the action (3.5) ofSL(2,R).
The only such invariant function ofN is

λL ≡ 1

2i
Tr NP , P ≡

(
0 −1
1 0

)
. (3.6)

Notice that the matrixP obeys∀Λ ∈ SL(2,R), ΛPΛT = P . The role ofλL as a boundary
parameter can be demonstrated by rewriting the boundary condition in terms of the fieldX = e−φ.
At the boundaryz = z̄ we find:

(∂ − ∂̄)X = 2iλL , (∂ − ∂̄)φ = −2iλLe
φ . (3.7)

This implies that the boundary conditions could be derived by adding a boundary term
∫
Lbdy
2 to

the action, with

Lbdy
2 = λLe

φ , (3.8)

andλL would be the boundary cosmological constant.
We conclude this Subsection with a remark. Given the solution of the Liouville equation, it

is easy to write the Bäcklund transformation from Liouville theory to a free field theory. The free
field can be defined asψ = − log

∑
i uiai(z)∑
i vibi(z̄)

where(u1, u2) and(v1, v2) are constant vectors, and

the stress-energy tensors areT = −(∂ψ)2 + ∂2ψ, T̄ = −(∂̄ψ)2 − ∂̄2ψ. The fieldψ obeys the free
equations of motion∂∂̄ψ = 0, as well as Dirichlet boundary conditions(∂ + ∂̄)ψ = 0, and the
value ofψ at the boundary is related toλL.

3.2 Case of sℓ3 Toda theory

Let us solve thesℓ3 Toda equations

{
∂∂̄φ1 = −e2φ1−φ2

∂∂̄φ2 = −e2φ2−φ1
. In terms ofXi = e−φi , thesℓ3 Toda

equations amount to

{
∆2(X1) = X2

∆2(X2) = X1
, where∆2(X) was defined in the previous Subsection, and
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is such that∆2(∆2(X)) = X det

(
X ∂X ∂∂X
∂̄X ∂∂̄X ∂∂∂̄X
∂̄∂̄X ∂∂̄∂̄X ∂∂∂̄∂̄X

)
. The solutions of thesℓ3 Toda equations

are
{
X1 =

∑3
i=1 ai(z)bi(z̄)

X2 =
∑

i<j Wr[ai, aj ](z)Wr[bi, bj ](z̄)
, Wr[a1, a2, a3] = Wr[b1, b2, b3] = 1 , (3.9)

whereWr[a1, a2, a3] = ǫijkaia
′
ja

′′
k is the cubic Wronskian. In this solution, the Dynkin diagram

automorphismφ1 ↔ φ2 manifests itself as

{
ai ↔ 1

2ǫijkWr[aj , ak]

bi ↔ 1
2ǫijkWr[bj , bk]

. In these formulas we used

the fully antisymmetric tensorǫijk such thatǫ123 = 1.

Let us rewrite the symmetry chargesT (2.28) andW (2.29) in terms of the variablesX1,X2

or ai, bj :

T = −∂
2X1

X1
− ∂2X2

X2
+
∂X1

X1

∂X2

X2
=
∂3X1∂̄X1 −X1∂

3∂̄X1

X2
=
a3a

′′′
1 − a1a

′′′
3

Wr[a1, a3]
, (3.10)

W = T

(
∂X2

X2
− ∂X1

X1

)
− ∂3X1

X1
+
∂3X2

X2
= −T ′ + 2

a′1a
′′′
3 − a′3a

′′′
1

Wr[a1, a3]
, (3.11)

where we could use any pair of functionsai instead of(a1, a3), and the result would not change
due to the identityWr[a1, a2, a3]

′ = 0. The antiholomorphic charges̄T , W̄ are similarly written in
terms ofbi.

We now considersℓ3 Toda theory on the half-plane, and the possible boundary conditions on
the real line. We must imposeT = T̄ for conformal symmetry to be preserved. For the spin3

currentW we have the two choicesW = ±W̄ , where the minus sign corresponds to using the
nontrivial automorphism of theW3 algebra.

3.3 Boundary condition W − W̄ = 0

Now that we wrote the solutions of the bulk equations of motion in terms of the functionsai, bi,
let us write boundary conditions for these functions. The conditionsT = T̄ ,W = W̄ are obeyed
provided we assume

ai =

3∑

j=1

Nijbj , detN = 1 . (3.12)

This impliesǫijkWr[aj , ak] = (N−1T )ii′ǫi′j′k′Wr[bj′ , bk′ ], whereN−1T is the inverse of the trans-
pose ofN . Furthermore, in order forX1,X2 to be positive, we assumebi = b̄i and thatN is a
positive Hermitian matrix. To summarize,

{
X1 =

∑3
i,j=1 bi(z)Nijbj(z)

X2 =
∑3

i,j=1wi(z)(N
−1T )ijwj(z)

, Wr[b1, b2, b3] = 1 , detN = 1, N > 0 , (3.13)

where we introduced the notationwi = ǫijkbjb
′
k for the quadratic Wronskians, whose quadratic

Wronskians are themselvesWr[wi, wj ] = ǫijkbk.
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As in the case of Liouville theory, our parametrization of the solutions is ambiguous, because
X1,X2 are invariant under the action of anSL(3,R) symmetry group, namely





b→ Λ−1b

w → ΛTw

N → ΛTNΛ

, Λ ∈ SL(3,R) . (3.14)

The boundary parameters are theSL(3,R)-invariant functions ofN . Such invariants can be con-
structed asTr (NTN−1)m, m = 1, 2 · · · . GivendetN = 1, all such invariants are functions
of

λ0 ≡ det 1
2(N +NT ) . (3.15)

In thesℓn case the number of invariants is the integer part ofn
2 .

We may wish to express the boundary conditions in terms of thefieldsXi = e−φi . To this
end, we may compute at the boundary

{
(∂ − ∂̄)X1 =

1
2ǫijkNijwk

(∂ − ∂̄)X2 =
1
2ǫijkN

−1T
ij bk

. (3.16)

The right hand sides of these expressions are in general not functions ofX1,X2. There is an ex-
ception in the special case whenNT = N , which corresponds to the free boundary conditions
(∂ − ∂̄)Xi = 0, in which case the boundary parameter isλ0 = 1. Another exception occurs when
Nij = UiUj+ǫijkAk, withAiUi = 1 so thatdetN = 1. (We drop the assumption thatN be hermi-
tian.) In this case the boundary parameter isλ0 = −1. NoticingN−1T = AiAj + ǫijkUk, we find{
(∂ − ∂̄)X1 = Akwk =

√
X2

(∂ − ∂̄)X2 = Ukbk =
√
X1

. Such boundary conditions derive from the boundary Lagrangian

Lbdy
3 =

1

2i

(
eφ1− 1

2
φ2 + eφ2− 1

2
φ1

)
. (3.17)

One may be tempted to generalize this Lagrangian intoLbdy
3 = ν1e

φ1− 1
2
φ2 + ν2e

φ2− 1
2
φ1, which

would depend on two boundary parametersν1, ν2. However, it turns out that for general values
of ν1, ν2 theW3 symmetry would then be broken, in the sense that the boundaryconditionW =

W̄ would not be obeyed. Only the values ofν1, ν2 which we wrote in eq. (3.17) are therefore
permitted.

3.4 Boundary condition W + W̄ = 0

Boundary conditions for the functionsai, bi which implyW + W̄ = 0 are now

ai =

3∑

j=1

Nijwj , detN = 1 . (3.18)

This can be deduced from the caseW − W̄ = 0 by using the Dynkin diagram automorphism,
which exchanges the functionsbi with their Wronskianswi = ǫijkbjb

′
k. It is however not clear how
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to guarantee the positivity ofX1,X2. We refrain from making further assumptions on the matrix
N , and we write the solutions of the classical Toda equations as

{
X1 =

∑3
i,j=1 bi(z̄)Nijwj(z)

X2 =
∑3

i,j=1wi(z̄)N
−1T
ij bj(z)

, Wr[b1, b2, b3] = 1 , detN = 1 . (3.19)

As we do not impose reality conditions onbi andN we find thatX1,X2 are invariant under the
action of anSL(3,C) group of symmetries, instead of anSL(3,R) group in the caseW − W̄ = 0:





b→ Λ−1b

w → ΛTw

N → ΛTNΛ−1T

, Λ ∈ SL(3,C) . (3.20)

The group acts by conjugation on the matrixN , and there are two invariants, which we interpret as
boundary parameters:

λ1 = Tr N , λ2 = Tr N−1 . (3.21)

In the sℓn case the number of invariants is of coursen − 1. This corresponds to the number of
conserved chargesW (2) · · ·W (n). This already suggests that the boundary conditionW + W̄ = 0

realizes Cardy’s ideas on the correspondence between representations of the symmetry algebra
and boundary parameters. We will demonstrate this further in our conformal bootstrap analysis in
Section 4.

An interesting case happens when the matrixN obeys a second-order polynomial equation,
that is when two of its eigenvalues coincide. Then we haveN−1 = uN + vI whereI is the
identity matrix andu, v are two complex numbers, and it follows from eq. (3.19) thatφ1 − φ2
obeys Dirichlet boundary conditions andφ1 + φ2 obeys Neumann boundary conditions,

φ1 − φ2 = c , (∂ − ∂̄)(φ1 + φ2) = 0 , (3.22)

wherec is an arbitrary constant. These conditions can be derived from thesℓ3 Toda action with
no boundary terms. Due to the Dirichlet condition, the spacetime interpretation of this case is a
one-dimensional D-brane, whereas the other cases describetwo-dimensional D-branes. The one-
dimensional D-branes extend along the direction of the Weylvectorρ, which is consistent with the
existence of a linear dilaton in that direction. (This linear dilaton can be seen in the expression for
the stress-energy tensorT (2.28).)

We conclude this Subsection with a remark. Given the solution of the Toda equations, it is
easy to write the Bäcklund transformation from Toda field theory to a free field theory. The free

fields can be defined asψi = − log
∑

j uijaj(z)∑
j vijwj(z̄)

whereuij andvij are constant matrices. The free

fields obey free equations of motion∂∂̄ψi = 0, and Dirichlet boundary conditions forψi imply
relations of the typeai =

∑
j Nijwj (3.18) at the boundary. Thus, we can interpret the boundary

parametersλ1, λ2 encoded in the matrixN as the boundary values of the free fields. (See Appendix
A for more details on the Bäcklund transformation.)
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4. Conformal bootstrap study of sℓ3 Toda theory with W + W̄ = 0

The conformal bootstrap method is the systematic exploitation of symmetry and consistency con-
straints on correlation functions in two-dimensional conformal field theories [4]. We will apply
this method to the correlation functions ofW3 primary operatorsVα(z). Such operators are de-
fined up to normalizations by their operator products (2.11)and (2.12) with the symmetry genera-
torsT (z),W (z), T̄ (z̄), W̄ (z̄). In order to define correlation functions on the upper half-plane, the
properties of the boundary must be characterized. This involves first of all imposing boundary con-
ditions for the symmetry generatorsT (z),W (z). Moreover, we saw in Section 3 that for each of

the two boundary conditions

{
T = T̄

W = ±W̄ there exist families of possible D-branes, parametrized

by λ0 or λ1, λ2. These parameters appeared in the classical analysis of theboundary conditions
for the basic Toda fieldsφi, but such fields are not present in the conformal bootstrap formalism.
Nevertheless, the equivalents ofλ0 or λ1, λ2 will appear when we will parametrize the solutions of
the conformal bootstrap equations; a given solution will becalled a D-brane or boundary state.

In the case of Liouville theory there is only one possible boundary conditionT = T̄ , and there
exist two types of D-branes: the continuous D-branes [16, 17], with a continuous parameter, and the
discrete D-branes [18], which are parametrized by two integers. These two types of D-branes are
associated to the two types of representations of the Virasoro algebra: the continuous and discrete
representations. By analogy, we expect that in conformalsℓn Toda theory there exists a hierarchy
of D-branes, which would correspond to the hierarchy of representations of theWn algebra which
we discussed in Subsection 2.2. The dimension of a D-brane would ben − 1 − k, wherek is
the number of algebraically independent null vectors in thecorresponding representation. In the
case ofsℓ3 Toda theory, we would have three types of D-branes: two-dimensional continuous
D-branes, one-dimensional “semi-degenerate” D-branes, and zero-dimensional discrete or fully-
degenerate D-branes. We will see that these expectations are fulfilled when the boundary condition
isW + W̄ = 0.

An important difference between the two boundary conditions W = ±W̄ manifests itself
when analyzing the consequences of theW3 symmetry on the correlation functions. We introduced
the Ward identities which follow from theW3 symmetry in Subsection 2.3, let us now sketch how
such identities constrain the correlation function ofN operatorsVαi

(zi) (with ℑzi > 0) in the
presence of a boundary atz = z̄. It turns out that the Ward identities for such anN -point function
are identical to the Ward identities for a2N -point function in the absence of a boundary, where the
extraN operators are “reflected” operators located atz̄i. The reflected operators areVαi

(z̄i) if the
boundary condition isW − W̄ = 0, andVα∗

i
(z̄i) if the boundary condition isW + W̄ = 0. As far

as the Ward identities are concerned, we thus have the relations

〈Vα(z)〉W−W̄=0 ∼ 〈Vα(z)Vα(z̄)〉 , (4.1)

〈Vα(z)〉W+W̄=0 ∼ 〈Vα(z)Vα∗(z̄)〉 . (4.2)

The Ward identities for a bulk two-point function〈Vα1(z1)Vα2(z2)〉 are known to imply that it
vanishes unless∆α1 = ∆α2 andqα1 + qα2 = 0. Now eqs. (2.14) and (2.16) imply∆α = ∆α∗ and
qα = −qα∗. Therefore, while〈Vα(z)〉W+W̄=0 may be nonzero for all values ofα, 〈Vα(z)〉W−W̄=0

must vanish unlessqα = 0. This restricts the momentumα to a one-dimensional space, which may
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be related to the fact that there is only one boundary parameter λ0 in the caseW − W̄ = 0. We
will however not analyze this case further, and instead concentrate on the caseW + W̄ = 0 from
now on.

4.1 Continuous D-branes

Due to conformal symmetry, a one-point function on the upperhalf-plane must take the form

〈Vα(z)〉 =
U(α)

|z − z̄|2∆α
, (4.3)

whereU(α) is the bulk one-point structure constant, which we now want to determine. We will
find constraints onU(α) by considering the two-point function〈V−bω1(y)Vα(z)〉, which can be
factorized in two possible ways:

〈V−bω1(y)Vα(z)〉 =
∑

h∈Hω1

Ch(α)U(α − bh)Gh(α|y, z) , (4.4)

=
∑

j

RjSj(α)Fj(α|y, z) . (4.5)

Let us explain these formulas. The first formula follows fromthe operator product expansion

V−bω1Vα →
∑

h∈Hω1

Ch(α)Vα−bh . (4.6)

This OPE is a sum of three terms labelled by the setHω1 = {ω1, ω2 − ω1,−ω2} of the weights of
the fundamental representation ofsℓ3; this is analogous to the tensor product ofsℓ3 representations
Rω1 ⊗ RΩ =

∑
h∈Hω1

RΩ+h. We choose to study the correlation function〈V−bω1(y)Vα(z)〉 pre-
cisely because the fully degenerate operatorV−bω1 has such simple OPEs; we could in principle use
arbitrary operators instead, but the resulting constraints onU(α) could not necessarily be written
explicitly. The OPE coefficientsCh(α) are [1]

Cω1(α) = 1 , (4.7)

Cω2−ω1(α) = − πµ

γ(−b2)
γ(b(e1, α−Q))

γ(b(e1, α))
, (4.8)

C−ω2(α) =

(
πµ

γ(−b2)

)2 γ(b(e2, α−Q))

γ(b(e2, α))

γ(b(ρ, α −Q))

γ(b(ρ, α))
, (4.9)

where we recall thatµ is the bulk cosmological constant,b parametrizes the central charge, and
Q = (b + b−1)ρ (see Subsection 2.2). We also introduce the functionγ(x) = Γ(x)

Γ(1−x) whereΓ(x)
is Euler’s Gamma function. The last factor in eq. (4.4) is theconformal blockGh(α|y, z). From
our remark thatN -point functions on the upper half-plane are equivalent to2N -point functions on
the plane as far as Ward identities are concerned, it followsthatGh(α|y, z) coincides with a bulk
four-point t-channel conformal block,

Gh(α|y, z) =

Vα(z)V−bω1(y)

Vα∗(z̄)V−bω2(ȳ)

α− bh

(4.10)
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Explicit expressions for such conformal blocks can be deduced from [1], where more general con-
formal blocks were computed. Up to simple common prefactors, the three conformal blocks are

Gh(α|y, z) ∝
∣∣∣ y−z
y−z̄

∣∣∣
2b(h,α−Q)

3F2

(
−b2, b(eh, α−Q)− b2, b(e′h, α −Q)− b2

b(eh, α−Q) + 1, b(e′h, α−Q) + 1

∣∣∣∣∣
∣∣∣y−z
y−z̄

∣∣∣
2
)
,(4.11)

where for a given weighth ∈ Hω1 we calleh, e′h the two roots such that(h, eh) = (h, e′h) = 1, for
instancee−ω2 = −e2, e′−ω2

= −ρ. Similarly, the quantityFj(α|y, z) in eq. (4.5) is ans-channel
conformal block,

Fj(α|y, z) =

Vα(z)

Vα∗(z̄)

V−bω1(y)

V−bω2(ȳ)

j

(4.12)

wherej labels the operator which propagates in thes-channel. There is a subtlety here: thet-
channel analysis predicts the existence of three independent blocks, but only two primary operators
can appear in the OPEV−bω1V−bω2 , namelyV0 andV−bρ. The point is that a descendent ofV−bρ can
appear independently ofV−bρ itself; we will label asj = ρ′ the correspondings-channel operator.
In the presence of a boundary, we thus have the bulk-boundaryOPE

V−bω1 →
∑

j∈{0,ρ,ρ′}
RjB−bj , (4.13)

where the coefficientsRj are unknown functions ofb, andB−bj are boundary operators, with the
convention thatB−bρ′ is some descendent ofB−bρ. We will not dwell longer on this subtlety, as
we are presently only interested in thes-channel operatorj = 0. In this case, the bulk-boundary
structure constantSj(α) reduces to

S0(α) = U(α) . (4.14)

We can now obtain an equation forU(α) from the equality of (4.4) with (4.5) by using the fusion
tranformation

Gh(α|y, z) =
∑

j

Fh,j(α)Fj(α|y, z) , (4.15)

and extracting theF0 term in eq. (4.4). The result is
∑

h∈Hω1

Ch(α)Fh,0(α)U(α − bh) = R0U(α) . (4.16)

In order to make this equation explicit, let us compute the fusing matrix elementsFh,0(α) defined
in eq. (4.15). DeterminingFh,j(α) can be done by taking the limitℑz → 0 in that equation. By
definition the blocksFj(α|y, z) are power-like functions ofℑz in the limitℑz → 0, and we have

Gh(α|y, z) ∼
ℑz→0

Fh,ρ(α) +
ℑyℑz
|y − z̄|2Fh,ρ′(α) +

( ℑyℑz
|y − z̄|2

)2+3b2

Fh,0(α) . (4.17)
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As the blockGh(α|y, z) is a3F2 hypergeometric function (4.11), let us study such functions, start-
ing with their integral representation

3F2

(
A1 A2 A3

B1 B2

∣∣∣∣∣ x
)

=
Γ(B2)

Γ(A3)Γ(B2 −A3)

∫ 1

0
dt tA3−1(1− t)B2−A3−1

× 2F1(A1, A2, B1, tx) . (4.18)

We wish to study thex→ 1 limit, where the critical exponents are0, 1 andB1+B2−A1−A2−A3,
and to focus on the last one of those three exponents. Consider the regiont→ 1, x→ 1, where we
can use the approximation2F1(A1, A2, B1, tx) ∼

tx→1
(1 − tx)B1−A1−A2 Γ(B1)Γ(A1+A2−B1)

Γ(A1)Γ(A2)
. Then

we obtain the term with critical exponentB1 +B2 −A1 −A2 −A3,

3F2

(
A1 A2 A3

B1 B2

∣∣∣∣∣ z
)

⊃
z→1

Γ(B1)Γ(B2)Γ(A1 +A2 +A3 −B1 −B2)

Γ(A1)Γ(A2)Γ(A3)

× (1− z)B1+B2−A1−A2−A3 . (4.19)

This term may or may not be the leading term of3F2

(
A1 A2 A3

B1 B2

∣∣∣∣∣ z
)

in the limit x → 1,

depending on the values ofAi, Bj . In the case ofGh(α|y, z) (4.11), it is actually subleading, as we
assumeb > 0 and thereforeB1 +B2 − A1 −A2 − A3 = 2 + 3b2 > 2. What we are interested in
is the coefficient of(1− z)2+3b2 , which is

Fh,0(α) =
Γ(−2− 3b2)

Γ(−b2)
Γ(b(eh, α−Q) + 1)

Γ(b(eh, α−Q)− b2)

Γ(b(e′h, α−Q) + 1)

Γ(b(e′h, α−Q)− b2)
. (4.20)

Combining this formula with the formulas forCh(α), eq. (4.7)-(4.9), we obtain

Fh,0(α)Ch(α) =
Γ(−2− 3b2)

Γ(−b2)

[
− πµ

γ(−b2)

]
A(α− bh)

A(α)
, (4.21)

where we introduced the function

A(α) ≡
[
πµγ(b2)

] (ρ,α−Q)
b

∏

e>0

Γ(b(e, α −Q))−1Γ(1 + b−1(e, α−Q))−1 . (4.22)

This function already appeared in conformal Toda theory [19], as a building block for the reflection
coefficientRw(α) = A(Q+w(α−Q))

A(α) defined in eq. (2.18). From that equation and the definition
(4.3) ofU(α), it follows thatA(α)U(α) must be invariant under the reflectionsα→ Q+w(α−Q).
The equation forU(α) (4.16) can now be rewritten as

R0A(α)U(α) =
∑

h∈Hω1

A(α − bh)U(α− bh) , (4.23)

whereR0 is still an unknown function ofb, in which we actually absorbed theα-independent
prefactors ofFh,0(α)Ch(α) in eq. (4.21). Three more equations forA(α)U(α) can similarly be
obtained, by replacing the fully degenerate operatorV−bω1 in eqs. (4.4) and (4.5) with one of the
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similar operatorsV−bω2 , V−b−1ω1
or V−b−1ω2

. The resulting equations forA(α)U(α) are obtained
from eq. (4.23) by replacingHω1 with Hω2 and/orb by b−1. The coefficientR0 can also change,
and we rename itλi,± depending on the case. So we obtain the four equations

λi,±A(α)U(α) =
∑

h∈Hωi

A(α− b±1h)U(α− b±1h) . (4.24)

The smooth, reflection-invariant solutions of these equations areA(α)U(α) =
∑

w∈W e(w(s),α−Q)

whereW is the Weyl group and the arbitary vectors is the boundary parameter. The coefficients
λi,± might be called the boundary cosmological constants, and their values are

λi,± = χωi
(−b±1s) , (4.25)

where we recall that the fundamental character isχω1(p) = e(ω1,p) + e(ω2−ω1,p) + e−(ω2,p). The
full formula for the solutionUs(α) is

Us(α) =
[
πµγ(b2)

] (ρ,Q−α)
b

∏

e>0

Γ(b(e, α −Q))Γ(1 + b−1(e, α−Q))
∑

w∈W
e(w(s),α−Q) .(4.26)

Our equations (4.24) being linear, this formula holds up to an α-independent factor. We will say
thatUs(α) defines a continuous D-brane whens is such thatUs(α) does not diverge exponentially
in the limit of large momentum|α−Q| → ∞. As the operators in the spectrum ofsℓn Toda theory
have purely imaginary values ofα − Q (see eq. (2.17)), the continuous D-branes must have real
values ofs.

Notice that we wrote the one-point structure constantUs(α) in a form which makes sense in
sℓn Toda theory for arbitraryn, and even in conformal Toda theories based on arbitrary simply-
laced Lie algebras. We conjecture that this result, and mostof the results in the rest of this Section,
are valid in the general case and not only insℓ3 Toda theory.

4.2 Degenerate D-branes

In the previous Subsection we found continuous D-branes, whose parameter space has the same
dimension as the space of continuous representations. According to the classical analysis of Sub-
section 3.4, such D-branes should be interpreted as covering the two-dimensional Toda space whose
coordinates areφ1, φ2, because the boundary conditions for the fieldsφ1, φ2 are of the Neumann
type. We will now investigate degenerate D-branes, whose dimensions and parameter spaces should
be smaller. We will argue in Subsection 4.3 that the dimension of a D-brane is related to the di-
vergence of its one-point function in the limitα − Q → 0: the higher the dimension, the more
severe the divergence. So let us look for solutionsU(α) to the equations (4.24) whose divergences
atα − Q → 0 would be less severe than the divergence ofUs(α) (4.26). Cancelling some of the
divergences from the poles of theΓ(b(e, α − Q)) factor can be achieved by taking a linear com-
bination of several solutionsUs(α) with different values ofs. However, the resulting combination
will still be a solution of eq. (4.24) only provided the four parametersλi,± are the same for all the
involved values ofs.

In order to find two different valuess, s′ which have the same parametersλi,±, we make two
observations: first, the parametersλi,± = χωi

(−bs) (4.25) are Weyl-invariant, second, they are
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invariant under shiftss → s + 2πib∓1(Ze1 + Ze2). Thus, there must exist two elementsw± of
the Weyl group such thats − w±(s′) ∈ 2πib∓1(Ze1 + Ze2). Assuming the value ofb2 to be
non-rational, this restrictss to a one-dimensional space. For example, the pair

s = κω1 + πi(ℓb+mb−1)e2 , s′ = κω1 + πi(ℓb−mb−1)e2 , (κ, ℓ,m) ∈ R× N
2(4.27)

is such thats− s′ = 2πimb−1e2 ands− r(s′) = 2πiℓbe2. Therefore,

Uκ|ℓ,m(α) ≡ Uκω1+πi(ℓb+mb−1)e2(α) − Uκω1+πi(ℓb−mb−1)e2(α) (4.28)

is a solution of eq. (4.24), and an explicit calculation yields

Uκ|ℓ,m(α) =
4

A(α)

∑

e>0

eκ(he,α−Q) sin 2πℓb(e, α −Q) sin 2πmb−1(e, α −Q) , (4.29)

where to a positive roote we associate the weighthe ∈ Hω1 such that(e, he) = 0. In this
expression the sine factors compensate some of theα−Q → 0 divergences of the prefactorA(α)
(4.22). We hold thatUκ|ℓ,m(α) with κ ∈ R andℓ,m ∈ N define the family of semi-degenerate
D-branes. The boundary parameters of such D-branes are

λ1,+ = e−
2
3
bκ + 2e

1
3
bκ(−1)m cos πℓb2 , λ1,− = e−

2
3
b−1κ + 2e

1
3
b−1κ(−1)ℓ cos πmb−2 ,(4.30)

andλ2,± are obtained byκ→ −κ.
We expect that in the more generalsℓn case this construction generalizes to a hierarchy of

partly degenerate D-branes. The difference of two terms in eq. (4.28) should be interpreted as a
sum over theZ2 subgroup of the Weyl group which leavesω1 invariant, weighted by the signatures
of the elements of that subgroup. Insℓn, there is a hierarchy of subgroups of the Weyl group
which leave certain hyperplanes invariant, and summing over such subgroups should yield the
partly degenerate D-branes. The case of fully degenerate D-branes corresponds to a sum over the
full Weyl group, which we now study in thesℓ3 case.

Given two integral dominant weightsΩ,Ω′ ∈ Nω1 + Nω2 we consider the combination

UΩ|Ω′(α) ≡
∑

w∈W
ǫ(w) U2πi(b(Ω+ρ)+b−1w(Ω′+ρ))(α) . (4.31)

This can be rewritten as

UΩ|Ω′(α) =
1

A(α)

∑

w∈W
ǫ(w) e2πib(w(Ω+ρ),α−Q)

∑

w′∈W
ǫ(w′) e2πib

−1(w′(Ω′+ρ),α−Q) . (4.32)

This can be shown to have a finite limit asα − Q → 0, by first using the Weyl formula (2.5) in
order to reduce the problem to the case ofU0|0(α),

UΩ|Ω′(α)

U0|0(α)
= χΩ(2πib(α −Q)) χΩ′(2πib−1(α−Q)) , (4.33)

and then the formula (2.6) in order to prove the regularity ofU0|0(α). We interpretUΩ|Ω′(α)

as defining localized (zero-dimensional) D-branes, which we will call discrete D-branes or fully
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degenerate D-branes. But first we should check that the six values of s which are involved in
the sum (4.31) do have the same boundary parametersλi,± (4.25). This is actually true, as a
consequence of the fact that the weightsh ∈ Hω1 differ from one another by elements ofZe1+Ze2.
And we find

λ1,+ = e−2πi(ω1,Ω′)χω1(−2πib2Ω) , λ1,− = e−2πi(ω1,Ω)χω1(−2πib−2Ω′) . (4.34)

In the case of discrete D-branes, these boundary cosmological constants are expected to be directly
related to the valuesUs(−b±1ω1) of the one-point structure constant, as was argued in the case
of Liouville theory in [18]. For example,λ1,+ originally appeared as the bulk-boundary structure
constantR0 in the bulk-boundary OPE ofV−bω1 (4.13). If the one-point structure constant was
normalized so thatUΩ|Ω′(0) = 1, thenλ1,+ would coincide withUΩ|Ω′(−b±1ω1). Therefore we
expect

λi,± =
UΩ|Ω′(−b±1ωi)

UΩ|Ω′(0)
. (4.35)

And indeed the expressions (4.32) and (4.34) obey such relations, as can be shown with the help of
the Weyl formula (2.5). (For this to be completely true we would have to reinstate the simple factor
Γ(−2−3b2)
Γ(−b2)

[
− πµ

γ(−b2)

]
in λi,±; such a factor was present in eq. (4.21) but we neglected it inwhat

followed.) It is amusing to note that we did already apply theWeyl formula toUΩ|Ω′(α) before,
but in a different, “dual” way, in order to prove eq. (4.33).

Our expression for the bulk one-point function can be used toshow that the equations of motion
derived from the LagrangianLn (2.25) of Toda theory are obeyed in the presence of discrete D-

branes. If we identifye(α,φ) with the operatorVα, and thereforeφi with ∂
∂αi

∣∣∣
α=0

Vα, then the

quantum version of the equations of motion is

∂

∂αi

∣∣∣∣
α=0

∂∂̄ 〈Vα(z)〉 = πbµ 〈Vbei(z)〉 . (4.36)

Using the form〈Vα(z)〉 = U(α)
|z−z̄|2∆α

(4.3) of the one-point function, this reduces to the following
identity for the structure constantU(α):

U(bei)

U(0)
=

2(b+ b−1)

πbµ
. (4.37)

It can be checked that this identity is obeyed by the one-point structure constantUΩ|Ω′(α) (4.32) of
a discrete D-brane.

4.3 Modular bootstrap analysis

The factorization constraint (4.4)-(4.5) whose solutionswere our one-point structure constants is
only one of the many equations of the conformal bootstrap formalism. Another one of these equa-
tions is relatively tractable: the modular bootstrap constraint, which relates two different decom-
positions of the annulus partition function

Zs1;s2(τ) =
1

6

∫
d2p Us1(Q+ ip)Us2(Q− ip) ξQ+ip(τ) , (4.38)

= TrHs1;s2
e−

2iπ
τ (L0− c

24) . (4.39)
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Let us explain these formulas. We consider an annulus, the simplest Riemann surface with two
boundaries. The two boundaries are characterized by their boundary parameterss1, s2, which may
each correspond to any type of D-brane: continuous, semi-degenerate, or discrete; and the geom-
etry of the annulus is characterized by the modular parameter τ . The annulus partition function
(or zero-point correlation function)Zs1;s2(τ) first has a “bulk channel” decomposition, which de-
scribes the exchange of bulk operators between the two boundaries. The resulting formula (4.38)
for Zs1;s2(τ) therefore involves a sum over the bulk spectrum. This sum decomposes into an
integral over the physical values (2.17) of the momentaα = Q+ ipwhich characterize the highest-
weight representations of the algebraW3 (with the factor16 due to the Weyl symmetry) , and sums
over the descendent states in each representation, which are encoded in the charactersξα(τ). The
one-point structure constantsUs1(Q + ip) andUs2(Q − ip) involve ingoing and outgoing mo-
menta respectively, and no normalization factors appear due to the normalization assumption of
[1], 〈VQ+ip1(z1)VQ−ip2(z2)〉 = δ(p1−p2)

|z12|4∆Q+ip1
(where we write only one of the six terms of a sum

over the Weyl group).
The annulus partition function also has a “boundary channel” decomposition, which describes

a one-loop partition function of open strings. The resulting formula (4.39) forZs1;s2(τ) is the trace

over the boundary spectrumHs1;s2 of the propagatore−
2iπ
τ (L0− c

24). This propagator is the operator
which appears in the definition (2.19) of the charactersξα(τ); in the boundary channel it appears
with the dual value− 1

τ
of the modular parameter. Although we do not know the boundary spectrum

Hs1;s2, the modular bootstrap method will produce tests of the one-point structure constantsUs(α).
This is because for some choices ofs1, s2 the spectrum is discrete, and the requirement that each
representation should appear with a positive integer multiplicity is a nontrivial constraint.

Let us computeZs1;s2(τ) by using the bulk channel decomposition (4.38) with the bulkstruc-
ture constantsUs(α) which we found in the previous two Subsections. We start withthe case when
both D-branes are discrete, and use eq. (4.33):

ZΩ1|Ω′
1;Ω2|Ω′

2
(τ) =

1

6

∫
d2p ξQ+ip(τ) U0|0(Q+ ip)U0|0(Q− ip)

× χΩ∗
1
(2πbp)χΩ2(2πbp)χΩ′∗

1
(2πb−1p)χΩ′

2
(2πb−1p) , (4.40)

where we used the propertyχΩ(−p) = χΩ∗(p). Now let us decompose the products of characters
using eq. (2.7), while computing the productU0|0(Q+ ip)U0|0(Q− ip) using eq. (2.6),

ZΩ1|Ω′
1;Ω2|Ω′

2
(τ) =

(2πb−1)6

6

∑

Ω

mΩ
Ω∗

1,Ω2

∑

Ω′

mΩ′
Ω′∗

1 ,Ω′
2

∫
d2p ξQ+ip(τ)

× χΩ(2πbp)χΩ′(2πb−1p)
∏

e>0

∏

±
(e

1
2
(e,2πb±1p) − e−

1
2
(e,2πb±1p)) . (4.41)

The value of the (Gaussian) integral is given by eq. (2.22),

ZΩ1|Ω′
1;Ω2|Ω′

2
(τ) =

(2πb−1)6√
3

∑

Ω,Ω′

mΩ
Ω∗

1,Ω2
mΩ′

Ω′∗
1 ,Ω′

2
ξ−bΩ−b−1Ω′(− 1

τ
) . (4.42)

This is a sum of characters with positive integer coefficientsmΩ
Ω∗

1,Ω2
mΩ′

Ω′∗
1 ,Ω′

2
, up to a factor which

could be absorbed in a renormalization of the one-point structure constantUΩ|Ω′(α). The charac-
ters are those of fully degenerate representations. As we pointed out in Subsection 2.2, characters
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χα(τ) do not fully characterize representations of theW3 algebra, nevertheless we conjecture that
the boundary spectrum isHΩ1|Ω′

1;Ω2|Ω′
2
= ⊕Ω,Ω′mΩ

Ω∗
1,Ω2

mΩ′
Ω′∗

1 ,Ω′
2
R−bΩ−b−1Ω′ . If we associate

the representationR−bΩ−b−1Ω′ to the discrete D-brane of parameters = Ω|Ω′, fusing the repre-
sentations associated to the two involved D-branes (after conjugating one of them) produces the
boundary spectrum, which agrees with Cardy’s ideas.

In particular, the0|0 D-brane corresponds to the identity representation, and for any D-brane
of parameters, the spectrumH0|0;s should be the single representation which is associated to that
D-brane. In the case of a continuous D-brane,

Z0|0;s(τ) =
(2πb−1)6

6

∫
d2p ξQ+ip(τ)

∑

w∈W
ei(w(s),p) =

(2πb−1)6√
3

ξQ− s
2πi

(− 1
τ
) , (4.43)

so that the continuous representation of momentumQ− s
2πi is associated to the continuous D-brane

of parameters. This immediately generalizes to semi-degenerate D-branes, using the formula
(4.28) for their one-point structure constants. Another generalization is to replace the identity D-
brane with an arbitrary discrete D-brane,

ZΩ|Ω′;s(τ) =
(2πb−1)6

6

∫
d2p ξQ+ip(τ) χΩ∗(2πbp)χΩ′∗(2πb−1p)

∑

w∈W
ei(w(s),p) (4.44)

=
(2πb−1)6√

3

∑

h∈HΩ

∑

h′∈HΩ′

ξQ− s
2πi

−bh−b−1h′(− 1
τ
) , (4.45)

which lends support to the conjecture that the boundary spectrum is obtained by fusing the repre-
sentations which correspond to the two D-branes. (Notice that a weighthmay appear several times
in HΩ, as happened in the definition of the characterχΩ(p) (2.4).)

4.4 Continuous boundary spectra

Let us investigate the boundary spectrum ofsℓn Toda theory in the presence of two continuous
D-branes using the modular bootstrap approach. Up to numerical factors, the annulus partition
function is formally written as

Zs1;s2(τ) =

∫
dn−1p

∑
w1,w2∈W ei(w1(s1)−w2(s2),p)

∏
±
∏

e>0 sinhπb
±1(e, p)

ξQ+ip(τ) . (4.46)

This expression suffers from infrared divergences nearp = 0. In the case of Liouville theory
(n = 2), the divergence is of the type

∫
dp
p2

and therefore linear in a long distance cutoffL. This
is attributed to the geometry of the continuous D-branes, which are supposed to extend up to in-
finity in the Liouville space of coordinateφ. One may therefore naively expect that for generaln

the divergence should beLn−1. However, it is actuallyL(n−1)2 , so there is an extra divergence
L(n−1)(n−2) beyond what is expected on geometrical grounds.

We observe that this extra divergence is governed by the number 2dn = (n − 1)(n − 2)

of parameters which are necessary to account for the infinitefusion multiplicities of continuous
representations, where the factor2 in 2dn is meant to take into account the antiholomorphic multi-
plicities. (See Subsection 2.3.) Combining this observation with Cardy’s ideas suggests a heuristic
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explanation of the divergence. Indeed, if the boundary spectrum is obtained by fusing the rep-
resentations associated to the two D-branes, and fusion multplicity is infinite, then the boundary
spectrum is a sum of representations with infinite multiplicities. This must then lead to divergences
in the annulus partition function, in addition to the ordinary “geometrical” divergences. Therefore,
we conjecture that the boundary spectrum in the presence of two continuous D-branes is the sum of
all continuous representations of theWn algebra, each one appearing with an infinite multiplicity.

It is not obvious to us how these considerations generalize to annulus partition functions in-
volving arbitrary D-branes. For example, in the case ofsℓ3 Toda theory with one continuous and
one semi-degenerate D-brane, the annulus partition function diverges asL2. The fusion multiplicity
is finite in this case, and we conjecture that the spectrum is the sum of all continuous representa-
tions, each one appearing a finite number of times.

5. Light asymptotic limits of some correlation functions

The main purpose of this Section is to establish a link between the classical analysis of Section 3,
and the conformal bootstrap analysis of Section 4, in the case ofsℓ3 Toda theory with the boundary
conditionW + W̄ = 0. We will use the classical solutions of the Toda equations for predicting
the bulk one-point function in a certain limit, and we will find that the classical predictions agree
with the bootstrap results up to unimportant details. In addition we will also predict the light
asymptotic limits of the boundary two-point function in thecaseW + W̄ = 0, and of bulk one-
point and boundary two-point functions in the caseW − W̄ = 0, for which we did not perform the
conformal bootstrap analysis. For pedagogical purposes, we will begin with the computation of the
analogous correlation functions in the much simpler case ofLiouville theory.

The light semi-classical asymptotic limit, or light asymptotic limit, of a correlation function
〈∏i Vαi

(zi)〉s in the presence of a boundary with parameters, whereVαi
(zi) may be a bulk or a

boundary operator, is defined by

b→ 0 , ηi ≡ b−1αi and σ ≡ bs fixed . (5.1)

If the correlation function is formally represented as a functional integral over the Toda fieldφ, with
the weighte−S[φ] whereS[φ] is the action, then the light asymptotic limit reduces that functional
integral to a finite-dimensional integral over field configurations such thatW (s) = W̄ (s) = 0

for all spinss [1]. In sℓn Toda theory, such field configurations are those whereXi = e−φi

are polynomials of degreen − 1 as functions of the coordinatesz, z̄. These polynomials must
obey further constraints like the boundary conditions and the reality ofφi. The functional integral
reasoning therefore predicts that the quantity

〈∏

i

e(ηi,φ(zi))

〉light

σ

≡
∫

Mσ

dφi
∏

e(ηi,φ(zi)) , (5.2)

whereMσ is a finite-dimensional space of field configurations, shouldbe related to the limit (5.1)
of 〈∏i Vαi

(zi)〉s,

lim
b→0

〈∏i Vbηi(zi)〉b−1σ

〈V0(0)〉b−1σ

=

〈∏
i e

(ηi,φ(zi))
〉light
σ

〈1〉lightσ

. (5.3)
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Here we normalize the correlation functions by dividing them by the partition function. This elimi-
nates the dependences on the overall undetermined factor inthe integration measure onMσ, and on
the valueS[φ] of the action for the polynomial field configurations, which is difficult to compute.
As a result, nothing in eq. (5.3) depends on the action, and weconjecture that that equation holds
whether a boundary action exists or not. (See Appendix B for adiscussion of that point.)

5.1 Case of Liouville theory

Let us consider the solutions (3.4) of the Liouville equation which obey the “light asymptotic
condition” ∂2X = ∂̄2X = 0, whereX = e−φ. Such solutions are built from two functionsb1, b2
which are polynomials of degrees at most one. Given the freedom to choose the matrixN , we
can fix these functions without loss of generality, and we chooseb1(z) = 1, b2(z) = z. So we
haveX(z) = (1, z̄)N ( 1z ) whereN is a positive Hermitian matrix of determinant one. According
to equation (5.2), the one-point function of a bulk operatorin the presence of a boundary with
parameterλL (3.6) is of the type

〈
eηφ(z)

〉light
λL

=

∫
dN δ

(
λL − 1

2iTr (NP )
)
X(z)−η , (5.4)

wheredN is an integration measure, and we expect the boundary parametersλL andσ to be related.
Assuming that the integration measuredN is invariant under theSL(2,R) symmetryN →

ΛTNΛ (3.5), let us show that this symmetry determines thez-dependence of the one-point func-
tion. The subgroup ofSL(2,R) which survives our fixing ofb1, b2 is the set of matrices of the

typeΛ(x, y) ≡
( √

y 0

− x√
y

1√
y

)
, which are such thatΛ(x, y)

(
1

x+iy

)
=

√
y ( 1i ). By using this residual

subgroup in eq. (5.4) we obtain
〈
eηφ(z)

〉light
λL

= (ℑz)−η
〈
eηφ(i)

〉light
λL

, which agrees with what we
would expect from conformal symmetry.

There is a simple method for computing the integral in eq. (5.4), which unfortunately does not

easily generalize tosℓn>2 Toda theory. It uses the parametrizationN =
(

Y0−Y1 Y2+iY3
Y2−iY3 Y0+Y1

)
, where

the constraintdetN = 1 still has to be imposed. We have

〈
eηφ(i)

〉light
λL

=

∫ ( 3∏

i=0

dYi

)
δ(λL + Y3) δ(Y

2
0 − Y 2

1 − Y 2
2 − Y 2

3 − 1) (2Y0 − 2Y3)
−η . (5.5)

Integrating overY3 thenY1 andY2, we obtain
〈
eηφ(i)

〉light
λL

= π
2η

∫∞√
λ2
L
+1
dY0(Y0 + λL)

−η from
which we deduce

〈
eηφ(z)

〉light
λL

= (ℑz)−η π

2η

(
λL +

√
λ2L + 1

)1−η

η − 1
. (5.6)

Let us now present another calculation of the integral (5.4), which can more easily be general-
ized to the case ofsℓn Toda theory withn ≥ 3. We adopt the parametrizationN = M̄TM =(

ρ−2+|a|2 ρā

ρa ρ2

)
whereM =

(
ρ−1 0
a ρ

)
is a function of a real parameterρ and a complex parameter

a. The integral (5.4) becomes

〈
eηφ(z)

〉light
λL

=

∫
ρdρ d2a δ(λL + ρℑa)

(
ρ−2 + |a+ ρz|2

)−η
. (5.7)
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It is possible, but tedious, to compute this integral directly. Instead, let us introduce the notation

λL = i cosh σ . (5.8)

For the moment this is a rather awkward notation, as we have toassume thatieσ is real (and we
further take it to be positive). In addition we perform the change of variablesa→ a− ρz, and we
obtain

〈
eηφ(z)

〉light
σ

=

∫
ρdρ d2a δ

(
i
2e

σ + i
2e

−σ + ρℑa− ρ2ℑz
) (

ρ−2 + |a|2
)−η

. (5.9)

In the limit
{
ieσ → ξieσ

z → ξz
, ξ → ∞ , (5.10)

the integral greatly simplifies,

〈
eηφ(z)

〉light
σ

∼ 1

ξℑz

∫
d2a

(
2ℑz
ieσ

+ |a|2
)−η

= (ξℑz)−η π

2η
(iξeσ)η−1

η − 1
. (5.11)

This agrees with the result (5.6), in spite of the limit (5.10) which we have taken. This is because the
result (5.6) has a very simple behaviour under the rescalings involved in the definition of the limit.
The behaviour under the rescaling ofz is of course a consequence of conformal symmetry, but we
have no a priori reason for the behaviour under the rescalingof ieσ to be simple. We will assume
that a similar behaviour persists insℓn Toda theory with arbitraryn, and this will allow us to take
limits analogous to (5.10) before performing integrals which would otherwise seem intractable.

Now let us investigate whether the relation (5.3) between the classical and quantum calcula-
tions of the one-point function holds. According to eq. (5.11), the normalized classical one-point
function is

〈
eηφ(z)

〉light
σ

〈1〉lightσ

= (2ℑz)−η (ie
σ)η

1− η
. (5.12)

The behaviour of the exact Liouville one-point function (4.26) in the light asymptotic limit is

〈Vbη(z)〉b−1σ
∼
b→0

(2ℑz)−η(πb−2µ)−
η
2Γ(η − b−2) e|σ|b

−2 e|σ|(1−η)

η − 1
, (5.13)

〈Vbη(z)〉b−1σ

〈1〉b−1σ

∼
b→0

(2ℑz)−η(−1)η(πb2µ)−
η
2
e−η|σ|

1− η
, (5.14)

where we assumeσ to be real, and we usedΓ(η−b−2)
Γ(−b−2)

∼
b→0

(−b−2)η. The classical and quantum re-

sults agree, provided the cosmological constant takes the valueµ = − 1
πb2

(3.1) which was assumed
in the classical analysis, and the classical boundary parameterσ defined in eq. (5.8) is identified
with the quantum boundary parameterσ which appears in eq. (5.13). However,ieσ is assumed to
be real in the classical analysis, whereasσ is assumed to be real in the calculation of the limit of the
exact one-point function. Thus, the comparison between thetwo methods must involve an analytic
continuation of the results. This problem ultimately comesfrom the fact that the bulk cosmological
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constantµ is assumed to be negative in the classical analysis, and positive in the conformal boot-
strap analysis. And the known relation [16] between the boundary cosmological constantλL and

σ is in our notations
(

λL

πb2

)2
= µ

sinπb2
cosh2 σ, which agrees with eq. (5.8) in theb → 0 limit if

µ = − 1
πb2

. This confirms our earlier identification ofλL as the boundary cosmological constant,
see eq. (3.8).

Finally, let us compute the light asymptotic limit of the boundary two-point function:

〈
eη1φ(z1)eη2φ(z2)

〉light
λL

=

∫
ρdρ d2a δ(λL + ρℑa)

2∏

i=1

(
ρ−2 + |a+ ρxi|2

)−ηi . (5.15)

Let us use conformal invariance, and fixx1 = 0, x2 = ∞. This makes the computation elementary,
and the result is

〈
eη1φ(0)eη2φ(∞)

〉light
λL

= δ(η1 − η2)
Γ(η1 − 1

2)

Γ(η1)
(λ2L + 1)

1
2
−η1 . (5.16)

This agrees with the expectations from the conformal bootstrap analysis [16], provided our relation
(5.8) between the classical and quantum boundary parameters is assumed.

5.2 Case of sℓ3 Toda theory with W − W̄ = 0

Let us consider the solutions (3.13) of thesℓ3 Toda equations which obey the “light asymptotic
condition” ∂3Xi = ∂̄3Xi = 0. Such solutions are built from three functionsb1, b2, b3 which are
polynomials of degrees at most two. Given the freedom to choose the matrixN , we can fix these
functions without loss of generality, and we chooseB(z) ≡ (b1(z), b2(z), b3(z)) = (12z

2, z, 1).
The corresponding Wronskians are(w1(z), w2(z), w3(z)) = (1,−z, 12z2) and they obeywi =

Pijbj with P ≡
(

0 0 1
0 −1 0
1 0 0

)
. This leads to

X1 = B(z̄)NB(z)T , X2 = B(z̄)PN−1TPB(z)T . (5.17)

According to equation (5.2), the one-point function of a bulk operatore(η,φ(z)) = eη1φ1(z)+η2φ2(z)

in the presence of a boundary with parameterλ0 (3.15) is of the type

〈
e(η,φ(z))

〉light
λ0

=

∫
dN δ

(
λ0 − det 1

2(N +NT )
)
X−η1

1 X−η2
2 . (5.18)

We may use theSL(3,R) symmetryN → ΛNΛT (3.14) in order to determine the depen-
dence of the one-point function onz = x + iy. Introducing the family of matricesΛ(x, y) ≡(

y−1 −xy−1 1
2
x2y−1

0 1 −x
0 0 y

)
, we haveΛ(x, y)TPΛ(x, y) = P andΛ(x, y)B(x + iy)T = yB(i)T . To-

gether with the assumption that the measuredN in eq. (5.18) is invariant under the symmetry,
this implies

〈
e(η,φ(z))

〉light
λ0

= (ℑz)−2η1−2η2
〈
e(η,φ(i))

〉light
λ0

. The power ofℑz thus obtained is
−2(ρ, η) = lim

b→0
(−2∆bη) where∆α given by eq. (2.14), as expected from conformal symmetry.

Now it turns out that theSL(3,R) symmetry can yield further information on the one-point func-
tion. This is because after assumingz = i there still is a residual subgroup of matricesΛ(d, e, f) ≡(

f −2d 2f−2e
d e −2d

1
2
f− 1

2
e d f

)
whered, e, f are real parameters constrained bydetΛ(d, e, f) = (e2 +
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4d2)(2f − e) = 1, and such matrices obey the relationsΛ(d, e, f)−1TB(i)T = 1
e−2idB(i)T and

Λ(d, e, f)PB(i)T = (e + 2id)PB(i)T . Thus, under transformationsN → Λ−1NΛ−1T , we have

X1(i) → 1
e2+4d2

X1(i) andX2(i) → (e2 +4d2)X2(i). This shows that
〈
e(η,φ(i))

〉light
λ0

must vanish
unlessη1 = η2. The consequences of theSL(3,R) symmetry may be summarized as

〈
e(η,φ(z))

〉light
λ0

= δ(η1 − η2) (ℑz)−4η1
〈
eη1(ρ,φ(z))

〉light
λ0

. (5.19)

Let us now introduce a parametrizationN = M̄TM in terms of a triangular matrixM =(
ρ a b
0 ν c
0 0 τ

)
which depends on three real parametersρ, ν, τ such thatρντ = 1, and three complex

parametersa, b, c. ThenN =

(
ρ2 ρa ρb

ρā ν2+|a|2 āb+νc

ρb̄ ab̄+νc̄ |b|2+|c|2+τ2

)
and

dN = 1
π3ρ

3dρ νdν d2a d2b d2c , (5.20)

X1 = τ2 + |c+ νz|2 + |b+ az + 1
2ρz

2|2 , (5.21)

X2 = ρ−2 + |τa+ ν−1z|2 + |ac− νb+ ρcz + 1
2τ

−1z2|2 . (5.22)

In terms of such variables, the boundary parameter is

λ0 = det 1
2(N +NT ) = ρ2

[
(νℑb−ℜcℑa)2 + (ν2 + ℑa2)(τ2 + ℑc2)

]
. (5.23)

We consider the one-point function (5.18) and perform the simultaneous shifts

a→ a− ρz , b→ b− az + 1
2ρz

2 , c→ c− νz , (5.24)

thereby obtaining

〈
e(η,φ(z))

〉light
λ0

=

∫
dN

ρ2
(τ2 + |b|2 + |c|2)−η1(ρ−2 + τ2|a|2 + |ac− νb|2)−η2

δ

(
λ0
ρ2

− [νℑb−ℜcℑa+ ℑz(ρℜc− νℜa)]2 − [ν2 + (ℑa− ρℑz)2][τ2 + (ℑc− νℑz)2]
)
.

(5.25)

In the limit
{
λ0 → ξ4λ0
z → ξz

, ξ → ∞ , (5.26)

the integral simplifies and reduces to
〈
e(η,φ(z))

〉light
λ0

∼ 1

ξ4
(ℑz)−2η1−2η2λ

η1+η2−2
2

0

∫
dν

ν
νη1−η2 × Iη1,η2 , (5.27)

Iη1,η2 ≡ 1
π3

∫
d2a d2b d2c (1 + |b|2 + |c|2)−η1(1 + |a|2 + |ac− b|2)−η2 . (5.28)

The integralIη1,η2 can be computed for arbitrary values ofη1, η2 by making repeated use of the
formula 1

π

∫
d2z (|z|2 +A)−η = A1−η

η−1 , with the result

Iη1,η2 =
1

(η1 − 1)(η2 − 1)(η1 + η2 − 2)
=
∏

e>0

1

(e, η − ρ)
. (5.29)
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Using this result in the particular caseη1 = η2, we obtain the expression for the one-point function
in the limit (5.26),

ξ4
〈
e(η,φ(z))

〉light
λ0

∼ δ(η1 − η2) (ℑz)−4η1 λη1−1
0

(η1 − 1)3
. (5.30)

By analogy with the case of Liouville theory, we conjecture that this is the light asymptotic limit
of the one-point function for all values ofλ0 andz (up to a possible redefinition ofλ0), and not
just in the limit (5.26). What we have rigorously established is however only the presence of the
δ(η1−η2) (ℑz)−4η1 factor, which follows from theSL(3,R) symmetry. This is already significant
evidence that our classical and conformal bootstrap analyses of theW−W̄ = 0 boundary condition
actually describe the same D-branes.

We conclude with a few words on the boundary two-point function
〈
e(η,φ(x))e(µ,φ(y))

〉light
λ0

.
TheSL(3,R) symmetry determines its dependence on the boundary coordinatesx, y, and implies
that it must vanish unless the momenta of the two boundary operators are conjugate to each other,
η = µ∗. This relation between the two momenta can be confirmed by a direct calculation using the
parametrization (5.20)-(5.22), which yields

〈
e(η,φ(0))e(µ,φ(∞))

〉light
λ0

= δ(2)(η − µ∗)
∫
d2a d2b d2c

δ
(
λ0 − (ℑa2 + 1)(ℑc2 + 1)− (ℑb−ℜcℑa)2

)
(1 + |b|2 + |c|2)−η1(1 + |a|2 + |ac− b|2)−η2 .

(5.31)

This integral is the same asIη1,η2 (5.28) with an additional delta-function, and at this moment we
do not know how to compute it. Also, we have no conformal bootstrap results to compare it with.
In the special caseλ0 = −1 when the boundary action is local (3.17), the exact result isknown
[19], but does not have a light asymptotic limit. Correspondingly, our light asymptotic calculation
is meaningful only ifλ0 ≥ 1, because ifλ0 < 1 the argument of theδ function in eq. (5.31) cannot
vanish.

5.3 Case of sℓ3 Toda theory with W + W̄ = 0

Let us consider the solutions (3.19) of thesℓ3 Toda equations which obey the “light asymptotic
condition” ∂3Xi = ∂̄3Xi = 0. We will write them in terms of the same functionsB(z) =

(12z
2, z, 1) as in theW − W̄ = 0 case, together with the same matrixP =

(
0 0 1
0 −1 0
1 0 0

)
which relates

them to their Wronskians,

X1 = B(z̄)NPB(z)T , X2 = B(z̄)PN−1TB(z)T . (5.32)

Now that we choose these particular functionsB(z), it is possible to ensure thatφi = − logXi are
real by imposing the simple condition thatNP be a positive Hermitian matrix. This restricts the
SL(3,C) symmetry group (3.20) to itsSL(3,R) subgroup, which still acts asN → ΛTNΛ−1T .
(Beware that the matrixP transforms nontrivially under this symmetry.) In addition, this implies
that the eigenvalues ofN must be real, because there is a matrixM such thatNP = M̄TM , and
N is thus conjugate to the Hermitian matrixMPM̄T .
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According to eq. (5.2), the one-point function of a bulk operator e(η,φ(z)) = eη1φ1(z)+η2φ2(z)

in the presence of a boundary with parametersλ1, λ2 (3.21) is of the type
〈
e(η,φ(z))

〉light
λ1,λ2

=

∫
dN δ (λ1 − Tr N) δ

(
λ2 − Tr N−1

)
X−η1

1 X−η2
2 , (5.33)

The consequences of theSL(3,R) symmetry on this integral can be evaluated using the same
particular symmetry transformations as in the caseW −W̄ = 0. UsingΛ(x, y) we similarly obtain
the expected dependence onz. UsingΛ(d, e, f) however teaches us nothing new, because such
transformations now leaveX1,X2 invariant.

Let us now use the parametrizationN = M̄TMP in terms of an upper-triangular matrix

M =
(

ρ a b
0 ν c
0 0 τ

)
which depends on three real parametersρ, ν, τ such thatρντ = 1, and three complex

parametersa, b, c. The expressions (5.20)-(5.22) fordN,X1,X2 still hold, and we find

λ1 = Tr N = 2ρℜb− ν2 − |a|2 , (5.34)

λ2 = Tr N−1 = 2ρνℜ(ac)− 2ρν2ℜb− ρ2|c|2 − ρ2τ2 . (5.35)

We perform the shifts (5.24) in the expression (5.33) for theone-point function, and obtain
〈
e(η,φ(z))

〉light
λ1,λ2

=

∫
dN

(
τ2 + |b|2 + |c|2

)−η1 (ρ−2 + τ2|a|2 + |νb− ca|2
)−η2

× δ
(
λ1 + ν2 + |a|2 − 2ρℜb+ 2ρ2(ℑz)2 − 4ℑaℑz

)

× δ
(
λ2 + ν2λ1 + ν4 + ν−2 + |ρc− νā− 2iρνℑz|2

)
. (5.36)

We do not know how to perform this integral, except by taking aparticular limit of the variables
z, λ1, λ2. To this end, we parametrize the eigenvalues ofN as{e−(h,σ)} = {e−σ1 , eσ1−σ2 , eσ2} for
a vectorσ = σ1e1 + σ2e2 in the Cartan subalgebra ofsℓ3. Then the parametersλi coincide with
values of the fundamental and antifundamental characters of sℓ3,

λ1 = χω2(σ) , λ2 = χω1(σ) . (5.37)

Notice however that the matrixN is not positive, andσ1, σ2 are not expected to be real numbers.
Rather, we assume thateσ1 andeσ2 are negative real numbers. We now introduce the limit

{
z → ξz

eσi → ξ2eσi
, ξ → ∞ , (5.38)

so thatλi → ξ2eσi . In this limit, the delta-functions in the integral (5.36) fix the variablesρ, ν, τ to
values proportional to the eigenvalues ofN , namely

ρ2 = −1
2

1

(ℑz)2 e
σ2 , ν2 = 1

2e
σ1−σ2 , τ2 = −4(ℑz)2e−σ1 . (5.39)

And we find that the integral takes the value
〈
e(η,φ(z))

〉light
σ

∼ 1

ξ4
(ℑz)−2η1−2η2(−eσ1)η1−1(−eσ2)η2−1Iη1,η2 , (5.40)

〈
e(η,φ(z))

〉light
σ

〈1〉lightσ

=
−2

(ℑz)2(ρ,η) (−e
σ1)η1(−eσ2)η2

∏

e>0

1

(e, η − ρ)
, (5.41)
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where we used the definition (5.28) and value (5.29) of the integralIη1,η2 . We derived this result in
the case ofsℓ3 Toda theory, but it is not very difficult to generalize it to the case ofsℓn Toda theory
with arbitraryn. By analogy with Liouville theory, we conjecture that this result holds for general
values ofz andσ, and not just in the limit (5.38).

Let us investigate the light asymptotic limit (5.1) of the conformal bootstrap result (4.26). The
behaviour of the factor

∑
w∈W e(w(s),α−Q) depends on which Weyl chambers = b−1σ belongs to;

there is a Weyl chamber such that

〈Vbη(z)〉b−1σ
∼
b→0

(πµb−2)−(ρ,η)

(2ℑz)2(ρ,η) e−b−2(ρ,σ)e(η−ρ,σ)
∏

e>0

Γ(1 + (e, η − ρ)− b−2(e, ρ))

(e, η − ρ)
,(5.42)

〈Vbη(z)〉b−1σ

〈V0(i)〉b−1σ

∼
b→0

−2
(πµb2)−(ρ,η)

(ℑz)2(ρ,η) (−1)2(ρ,η)e(η,σ)
∏

e>0

1

(e, η − ρ)
, (5.43)

which generalizes the Liouville result (5.13). Checking the agreement (5.3) between the classical
calculation (5.41) and the conformal bootstrap result (5.43) involves assuming that the boundary
parameterseσi which we introduced in both analyses coincide. Then the boundary cosmologi-
cal constantsλi,+ (4.25) agree with the classical boundary parametersλ1,2 (5.37). However, as
in Liouville theory, we must analytically continue the one-point function, because the boundary
parameterseσi take positive values in the bootstrap analysis and negativevalues in the classical
calculation.

This agreement between the classical and bootstrap analyses, and the identification of their
respective boundary parameters, have interesting consequences in the case whenσ belongs to the
boundary of a Weyl chamber, that is(e, σ) = 0 for e some positive root. This is the case when
two of the eigenvalues{e−σ1 , eσ1−σ2 , eσ2} of the matrixN coincide; in the classical analysis of
Subsection 3.4 this corresponded to the D-brane being one-dimensional. In the conformal bootstrap
analysis, this case corresponds to the semi-degenerate D-branes, as is clear from eq. (4.30) for the
boundary cosmological constants, where two of the three terms coincide. In the limitb → 0 with

c = −1
3bκ fixed andm odd, the boundary cosmological constants become

{
λ1,+ = e2c − 2e−c

λ2,+ = e−2c − 2ec
.

This allows us to identifyc with the position of the D-brane, as given by the Dirichlet conditions
eq. (3.22) from the classical analysis.

We conclude with a few words on the boundary two-point function
〈
e(η,φ(x))e(µ,φ(y))

〉light
λ1,λ2

.
TheSL(3,R) symmetry determines its dependence on the boundary coordinatesx, y, and implies
that it must vanish unless the momenta obey(ρ, η−µ) = 0. This condition can be interpreted as the
conformal invariance of the boundary theory; however, assuming the momenta to be related to the
W (3) charges as in eq. (2.16), we would expect a stronger constraint from the fullW3 symmetry,
namelyη = µ∗. And indeed this is the constraint we found in theW − W̄ = 0 case. But we can
confirm the absence of this constraint in the present case by the explicit calculation

〈
e(η,φ(0))e(µ,φ(∞))

〉light
λ1,λ2

= δ((ρ, η − µ))

∫
d2a d2b d2c

dν

ν
ν2(η1−µ2)

× δ
(
λ1 − 2ν−1ℜb+ ν2 + ν2|a|2

)
δ
(
λ2 + 2νℜb+ ν−2 + ν−2|c|2 − 2νℜ(ac)

)

× (1 + |b|2 + |c|2)−η1(1 + |a|2 + |ac− b|2)−η2 . (5.44)
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Curiously, the limit in which we are able to compute this integral is different from the limit (5.38)
which we used in the case of the one-point function, and in particular no longer forbids the co-
incidence of two eigenvalues ofN . This limit is chosen so that a rescaling ofν can match the
behaviours ofλ1 andλ2 in the delta-functions:

{
eσ1 → ξ−1eσ1

eσ2 → ξeσ2
, ξ → ∞ . (5.45)

We obtain in this limit

ξ3+2η2−2µ1

〈
e(η,φ(0))e(µ,φ(∞))

〉light
σ

∼ δ((ρ, η − µ))
1

(η2 − 1)(µ2 − 1)

Γ(η1 + η2 − 3
2 )

Γ(η1 + η2 − 1)

× |eσ2−σ1 |µ1−η2− 3
2

∣∣sinh 1
2(σ1 + σ2)

∣∣−2η1−2η2+3
. (5.46)

This result is invariant under the exchange of the two operators η ↔ µ. On the other hand there
is no invariance underη → η∗, µ → µ∗. This is because our limit (5.45) treats the boundary
parametersλ1, λ2 in an asymmetric way; in particularλ1 andλ2 do not go to infinity at the same
rate.

6. Conclusion

Combining classical and conformal bootstrap analyses yields a consistent picture of the moduli
space of maximally symmetric D-branes insℓn conformal Toda theory. Our results and conjectures
on these moduli spaces and on the existence of a boundary action in thesℓ2 andsℓ3 cases can be
summarized in the following table:

Theory Type of Brane d Parameters Classical parameters Action

Liouville
Continuous 1 s ∈ R λL = i cosh bs λL

∫
eφ

Discrete 0 ℓ|ℓ′ ∈ N
2 n. a. n. a.

sℓ3,W = W̄
Continuous 2 ? λ0 nonlocal
Degenerate ? ? ? ?

sℓ3,W = −W̄
Continuous 2 s ∈ R

2 λi = χωi
(bs) inexistent

Semi-degenerate 1 κ|ℓ,m ∈ R× N
2 c = −1

3bκ 0

Discrete 0 ℓ,m|ℓ′,m′ ∈ N
4 n. a. n. a.

In the case of the boundary conditionsW (s) − W̄ (s) = 0, the dimension of the moduli space
is the integer part ofn2 (Subsection 3.3). This coincides with the number of nonzerocharges
{q(s)}2≤s≤n−1|s even for bulk operators whose one-point functions do not vanish (Section 4), in
accordance with a generalization of Cardy’s idea. In thesℓ3 case, we provide predictions for certain
correlation functions in the light asymptotic limit, namely the bulk one-point function (5.30) and
boundary two-point function (5.31).

We examined the case of the boundary conditionsW (s) − (−1)sW̄ (s) = 0 in more detail. We
propose that there exists a hierarchy of D-branes of dimensionsd = 0 · · · n− 1, which correspond
to the partly degenerate representations of theWn algebra. In particular, there are continuous
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D-branes of dimensionn − 1, and discrete D-branes of dimension0. The moduli space ofd-
dimensional D-branes is itselfd-dimensional, although there are also discrete parameters. This
was the result of classical (Subsection 3.4) and bootstrap (Section 4) analyses, which were shown
to agree in detail (Subsection 5.3). In particular, we foundexplicit formulas for the bulk one-point
functions of continuous (4.26) and discrete (4.32) D-branes. In thesℓ3 case, we also computed
the bulk one-point functions of the semi-degenerate D-branes (4.29). As our D-branes conform to
Cardy’s ideas by corresponding to representations of theWn algebra, they also correspond to the
topological defects of the very interesting article [20] (where such defects are related to certain op-
erators in four-dimensional gauge theories). And a D-brane’s one-point function is closely related
to the corresponding defect operator’s coefficients.

The calculation of annulus partition functions leads to natural conjectures for the spectra of
open strings with one end on a discrete D-brane (Subsection 4.3). These spectra coincide with
what can be obtained by fusing the two representations whichcorrespond to the two involved D-
branes. If this structural property persists in the case of all D-branes, then it can help explain the
divergences of the annulus partition functions (Subsection 4.4). Infinite fusion multiplicities indeed
appear in the fusion of two continuous representations (Subsection 2.3), so that we expect infinite
multiplicities in the spectra of continuous D-branes. Thismight also explain the apparent violation
of theW3 symmetry in the minisuperspace prediction (5.46) for the boundary two-point function.
A boundary spectrum with infinite multiplicities can certainly not be adequately parametrized by
momentaα = bη, and an operator with a given momentum might correspond to a combination of
states belonging to different representations of theW3 algebra.

Thus, the moduli space of D-branes may now be well-understood, but the boundary operators
and their correlation functions remain problematic, and they certainly have new and complicated
features.
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A. Minisuperspace limits of some correlation functions

In addition to the light asymptotic limit which we studied inSection 5, there is another semi-
classical limit in which Toda correlation functions simplify and can in certain cases be indepen-
dently predicted: the minisuperspace limit, where our two-dimensional field theory reduces to a
one-dimensional system. In this limit, a bulk primary operator VQ+ip(z) corresponds to a wave-
functionΨp(φ), which is a solution of the Schrödinger equation of Toda quantum mechanics [1],

[
−
(
∂

∂φ

)2

+ 2πµb−2
n−1∑

i=1

e(ei,φ)

]
Ψp(φ) = p2Ψp(φ) . (A.1)

(Compare with thesℓn Toda LagrangianLn (2.25), and notice the rescalingφ → b−1φ.) Here
the variableφ can be interpreted as thez-independent zero-mode of the Toda fieldφ(z). The
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Schrödinger equation is deduced from the Hamiltonian picture of the dynamics ofφ, which is
associated to radial quantization in thez-plane.

In the minisuperspace limit, a boundary with parameterσ corresponds to a boundary wave-
function Ψbdy

σ (φ), which can be interpreted as the density of the corresponding D-brane. If a
boundary LagrangianLbdy[φ] is known, then the boundary wavefunction can be obtained by com-
puting this Lagrangian for constant values of the fieldφ(z), namely

Ψbdy
σ (φ) = e−Lbdy(φ) . (A.2)

In any case, the minisuperspace one-point function is defined as

〈Ψp〉mini
σ

≡
∫
dφ Ψp(φ) Ψ

bdy
σ (φ) , (A.3)

and we expect that it is related to ab→ 0 limit of the one-point function〈Vα(z)〉s,

lim
b→0

(ℑz)2∆Q+ibp 〈VQ+ibp(z)〉b−1σ
= 〈Ψp〉mini

σ
. (A.4)

(Compare with the light asymptotic limit (5.3).)
In the case of Liouville theory, a boundary Lagrangian is known. Then it is possible to compute

the minisuperspace one-point function (A.3) and to compareit with the conformal bootstrap one-
point function. It turns out that eq. (A.4) is obeyed, which provides a test of the conformal bootstrap
one-point function [16]. In the case ofsℓ3 Toda theory withW + W̄ = 0, no boundary action
exists, as we will see in Appendix B. We will reason in the opposite direction, and deduce the
minisuperspace boundary wavefunctionΨbdy

σ (φ) from the conformal bootstrap one-point function.
We will do this first in Liouville theory, as a preparation forthe case ofsℓ3 Toda theory. The
boundary wavefunction will turn out to have interesting properties; in particular it provides the
generating function of the Bäcklund transformation whichmaps the Toda classical mechanics ofφ

to the free classical mechanics ofσ. As we saw in Section 3, there is a good reason why the Toda
boundary parameterσ can be interpreted as a free field: there exists a Bäcklund transformation from
conformal Toda theory to a free field theory, such that theW + W̄ = 0 boundary conditions in
Toda theory are mapped to Dirichlet boundary conditions in the free theory, and the Toda boundary
parameterσ is mapped to the free field boundary parameter, which is the boundary value of the
free field.

A.1 Case of Liouville theory

In this case the Schrödinger equation (A.1) becomes
[
−1

2
∂2

∂φ2 + 2πµb−2e2φ
]
Ψp(φ) =

1
2p

2Ψp(φ).
The solution is [16]

Ψp(φ) = (πµb−2)−
i
2
p 2

Γ(−ip)Kip

(
2
√
πµb−2eφ

)
, (A.5)

whereKν(z) is a Bessel function, andΨp is normalized so that

∫
dφ Ψp1(φ)Ψp2(φ) = 2πδ(p1 + p2) . (A.6)
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The minisuperspace limit (A.4) of the Liouville one-point function (4.26) is

〈Ψp〉mini
σ = 2(πµb−2)−

i
2
pΓ(ip) cos(pσ) . (A.7)

According to eq. (A.2) and eq. (A.3) we can deduce the boundary wavefunction from the knowl-
edge of〈Ψp〉mini

σ
,

Ψbdy
σ (φ) =

1

2π

∫
dp 〈Ψ−p〉mini

σ
Ψp(φ) =

2

π

∫
dp cos(pσ)Kip

(
2
√
πµb−2eφ

)
. (A.8)

The calculation is performed using the formula
∫∞
0 dp cos(ap) Kip(z) = π

2 e
−z cosh a, with the

result

Ψbdy
σ (φ) = e−L

bdy
2 , Lbdy

2 =
√

4πµb−2 cosh(σ) eφ . (A.9)

The functionLbdy
2 (φ, σ) generates a canonical transformation between Toda and freeclassical me-

chanics, as follows from the identity
(
∂Lbdy

2

∂φ

)2

−
(
∂Lbdy

2

∂σ

)2

= 4πµb−2 e2φ , (A.10)

whose right hand-side is the bulk Liouville potential, see the Lagrangian (2.25). Considering in-

deedφ, σ as time-dependent variables with associated momentaφ̇ = −∂L
bdy
2

∂φ
andσ̇ =

∂L
bdy
2

∂σ
, the

Liouville equation of motion̈φ = 4πµb−2 e2φ amounts to theφ-derivative of eq. (A.10), and the
free equation of motion̈σ = 0 amounts to theσ-derivative of eq. (A.10).

A.2 Case of sℓ3 Toda theory with W + W̄ = 0

The solution of the Schrödinger equation (A.1) in the case of sℓ3 Toda theory is [21] [1]

Ψp(φ) =
8(πµb−2)−i(ρ,p)

∏
e>0 Γ(−i(e, p))

e
i
6
(e1−e2,φ)(e1−e2,p)

×
∫ ∞

0

dt

t
ti(e2−e1,p)Ki(ρ,p)

(
2
√

1 + t−2

√
πµ

b2
e

1
2
(e1,x)

)
Ki(ρ,p)

(
2
√

1 + t2
√
πµ

b2
e

1
2
(e2,x)

)
,

(A.11)

and it is normalized such that
∫
d2φ Ψp1(φ)Ψp2(φ) = (2π)2δ(2)(p1 + p2) . (A.12)

The minisuperspace limit (A.4) of thesℓ3 Toda one-point function (4.26) is

〈Ψp〉mini
σ

= (πµb−2)−i(ρ,p)
∏

e>0

Γ(i(e, p))
∑

w∈W
ei(w(σ),p) . (A.13)

According to eq. (A.2) and eq. (A.3) we can deduce the boundary wavefunction from the knowl-
edge of〈Ψp〉mini

σ
,

Ψbdy
σ (φ) =

1

(2π)2

∫
d2p 〈Ψ−p〉mini

σ Ψp(φ) . (A.14)
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The calculation can be performed using the formula
∫ ∞

0
dp cos(pσ)Kip(z1)Kip(z2) =

π

2
K0

(√
z21 + z22 + 2bc cosh σ

)
. (A.15)

The result is

Ψbdy
σ (φ) = K0

(
L
(0)
3

)
, (A.16)

where we define

L
(0)
3 ≡

√
4πµb−2

√
e(e1,φ) + e(e2,φ) + e(ω1,φ)χω1(σ

∗) + e(ω2,φ)χω2(σ
∗) , (A.17)

=
√

4πµb−2
∏

h∈Hω1

√
e

1
3
(e1,φ) + (−1)(ρ,h)e

1
3
(e2,φ)e(h,σ∗) . (A.18)

In the strong coupling region whereµ is large, we haveΨbdy
σ (φ) ∼ e−L

(0)
3 as follows from

K0(z) ∼
z→∞

√
π
2z e

−z. And L(0)
3 generates the canonical transformation from Toda classical me-

chanics to the free classical mechanics. (The transformation itself is written in [22].) As in the case
of Liouville theory, this follows from the identity

(
∂L

(0)
3

∂φ

)2

−
(
∂L

(0)
3

∂σ

)2

= 4πµb−2
[
e(e1,φ) + e(e2,φ)

]
, (A.19)

which can be proved with the help of the formulas




(
∂χω1(σ)

∂σ

)2
= 2

3χ2ω1(σ)− 4
3χω2(σ)(

∂χω1(σ)
∂σ

,
∂χω2 (σ)

∂σ

)
= 1

3χρ(σ)− 8
3

,

{
χ2
ω1

= χ2ω1 + χω2

χω1χω2 = χρ + 1
. (A.20)

To conclude, let us come back to the interpretation of the boundary wavefunctionΨbdy
σ (φ)

as the density of the continuous D-brane of parameterσ, as suggested by eq. (A.3). In the
weak coupling region whereL(0)

3 is small, we haveΨbdy
σ (φ) ∼

(ρ,φ)→−∞
−(ρ, φ) as follows from

K0(z) ∼
z→0

− log z
2 . Thus, the density of the D-brane grows linearly withφ. The minisuperspace

annulus partition functionZmini
σ1;σ2

=
∫
d2φ Ψσ1(φ)Ψσ2(φ) therefore has anL4 infrared divergence,

whereL is a large distance cutoff. This confirms the divergence which was found by modular
bootstrap methods in Subsection 4.3. This contrasts with the case of Liouville theory, where the
density of a continuous D-brane is constant in the weak coupling region, and correspondingly the
annulus partition function diverges asL, which is the volume of theφ-space in that case.

B. On the existence of a boundary action in sℓ3 Toda theory

The functional integral formalism is often useful in the study of conformal field theories, although
in general it permits the calculation of only a subset of the correlation functions. In this formalism,
correlation functions are expressed as functional integrals over the fieldsφi, where field configura-
tions come with weightse−S . HereS is the action, which may or may not be written as the integral
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of a certain LagrangianL, namelyS =
∫
d2z L(z). If the Lagrangian exists and is local, that is

if L(z) is a function of the fieldsφi and finitely many of their derivatives at the pointz, then the
action is also called local. If the space has a boundaryz = z̄, the boundary action or boundary
terms of the action are the terms which depend only on the values of the fields at the boundary, and
local boundary actions are those of the typeS =

∫
z=z̄

dx L(x) whereL(x) is a local boundary
Lagrangian.

The choice of an actionS is constrained by the classical theory. Namely, the solutions of the
classical equations of motion and boundary conditions should be functional critical points of the
action. This constraint does not fully determineS; here we will however only be concerned with
the question of the existence of at least one action which obeys this constraint.

In sℓ3 conformal Toda theory on surfaces with no boundaries, the LagrangianL3 (2.25) is
known [1]. In Liouville theory on surfaces with boundaries,we have the boundary Lagrangian
Lbdy
2 (3.8), see [16]. In the case ofsℓ3 Toda theory, we could so far derive our boundary conditions

from boundary Lagrangians only in particular subcases of the two casesW = ±W̄ . We will now
investigate systematically for which boundary conditions(W = ±W̄ ) and boundary parameters
(λ0 or λ1, λ2) boundary actions can exist.

B.1 Boundary conditions as functional one-forms

Let us assume the existence of a boundary actionSbdy[φi], that is a functional of the values of the
Toda fieldsφ1, φ2 at the boundary. We however do not assume thatSbdy[φi] is local. In particular
we do not forbid introducing auxiliary boundary fields in addition to φi, so long as these auxiliary
fields can be eliminated using their equations of motion. We only exclude the possibility for fields
to obey Dirichlet boundary conditions, which excludes the particular case (3.22) from the analysis.

Let us derive the Neumann-type boundary conditions from theactionS =
∫
d2z 12(∂φ, ∂̄φ) +

Sbdy
3 [φi], where the interaction terms in the bulk action (2.25) can beomitted as they will not

contribute. We find

1

2i
(∂ − ∂̄)(2φ1 − φ2) =

δSbdy

δφ1
,

1

2i
(∂ − ∂̄)(2φ2 − φ1) =

δSbdy

δφ2
. (B.1)

In terms of theXi = e−φi , this becomes

2
(∂ − ∂̄)X1

X2
1

− (∂ − ∂̄)X2

X1X2
= 2i

δSbdy

δX1
, 2

(∂ − ∂̄)X2

X2
2

− (∂ − ∂̄)X1

X1X2
= 2i

δSbdy

δX2
. (B.2)

The existence of the boundary actionSbdy can now be interpreted as the condition that the func-
tional one-form

g =

(
2
(∂ − ∂̄)X1

X2
1

− (∂ − ∂̄)X2

X1X2

)
δX1 +

(
2
(∂ − ∂̄)X2

X2
2

− (∂ − ∂̄)X1

X1X2

)
δX2 (B.3)

be exact, namelyg = δ(2iSbdy). It follows thatg must be closed,δg = 0. In order to be able to
work with this condition, we will study functional calculusin the next Subsection.

Before that, let us point out that the natural variables to work with are notX1,X2 but the
functions b1, b2, b3 in terms of which we wrote the solutions of the Toda equations(3.13) and
(3.19). These variables are subject to the constraintWr[b1, b2, b3] = 1, so that we must include the
possibility of such constraints in our study of functional calculus.
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B.2 Technical interlude: functional calculus

We wish to study functional forms which depend on functionsbi(x). A zero-form is a func-
tional S[bi]. A one-form is an objectg =

∫
dx
∑

i gi(x)δbi(x), wheregi(x) arex-dependent
functionals ofbi. An example of a one-form is the differential of a zero-form,namelyδS =∫
dx
∑

i
δS

δbi(x)
δbi(x). A two-form is an objectk =

∫
dxdy

∑
ij kij(x, y)δbi(x) ∧ δbj(y), where

kij(x, y) arex, y-dependent functionals ofbi. The basic two-formsδbi(x) ∧ δbj(y) = −δbj(y) ∧
δbi(x) are antisymmetric, which however does not imply the vanishing of δbi(x) ∧ δbi(y) =

−δbi(y) ∧ δbi(x). So the differential of a one-form is

δ

(∑

i

∫
dx gi(x)δbi(x)

)
=
∑

i<j

∫
dxdy

(
δgi(x)

δbj(y)
− δgj(y)

δbi(x)

)
δbi(x) ∧ δbj(y)

+
∑

i

∫
dxdy

δgi(x)

δbi(y)
δbi(x) ∧ δbi(y) . (B.4)

As an exercise, we can compute the differential of an action functionalS =
∫
dx L(b(x), b′(x)),

δS =

∫
dzdy

[
∂L

∂b
(z)δ(z − y) +

∂L

∂b′
(z)δ′(z − y)

]
δb(y) =

∫
dz

[
∂L

∂b
− ∂

∂z

∂L

∂b′

]
(z)δb(z) ,(B.5)

and we can check thatδ2S = 0.

Now we will be interested in variablesb1, b2, b3 which are not independent, as they obey the
constraintWr[b1, b2, b3] = 1. If these were ordinary variables instead of functions, thecondition
for the formg =

∑
gidbi to be closed modulo a constraintC(b1, b2, b3) = 1 would simply be

dg ∧ dC = 0, and the integralS of the one-formg would be characterized by(dS − g) ∧ dC = 0.
Let us generalize these notions to the case of functional forms. Letg =

∫
dx
∑3

i=1 gi(x)δbi(x)

be a one-form, let us study the condition that it is closed modulo the constraintWr. We denote
δg =

∫
dxdy

∑
ij kij(x, y)δbi(x) ∧ δbj(y) with kij(x, y) = −kji(y, x).

We assume for a moment that the constraint can be inverted andrewritten asb3 = φ[b1, b2].
Then it is straightforward to rewriteg =

∫
dx
∑2

i=1 g̃i(x)δbi(x) and to computeδg in terms ofφ
andkij . We find that the vanishing ofδg modulo the constraintWr[b1, b2, b3] = 1 is equivalent to

K12 −K13 −K32 +K33 = K11 −K13 −K31 +K33 = K22 −K23 −K32 +K33 = 0 , (B.6)

where Kij ≡
(
δWr

δbi

)−1t

kij

(
δWr

δbj

)−1

. (B.7)

In the definition ofKij we have used new notations for functions of two variablesf(x, y) such
as δWr(x)

δbi(y)
or kij(x, y). Namely, the products and inverses of such functions are defined with re-

spect to the product law(f1f2)(x, y) ≡
∫
dz f1(x, z)f2(z, y), and the transposition is defined

as the exchange of the two variables,f t(x, y) ≡ f(y, x). In the case when the functionsbi are
x-independent, the product law becomes commutative, the objectskii andKii vanish, and the con-
ditions (B.6) boil down toK12+K23+K31 = 0 which is equivalent todg∧dWr = 0 as we found
by the direct analysis of that case. Notice that the conditions (B.6) on the matrixKij are equivalent
to
∑

ij viKijv
′
j = 0 for any two vectorsv, v′ such that

∑
i vi =

∑
i v

′
j = 0.
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Then the conditions for an “action” functionalS to be the integral of the functional one-form
g modulo the constraintWr is:

(
δS

δb1
− g1

)(
δWr

δb1

)−1

=

(
δS

δb2
− g2

)(
δWr

δb2

)−1

=

(
δS

δb3
− g3

)(
δWr

δb3

)−1

. (B.8)

Now the Wronskian constraint is not invertible, asb3 cannot be fully determined in terms of

b1, b2. So the quantities
(
δWr
δbi

)−1
are ambiguous. We indeed find thatδWr

δbi
has several inverses,

parametrized by numbersκijk,

(
δWr

δbi

)−1

(x, y) =
1

w2
i


Θ(y − x)ǫijkbj(x)bk(y) +

∑

j,k 6=i

κijkbj(x)bk(y)


 , (B.9)

whereΘ(x) is a step function such thatΘ′(x) = δ(x), and we recall the notationswi = ǫijkbjb
′
k

andWr = ǫijkbib
′
jb

′′
k. Then forδg to vanish modulo the constraint, the condition (B.6) must hold

for all values ofκijk. Similarly, integrating the functional one-formg modulo the constraint requires
the equation (B.8) to be satisfied for all values ofκijk.

B.3 Existence of the boundary action if W − W̄ = 0

We have found that the boundary conditionsW − W̄ = 0 lead to the expressions (3.13) for the
Toda fieldsX1,X2 in terms of functionsbi subject to the Wronskian constraint. The expressions
(3.16) for(∂ − ∂̄)Xi are also known. These expressions depend on a constant matrix Nij of size
3 and determinant1; it will be convenient to decompose bothN andN−1T into symmetric and
antisymmetric parts, according toNij = Sij + ǫijkAk andN−1T = σij + ǫijkαk.

So we can compute the one-formg (B.3) and its differentialk = δg in terms of the functions
bi. Taking the ambiguitiesκijk to vanish in the inversion (B.9) of the Wronskian constraint, the
quantitiesKij (B.7) turn out to be of the form

Kij(x, y) =
2ǫiℓmǫjpqbℓ(x)bp(y)

w2
i (x)w

2
j (y)

∫
dz Θ(x− z)Θ(y − z) Λij

mq(z) , (B.10)

where we sum over repeated indices excepti, j, and the tensorΛij
mq, which is defined forq 6= j and

m 6= i and obeysΛij
mq = −Λji

qm, is

Λij
mq =

2σqrwrwjbm
X1X2

2

(αiSuv − αuSiv)bubv −
2σmrwrwibq
X1X2

2

(αjSuv − αuSjv)bubv

+
2Sirbrwjbm
X2

1X2
(Auσqv −Aqσuv)wuwv −

2Sjrbrwibq
X2

1X2
(Auσmv −Amσuv)wuwv

+ (αiSjr − αjSir)
brbmbq
X1X2

+ (Amσqr −Aqσmr)
wiwjwr

X1X2
. (B.11)

In the special case of the free boundary conditions we haveAm = αm = 0 thusΛij
mq = 0. In

the special case when the boundary Lagrangian given by eq. (3.17) we haveSij = UiUj thus
αiSuv − αuSiv = Auσqv −Aqσuv = 0 thus againΛij

mq = 0.
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For a quantityKij of the form (B.10), the condition (B.6) amounts to
{
∀m 6= i

∀q 6= j
,

∫
Λij
mq = 0 and

{
∀j, k
∀i 6= m

, ǫjpq
bp(y)

w2
j (y)

∫ y

Λij
mq = ǫkpq

bp(y)

w2
k(y)

∫ y

Λik
mq ,(B.12)

where
∫ y

Λ is the primitive of the functionΛ. Curiously, taking into account the ambiguities
parametrized byκijk does not yield extra equations.

We wish to find out whether the equation (B.12) holds for any triples (b1, b2, b3) obeying the
Wronskian constraint. We do not know how to do this except by testing the equation for a number
of triples. Large families of solutions of the Wronskian constraint can be built from functions of
the typezν or eνz. This raises the questions of the admissible behaviour ofbi(z) at z = ∞ and at
generic pointsz, and of the appropriate contours of integration in our equation (B.12). We have no
satisfactory answers to these questions. So we will test only the purely algebraic consequences of
our equation.

Consider an equation of the typeu0(y) = 0 whereu0(y) =
∑n

i=1 ui(y)
∫ y
vi. Let us build

the matrix of sizen + 1 formed byui and their firstn derivatives,M = [u
(j)
i ]i,j=0···n. Then

detM = 0 is a purely algebraic consequence of the original equation,in the sense that the terms
involving primitives

∫ y
vi cancel. Applying this treatment to eq. (B.12) removes the need to deal

with integrals and to worry about the regularity ofbi(z). For all the numerous cases which we
tested, we found that the conditiondetM = 0 held. This is strong evidence that the formδg is
closed. This is strong evidence that it is in fact exact, and we conjecture that there exists a boundary
action from which the boundary condition (3.12) can be derived.

This action is expected to be a functionalSbdy of the values of the Toda fieldsφ1, φ2 at the
boundaryz = z̄. In addition,Sbdy is expected to depend on the boundary parameterλ0. Comparing
its definition (B.2) with the formulas (3.13) forXi and (3.16) for(∂−∂̄)Xi, we see thatSbdy cannot
be local, that is of the type

∫
Lbdy[φ1, φ2] whereLbdy is a function ofφi and finitely many of their

derivatives, except in the two special casesλ0 = ±1 which we considered in Subsection 3.3. It
is possible that the nonlocal boundary action has a simple expression as a local functional ofbi.
Even so, it would not be very easy to use such an action in free-field computations of correlation
functions.

B.4 No boundary action if W + W̄ = 0

We have found that the boundary conditionW + W̄ = 0 led to the expressions (3.19) for the
Toda fieldsX1,X2 in terms of functionsbi subject to the Wronskian constraint. Expressions for
(∂ − ∂̄)Xi can easily be derived. These expressions depend on a constant matrixNij of size3 and
determinant1; it is not restrictive to assume thatN is diagonal with eigenvaluesν1, ν2, ν3.

The rest of the reasoning is similar to the caseW − W̄ = 0, with a different formula for the
objectΛij

mq which appears in eq. (B.10):

Λij
mq = (νi − νm)(νj − νq)

[(
2

X2
1

− 2νℓνp
X2

2

+
νp − νℓ
X1X2

)
wjbq(w

′
ibm − wib

′
m)

−
(

2

X2
1

− 2νℓνp
X2

2

− νp − νℓ
X1X2

)
wibm(w′

jbq − wjb
′
q) +

νℓ − νp
X1X2

(
∆1

X1
− ∆2

X2

)
wibmwjbq

]
,

(B.13)
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where the indicesp and ℓ are such thatǫimℓ and ǫjqp do not vanish. With such an expression
for Λij

mq, we find that eq. (B.12) no longer holds, by numerically testing it in various examples
of values ofbi. This proves that there is no boundary action from which the boundary condition
W + W̄ = 0 can be derived.

Remember however that this proof of the non-existence of theboundary action relies on our
assumption that only Neumann-type boundary conditions areallowed, and Dirichlet-type boundary
conditions do not occur. So there is no contradiction with the special case (3.22) when Dirichlet-
type conditions could be derived by varying an action (whoseboundary term was actually zero).
But we saw in Section 4 that in the generic case the boundary conditionW + W̄ = 0 corresponds
to two-dimensional D-branes, and we do not expect Dirichletconditions to apply.
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