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Abstract 

 
This paper presents a system which simulates a 
physically-based sound synthesis algorithm, 
controlled by a virtual animated agent. This 
system provides a global framework for 
studying the interaction between virtual 
autonomous and realistic humanoids and 
audionumeric processes. We are more 
specifically concerned by physically based 
simulation, both for the virtual character and 
the virtual instruments, since we aim at 
producing natural gestures thus leading to 
realistic musical interaction and credible 
synthesized sounds. 
 
 
1. Introduction 
 
Most interactive sound synthesis applications 
controlled by gestures try to express some 
relationship between the gestural actions and 
the effects on the produced sounds. Different 
methods are employed. For the approaches 
which directly manipulate acoustical parameters 
of sound, the main difficulty concerns the 
proper definition of mapping strategies between 
the gesture and the sound parameters. With 
such approaches, we generally observe a lack of 
realism in the produced sounds and in the 
interaction process. Other approaches use 
recorded sound clips for providing sounds 
corresponding to object interaction in a scene. 
Although this approach has the advantage that 
the sounds are realistic, there are many physical 
effects which cannot be taken into account with 
this technique. In particular, when interacting 
with percussive instruments, the location and 

the magnitude of the force impulse play a major 
role in the produced sound timbre. 
In recent years, there has been more and more 
emphasis placed on physical modeling in order 
to restore the causal link as the natural basis for 
sound synthesis. A basic hypothesis which 
supports this causal approach relies on the 
motor theory of perception which states that the 
objects of the perception emerge out of the 
image of physical processes that produce it. 
Following this idea, we believe that the 
organization of acoustical structures implicitly 
contains gesture patterns. Moreover, this 
approach makes possible the fine modeling of 
the interaction process between sound and 
gesture. 
In this paper we propose a general physical 
framework, both for gesture modeling and 
sound synthesis. The sound-producing 
instrument (mechanical or acoustic) is 
represented as a collection of vibrating 
structures responding to external demands. The 
model consists in simulating the propagation of 
the vibrations along these structures. This 
approach requires the development of a 
numerical algorithm which simulates this wave 
equation. Furthermore, producing natural 
sounds necessitates the modeling of interaction 
mechanisms between the excitatory device and 
the vibrating structure, as well as the high-level 
control of such mechanisms. 
This physical modeling approach is placed in a 
broader simulation and animation framework, in 
which a virtual humanoid dynamically interacts 
with a physical simulated instrument. The idea 
here is to show the influence of the gesture 
control in the context of sound simulation. This 
influence can be evaluated as the subtle effects 
of the interaction processes when objects are 



colliding but also can be measured by the 
quality of the preparatory gesture. This 
simulation framework makes also possible the 
analysis of the spatio-temporal coordination of 
motion responsible for musical expressivity. In 
this paper we present the foundation of this 
system and the first simulation modules that are 
being developed. The paper is organized as 
follows. Related works are reviewed in section 
2. In section 3 we present a general overview of 
the system. The environment for the dynamical 
modeling of virtual characters is described in 
section 4. The physical model of a specific 
percussion instrument is proposed in section 5. 
The interaction methodology is presented in 
section 6. Finally, we conclude with further 
perspectives. 
 
2. Related works 
 

Previous work concerns both the sound 
synthesis using physical models and dynamic 
animation of virtual characters. 

Modeling the wave equation for vibrating 
objects was first proposed by Hiller and Ruiz in 
1971 [1]. Different methods have been 
proposed in the last two decades. Finite element 
methods can be used for boundary value 
differential equations. These methods were 
proposed for numerical integration of vibrating 
systems [2-3]. Some approaches use an 
assembling of masses and damped springs to 
model physically-based sound synthesis [4]. 
The main drawback with this approach is the 
loss of accuracy in the simulation results due to 
the propagation of numerical errors. Another 
physical modeling technique, called modal 
synthesis computes analytically the different 
modes of vibration instead of numerical 
integration [5]. A software for modal synthesis 
called Modalys has been developed by IRCAM 
(France). More recently, several approaches 
proposed to link the vibration modes to physical 
models and to fit the sound synthesis with real 
time graphical synthesis. O’Brien and al [6] 
found a correspondence between arbitrary 
shapes and tetrahedral volume elements 
modeled by finite element equations. A similar 
approach is proposed in [7], where the surface 
vibrations are modeled by a system of point-
masses and damped springs, which fit an 
analytical solution. A simpler method, using 

finite difference technique has been proposed in 
[8] to simulate a vibrating circular membrane 
with forces applied on various impact points.  

Concerning human simulation, several 
physics environments are now available to 
design complex graphical scenes including 
physical entities. A specific physics engine, 
called PhysX (AGEIA) helps to construct rigid 
articulated bodies, to define collision shapes of 
the bodies, materials that define the surface 
properties and constraints between objects and 
their environment [9]. Numerous methods have 
been proposed to control dynamical characters. 
Physical models of humanoids were first 
designed by Hodgins et al. [10]. More recently, 
controllers based on automatics theory have 
been proposed to control dynamical characters 
[13-14]. In [11-12], methods based on learning 
algorithms have been developed, and are used 
to control cinematic or dynamical hand-arm 
systems. 

 
In this study, we use the AGEIA PhysX 

framework, which aims at modeling and 
animating in real time several entities in a scene 
[9]. The humanoid is constructed by the 
attachment of joints between segments. 

 
3. Overview of the system 
 
An experimental platform has been built to test 
our humanoid animation and sound synthesis, 
using the physical engine PhysX. As shown in 
Figure 1, the functional architecture is divided 
into three main parts. The first one deals with 
the motion database. A task specification, 
directly extracted from captured motion 
controls the second module, called Animation 
Engine. This one is composed of a set of 
specific controllers which drive the mechanical 
model of the humanoid through the 
specification of forces and torques applied on 
specific joints. The third module, called 
Instrument Simulation is dedicated to the 
simulation of numerical vibrating objects. Both 
the humanoid and the instrument are displayed 
in real time, thanks to a rendering engine. 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Architecture of the system 
 
4. Simulation of a simplified drum 
 

We model in this application a 2D elastic 
circular membrane. The projection of the 
membrane on the horizontal plane defines an 
open surface Σ whose boundary is Γ. The 
material properties of the drum are represented 
by the tension τ, the uniform distribution of 
mass ρ and the damping parameter ξ of the 
membrane. Let define a vertical force τ.f(p,t).dp 
by unit of surface, applied on a specific point p 
of this membrane, with p = (x,y) a point of Σ. 
The vertical displacement of the points located 
on the membrane satisfies the two-dimensional 
wave equation, with boundary conditions: 
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For numerical simulation, we discretize the 
surface with a set of uniform squares of equal 
size and keep only those contained in Γ. We use 
the finite difference method. This method 
approximates the Laplacian and the second 
derivative with respect to time with Taylor 
formula. This method does not make any 
assumption concerning the form of the solution. 
It has also the advantage to be very easily 
implemented, and to behave well numerically. 

The only substantial difficulty which arises with 
such an approach is the real-time requirement 
necessary if we want to interact with the 
instrument using forces provided by the virtual 
agent. 
 
5. Gesture interaction with the drum 
 

Different modes of interaction are 
considered, depending on whether both systems 
– the stick manipulated by the virtual agent and 
the drum – are or not physically coupled. When 
these systems are separated, each mechanical 
system independently evolves. Their respective 
evolution can be described by the wave 
equation for the drum (the forces being null) 
and the motion equation for the virtual agent. 
When they are in contact, these equations are 
coupled through interaction forces equal in 
magnitude and acting in opposite sense (Action-
Reaction mechanical principle). The condition 
of the separation of the two systems depends on 
the nature of the motion. In the analysis of 
simple percussive gestures we consider that the 
rupture occurs when the interaction forces are 
nearly zero.  

In our approach, we make the assumption 
that the quality of the produced sounds is 
directly linked to the control of the 
percussionist gesture, taking into account both 
the planning of the gesture and the fine 
interaction process. The proposed methodology 
used to study these different levels of influence 
between gesture parameters and sound 
parameters can be stated as follows. First, we 
analyze the influence of the physical properties 
of the drum, in particular its elasticity and its 
shape. Second, we analyze two categories of 
gestures and the effect of their variation on the 
synthesized sounds: hitting gestures with a stick 
and sliding gestures with the finger. For both 
classes, the influence of the gesture parameters 
are qualitatively analyzed through the 
observation of impact forces and velocity 
profiles. The corresponding acoustical spectrum 
around the instant of the impact is also studied. 

 
5.1. Hitting gestures 
 

For hitting gestures we want to emphasize 
the importance of the force magnitude and the 
force profile, and also the effect of the point 
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impact of the stick on the membrane. In a first 
step we only consider vertical forces applied on 
the horizontal membrane. With our gesture 
control model, the planning gesture is defined 
by two target points: the initial target represents 
the beginning of the gesture; the final target the 
planned objective. This objective can be located 
directly on the membrane, but it can also be 
located under the surface, leading to a gesture 
with a greater velocity at the impact point. 
Therefore, by programming a fictive target 
more or less close to the membrane, we can act 
on the force of the strike. The total duration to 
reach the target is not a priori known. It 
depends on the task and on the motion 
controller. 

Furthermore, we want to analyze how the 
specification of different set of mechanical 
parameters for the arm-stick  system (stiffness 
of the joints and inertia of the segments) as well 
as the physical properties of the membrane 
(mostly the elasticity) may influence the 
dynamics of the interaction. If for instance the 
end of the arm is flexible during the preparatory 
motion, a narrow peak appears in the force 
profile.  

 
5.2. Sliding gestures 
 

In order to produce sliding movements on the 
membrane, we specify a slightly moving target. 

Here again, we can modify the trajectory of 
the gesture, spatially and temporally, and 
analyze the influence on the produced sounds. 
 
6. Conclusion and perspectives 
 

We have presented in this paper a general 
physically-based framework for analyzing 
gesture interaction between a virtual 
percussionist and an artificial drum. This 
approach requires both the design of a virtual 
actor and the computing of a virtual 2D 
membrane. The actor is modeled using the 
AGEIA PhysX dynamic engine, and dedicated 
controllers are designed and applied on the 
actors’ joints. A methodology for studying the 
influence of the physical parameters of both the 
gesture and the instrument, as well as the 
influence of the preparatory gesture is 
presented. This is a work in progress. First 
results have already been obtained for the 

humanoid control and a simple 2D membrane. 
The synthesis of sound in real-time according to 
various hand-instrument interaction, and with 
little loss in perceived sound quality will 
require the development of acceleration 
techniques. 
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