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Abstract A new multicentered effective group potential (EGP) is obtained for η6-benzene. Applications on [Ru4(H)4(C6H6)4]n+

clusters (n=0 or 2) are in excellent agreement with reference DFT studies in terms of geometries, energies and electronic
structures. In particular, the small singlet-triplet energy difference (3.8 kcal/mol) in [Ru4(H)4(C6H6)4]2+ is very well
reproduced. This new EGP is nevertheless not free from the limitations associated to this first generation of molecular
pseudopotentials. A cautious analysis of the nature and exact role of this EGP is made, which provides new directions
for the elaboration of the next generation of EGPs. In addition, the η5-cyclopentadienyl EGP has been used to perform
a constrained dynamical simulation for the reaction of Cp2LaH with H2. The energy conservation during the simulation
as well as the activation barrier extracted from the simulation clearly demonstrate the good behavior of this EGP in
the context of molecular dynamics. Anharmonic effects on this reaction are underlined, further demonstrating the high
accuracy of the potential energy surface obtained with EGPs. From a more general point of view, such EGPs are expected
to provide accurate albeit low-cost ligand-field effects in organometallic clusters or nanoparticles and to allow dynamical
studies at the surface of such compounds. Effective Group Potentials; ab initio molecular dynamics; organometallic
clusters and nanoparticles; chemical reactivity

1 Introduction

Organometallic nanoparticles (NPs) elicit a great interest due to their physical and chemical properties intermediate
between small molecular compounds and the bulk material, resulting from surface or quantum size effects1. Quantum
chemists face a challenge, owing to the size of these species and the difficulty to determine their wavefunction. Three com-
plementary approaches may bring different insights: (i) the bottom-up route, which consists in the accurate description of
small organometallic clusters and in an extrapolation to NPs, (ii) the top-down route, which consists in the description
of ligands adsorbed at the surface of slab models by means of periodic quantum chemistry methods, (iii) the actual
description of NPs, which may be achieved by density functional theory (DFT) methods, but which are rather the scope
of semi-empirical approaches2. Recently, structural and spectroscopic properties of scale models of ruthenium NPs have
been investigated: several [Ru4] and [Ru6] organometallic clusters, previously synthesized or non-existent, have provided
useful results in the context of organometallic ruthenium NPs3. We have more particularly focused on the 1H NMR
properties of these compounds and established a link between electron-deficiency and low-field resonance of hydrides
adsorbed at the surface of Ru clusters or NPs. From a more general point of view, 1H NMR and 2H MAS-NMR tech-
niques are of high practical importance for characterizing the presence of hydrides (or deuterides) in ruthenium clusters
and nanoparticles4–6. According to the work done in our group in the specific context of Ru clusters and mononuclear
complexes, DFT calculations of chemical shielding tensors (σ) as well as electric field gradient (EFG) tensors seem accu-
rate3,7,8. However, one should pay attention that owing to the NMR timescale, 1H and 2H NMR properties are highly
dependent of the motion of hydrides in organometallic complexes or at the surface of Ru NPs. EFG calculations in Ref. 8
were mainly compared to low-temperature MAS-NMR data which were considered close to the so-called rigid limit, but
such experiments are not so easy to achieve9. At sufficiently high temperature, proton spectra of fluxional compounds
consist in the superposition of several bonding situations. A relevant, but computationally expensive, way to take into
account the motion of protons consists in performing molecular dynamics (MD) simulations at the ab initio or DFT level
of theory and to average the theoretical spectroscopic data10–12. We have developed in our group a Car-Parrinello MD
(CPMD) code using atom-centered basis functions, which is a tool of choice for taking into account the role of tempera-
ture on the motion of nuclei13,14, and to calculate several properties with quantum chemistry methods more familiar to
theoretical chemists. The importance of the Berry pseudorotation process in the interpretation of the 19F NMR spectrum
of phosphorus pentafluoride (PF5) has been shown in Ref. 11. Ab initio MD (AIMD) simulations have been performed
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to generate a large number of geometries considered for NMR parameter computations at the DFT level. It has been
shown that averaged 19F chemical shifts and spin–spin coupling constants calculated for the five fluorine atoms converge
towards the NMR equivalence of the five atoms when the Berry pseudorotation mechanism is accounted for. Although
AIMD can also be applied to larger systems, there is a need for lowering the cost of quantum chemistry calculations. It
is the purpose of effective group potentials (EGPs), which aim at simplifying molecular ab initio calculations for large
systems involving bulky ligands as long as these ligands can be supposed to play the role of spectator groups. In an EGP,
a group of atoms is replaced by one or several fictitious atoms associated with energy levels and orbitals necessary for
representing the active/spectator bond(s), in conjunction with a mono- or multi-centered pseudopotential. The principle
of molecular pseudopotentials was briefly reported by Durand and Malrieu in 198715. Primary developments and promis-
ing tests were carried out in the Toulouse group in the late eighties, but were not published since the transferability of
this new tool was not obvious. This was the prolegomena to EGPs in Toulouse. EGPs witnessed a renaissance in the
late nineties and have been extensively developped and used in their present formulation. They are hereafter considered
as the first generation of EGPs. Their definition and the way to derive their parameters have been in particular given in
Ref. 16. The accuracy and limitations of this tool has been discussed in several papers, mainly devoted to organometallic
compounds17–20 and its usefulness in terms of solution to the link atom problem has also been considered21. A summary
of the cons and pros of EGPs has temporarily ended this successful attempt to reduce the computational time by re-
ducing both the number of electrons and nuclei explicitly treated in ab initio calculations22. The reader interested with
an overview of the miscellaneous propositions of molecular pseudopotentials is suggested to read the introduction of the
article of Slavíček and Martínez23, which introduces a multicentered valence electron effective potential description of
functional groups which also succeeds in the context of excited electronic states. Note also the interesting proposition to
modify carbon ECPs for substituted cyclopentadienide ring carbons for use in QM/MM calculations24.

The main purposes of this article is firstly to provide new directions for the derivation of multicentered EGPs and
secondly to show that AIMD simulations can take advantage of the reduction of the cost involved by EGPs, owing to
some limitations, which should be overcome in the next generation of these molecular pseudopotentials. New results
for a tetrahedral ruthenium cluster, namely Ru4Ar#4 H4 (where Ar# stands for a pseudo η6 − C6H6 ligand), are also
provided as well as a joint EGP/ab initio MD study aiming at finding free energies of activation in a bis-cyclopentadienyl
lanthanide complex.

2 Effective Group Potentials

2.1 The case of η6 − C6H6 ligands

The construction of an EGP first requires to identify the characteristics of the target functional group from simple MO
theory. An η6-C6H6 ligand is considered as a 6 π-electrons system. Metal-ligand interactions will essentially involve π

(shown in figure 1a), and possibly π∗, MOs of benzene and the symmetry-relevant AOs of the metal. EGPs considered
in this section will be extracted in that context. Although σ and π MOs are not well separated in energy (actually the
highest occupied σ MOs lie above the lowest occupied π MOs), σ MOs are not considered due to a weak overlap with
the metal AOs25.

The basic methodology underlying the derivation of EGPs, rather simple, has been described in Ref. 16 and recalled
in Refs. 21 and 22. Although it will not be explained in details in the present paper, some guidelines are necessary in
order to present new ideas which could serve as a basis for deriving new multicentered molecular pseudopotentials. The
role of EGPs is to remove some of the electrons and nuclei of functional groups which are considered as inactive, or
spectators. This is done in two indivisible steps, achieved in the context of the Hartree-Fock (HF) method and based
on reference calculations performed on benzene, in a large basis set {χp} of Gaussian-Type orbitals (GTOs, namely a
polarized double-zeta basis set in the present case) :

1. The definition of a fictitious chemical group, with a reduced number of electrons and nuclei. An η6 −C6H6 ligand is
substituted by an hexagonal system with six pseudo-carbon atoms C# which occupy the position of the actual carbon
atoms in benzene. Each C# atom brings a single electron in a p atomic orbital (AO), in order to describe the three
occupied π MOs φi of benzene, which define the minimal set of active orbitals of this functional group (Nact = 3, see
figure 1a). We have already checked that this minimal truncated basis set {fq} is sufficient for a proper description
of the ligand-metal bonding. The exponent of the truncated GTO basis set {fq} is done in order to obtain the best
molecular valence pseudo-orbitals (MVPOs), that is pseudo-MOs φ

ps
i built in this truncated basis set which are as

close as possible to the Nact active molecular orbitals of the real system16. This step, analogous to the definition
of valence pseudo-orbitals in the shape consistent version in the effective core potentials (ECPs) determination26,27,
involves de facto a σ/π separation. Note that the optimized exponent for benzene (ζp : 0.332) is very close to the
exponent optimized19 for η5 − C5H5 (ζp : 0.312), thus suggesting that a unique exponent could be considered for
carbon atoms involved in aromatic compounds coordinated by their π electrons.
The pitfall of the drastic simplification introduced in this first step lies in the fact that such calculations are done
in the context of Self-Consistent-Field (SCF) methods and not extended-Hückel or tight-binding calculations. As a
consequence, although the actual ligand and its C#

6 counterpart are expected to be isolobal analogues according to

the definition given by Hoffmann28, the SCF process is ruled by the optimal stabilization of the C#
6 system. It is

shown in figure 1b that the energies and shapes of the three actual HF MOs of C#
6 are far from the A2u and Eg
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Fig. 1 Design of an η6 − C6H6 EGP (a) Reference HF π MOs in the 6-31G(d,p) basis set ; (b) HF MOs obtained in the minimal
truncated basis (i.e. one p GTO / C# atom, see section 2.1), with carbon ECPs in order to take into account the repulsion of the
1s core, but without the non-local part of ŴEGP (i.e. without

P P

αnm|gn >< gm|); (c) HF π MOs obtained with EGPa. The
MO energies are given in hartree.

π MOs of benzene. The lowest one consists in a bonding symmetric σ MO built from radial p AOs. The second
one is the expected totally bonding A2u π MO, but it lies 18 eV above its C6H6 counterpart. The third one is a σ

bonding MO which exhibits two nodal planes. They are far from the target π MOs of an η6-benzene ligand, both
in terms of shape and energy. It it thus mandatory to introduce an operator in the hamiltonian in order to obtain
at the end of the SCF process the relevant active MOs of the functional group. If one defines F̂ ref and F̂# as the
Fock operators of the reference and model systems, respectively, the operator which should be added to F̂# is the
exact F̂EGP operator. This operator is obviously molecule-dependent and not transferable to other systems. It is the
reason why we hereafter introduce a transferable operator, namely ŴEGP (see refs. 16 or 21 for more details).

2. The definition of an operator associated to the fictitious chemical group, herafter called ŴEGP, which will compel
the SCF process to converge on three π MOs which must be as close as possible to those of the real chemical group
in terms of shape and energy. The main part of this molecular pseudopotential is formulated with a non-local form
(
P P

αnm|gn >< gm|), which presents some numerical advantages29 and which ensures its transferability16:

ŴEGP =
X

n

X

m

αnm|gn >< gm| −

n#
X

i=1

Zeff
i

r
+

n#
X

i=1

Ŵps(i) (1)

where n# is the total number of fictitious atoms, the functions |gn > are gaussians functions with predetermined
exponents, and Ŵps(i) is the ECP of the real atom. The advantage of this ECP is to already take into account, if
necessary, the repulsion of core electrons, although repulsion could have been included as a criterion to be fulfilled by
the non-local part of ŴEGP (in that case, ŴEGP would be reduced to the sum of the non-local part and the Coulomb
term). Thus the calculation of the EGP operator in a GTO basis set is obtained by simple products of gaussian
overlaps, in addition to the integrals of the Coulomb and ECP terms which are available in standard quantum
chemistry packages. The exponents of the gn functions are chosen so that two conditions are simultaneously fulfilled:
(i) the isolobal analogy between the active MOs of the real functional group and the SCF MOs of the fictitious
group; (ii) ŴEGP must be a short-range operator since it must only act on the electrons of the spectator chemical
group which are kept. Similarly to the cyclopentadienyl case, the operator basis set has been firstly defined as an
even-tempered basis set of p-type gaussian functions, with the exponents 3, 1.5, 0.75 and 0.375. The parameters αnm

are obtained by a least-squares fit method proposed in 1980 by Nicolas and Durand30 (so far other EGPs will be
considered in the following, the non-local part of ŴEGP fitted with this basis set will herafter be called EGPa). The
mathematical form of the non-local part of ŴEGP is very general, and there is no a priori introduction of σ or π

parts in the multinuclear core. In principle, that is in the favorable case of a large number of informations defining
the reference system, in conjunction with a wide basis set {gn}, the least-squares fit method of Nicolas and Durand
should automatically provide the most important |gn >< gm| terms, i.e. with the largest αnm parameters. We will
see later that EGPs are rather generated in the context of a small number of informations, which may involves
numerical instability.

Romuald Poteau
typo: + sign
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The truncated GTO basis set, the effective charge Zeff = 1 for each C# atom, the operator basis set |gn > and the
parameters αnm of this operator completely define the pseudo η6 −C6H6, which will be herafter called Ar#a. The three
SCF π MOs of Ar#a, shown in figure 1c, shed light on the good behavior of the ŴEGP operator. However, one should
pay attention that systematic tests must be done in order to check the accuracy and transferability of any new EGP,
owing to some numerical instability of the least-squares fit method. The limitation of this method will be commented on
in the next section.

The EGP routines have been implemented in the Gaussian03 package31. During geometry optimizations, the distance
between the chemical group replaced by an EGP and the active part is kept fixed at a standard value.

2.2 Discussion about the pseudopotential and new prospects

As already commented in Ref. 21, the least-squares fit method used for the determination of optimized αnm parameters
may yield chemically irrelevant results albeit the norm is close to zero. This is related to the rather poor sample of
informations considered in the least-squares fit process, i.e. a Nact×Nact Fock operator, (so far Nact = 3 for η6−C6H6).
A solution to avoid this artefactual procedure would be to increase the number of informations to be fit. Note that in the
shape-consistent extraction of atomic pseudopotentials, the condition imposed to fit the parameters of the pseudopotential
is F̂psϕ

ps
i = εiϕ

ps
i , where εi is the energy of the real valence AO ϕi and ϕ

ps
i is the valence pseudo-orbital which fits

ϕi in the valence region. The specification of ϕ
ps
i (r) for any value of r provides enough informations to fix Ŵps. In the

energy-consistent approach32, F̂psϕ
ps
i = εiϕ

ps
i is solved not only for the electronic ground state, but also for electronic

excited states, Ŵps being determined in order to fit the energy difference between these states. Note that extraction
of EGPs could take advantage of the energy-consistent approach used for defining ECPs. Unfortunately, the method
proposed by Nicolas and Durand is not free of numerical instability. We shall now propose a new way to perform the
second step of the EGP extraction process. For that, we shall first try to answer the following question: what is the shape
of an EGP ? While ECPs on one hand or quantum capping potentials proposed as link atoms in QM/MM methods33,34

on the other hand have a repulsive shape, easily shown by the plot of Ŵps(r), it is less straightforward to visualize
the nature of ŴEGP. A way to more deeply understand the role of this molecular pseudopotential is to formulate the
non-local part of the operator (ŴNL

EGP) in a diagonal form:

ŴEGP =

NEGP
X

I=1

ΛI |GI >< GI | −

n#
X

i=1

Zeff
i

r
+

n#
X

i=1

Ŵps(i) (2)

= Ŵ
NL
EGP −

n#
X

i=1

Zeff
i

r
+

n#
X

i=1

Ŵps(i) (3)

where ΛI and |GI > are the eigenvalues and eigenvectors of the αnm matrix. Each eigenvector |GI > is a linear
combination of the NEGP gaussian functions which define the basis set of ŴEGP :

|GI >=

NEGP
X

n=1

cIn|gn > (4)

ŴEGP is thus a finite sum of projectors |GI >< GI | with weights ΛI , in addition to Coulomb and ECP operators.
In the case of EGPa, the dimension of the operator basis set is NEGP = 72, with four p-type gaussian functions

per atom. Among the 72 eigenvectors of the αnm matrix, only 24 actually play a role in the total hamiltonian since
the eigenvalues ΛI of the 48 other eigenvectors cancel. One can however raise doubts on the interest of 21 of the 24
remaining eigenvectors, since the absolute value of the associated eigenvalues are smaller than 0.1 hartree, whereas the
three main components of the non-local part of ŴEGP are close to -0.7 hartree. These three eigenvectors, namely |G1 >,
|G2 > and |G3 >, are plotted in figure 3. The striking similarity between the main components of ŴNL

EGP and the three
active π MOs of benzene sheds a new light on the role of EGPs. ŴNL

EGP is nothing else than a level-shift operator which
aims at stabilizing the active MOs. In the present case the weights Λ1−3 are of the order of magnitude of the energy
difference between the real MOs φi and the SCF MOs of C#

6 calculated in the truncated basis set. Nevertheless, ΛI

parameters strongly depend on the spatial extension of the operator basis set, namely {gn}. The less diffuse the basis
set, the larger the absolute values of the weights ΛI . Although in the present development ŴNL

EGP only acts in order to
stabilize the active occupied MOs in the SCF process, the active set of MOs could easily be extended, for example to
virtual MOs in order to suitably fix back-donation effects, such as for the carbonyl ligand20. This analysis suggests that
the least-squares fit of Nicolas and Durand could be replaced by a new method for optimizing the parameters of ŴNL

EGP,
by directly expressing this operator as a finite sum of projectors. It involves to tune Nact ΛI weights, where Nact is
the number of active MOs (6 or 3 in the case of benzene, whether π∗ MOs are taken into account or not), instead of
optimizing NEGP parameters αnm (72 in the case of EGPa). The lack of informations at the origin of the numerical
instability of the Nicolas and Durand fit could thus be solved. Step 2 would now be replaced by the following approach:

1. fix predetermined exponents for the basis set {gn} which defines ŴNL
EGP

Romuald Poteau
typo: + sign

Romuald Poteau
typo: + sign
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Fig. 2 Graphical representation of the main terms |GI > of ŴNL
EGP operators. EGPa and EGPa∗ are respectively defined by

|G1−3> and |G1−6>. The weights ΛI (in hartree) are given below for each EGP.

2. find normalized functions GI as close as possible to the Nact reference MOs φi. It can be done in the same spirit
than the determination of the MVPOs, which are as close as possible to the reference MOs, but which are expressed
in the truncated basis set {fq}. The GI would be obtained in two steps :

(a) calculate the elements of the S matrix:

Snm =

Nact
X

i=1

< gn|φi >< φi|gm > n, m = 1, NEGP (5)

(b) diagonalize S and select the Nact eigenvectors with eigenvalues closest to 1.

3. optimize the weights ΛI at the same time so that the energies and shapes of the active MOs are well reproduced

This proposition will be evaluated in a forthcoming paper.

2.3 The η6 − C6H6 EGP. A useful tool in the context of organometallic nanoparticles ?

The accurate calculation by means of molecular quantum chemistry methods of the geometric and spectroscopic prop-
erties of organometallic NPs is desirable, but for the time being it requires appropriate simplifications. One of them
could be supplied by EGPs, in the context of molecular quantum chemistry. Small organometallic clusters are useful
in order to validate this suggestion, such as the ruthenium clusters recently investigated in our group3. We will con-
sider now benzene ruthenium clusters, which also exhibit hydrido ligands. The water-soluble tetranuclear ruthenium
cluster [(H)4Ru4(C6H6)4]

2+, synthesized for the first time in 199435, is an electron-deficient species (58e) according to
electron-counting rules25,36,37. Additional joint experimental and theoretical works on [(H)4Ru4(C6H6)4]2+ showed a
small energy gap between the ground state which turned out to be a diamagnetic singlet state (S0) and the first excited
paramagnetic triplet state (T1)38. In agreement with that previous work, we have recently confirmed that the triplet
state lies 3.8 kcal/mol above the singlet state3. The (H)4Ru4(C6H6)4 molecule has a Td symmetry, in relation with
the optimal number of electrons of this nido species (60e). The four hydrides are bonded as symmetrical µ3 caps above
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Fig. 3 Tetrahedral Ru4Ar#4 (µ3 − H)4 cluster.

Table 1 Comparison of the properties of [(H)4Ru4(C6H6)4]n+ and [(H)4Ru4Ar#4 ]n+ (n = 0 or 2) for EGP defined according to
occupieda and lowest unoccupied π MOs (EGPa∗−d∗). Distances in Å, energy differences in kcal/mol.

[(H)4Ru4(C6H6)4]n+ [(H)4Ru4Ar#4 ]n+

EGPa∗ EGPb∗ EGPc∗ EGPd∗

n = 0, ground state (Td)
RRuRu 2.77 2.76 2.72 2.66 2.75
RRuH 1.83 1.87 1.84 1.83 1.86

n = 2, singlet state S0 (Cs)
RRuRu 2.84×4 2.85×4 2.79×4 2.74×4 2.83×4

2.59×2 2.60×2 2.55×2 2.50×2 2.58×2
RRuH

b 1.84×2 1.89×2 1.87×2 1.87×2 1.88×2
1.89 1.90 1.88 1.84 1.89

n = 2, triplet state T1 (∼C3v)
RRuRu 2.75×6 2.77×6 2.71×6 2.65×6 2.75×6
RRuH 1.85×3 1.89×3 1.87×3 1.85×3 1.88×3

n = 2, ∆EST

3.8 4.8 2.8 1.0 3.8

a: severe numerical instabilities have been observed for most EGPs built by taking into account occupied π MOs only. EGPa: SCF
not converged, EGPb and EGPd: geometry optimization not converged, EGPc: RRuRu 2.63 Å and RRuH 1.82 Å.
b: averaged values

the triangular faces of the Ru4 core, whereas the benzene ligands are coordinated to the ruthenium centers via their π

electrons. The Ar#-substituted compound is shown in figure 3.
For a 60e tetrahedral cluster such as (H)4Ru4(C6H6)4, the electronic ground state is defined by the occupation of

ligands and metal-ligands MOs, four Ru-H MOs, six skeletal Ru-Ru MOs and eight metal-metal MOs which have mainly
non-bonding character. We have considered several EGPs, which differ by the basis set which define ŴNL

EGP: EGPa, EGPb

and EGPc are all built according to four p-type gaussian functions, EGPa (ζ: 3.0, 1.5, 0.75, 0.375) being more diffuse
than EGPc (ζ: 12.0, 6.0, 3.0, 1.5), EGPb being in-between (ζ: 6.0, 3.0, 1.5, 0.75). EGPa is extracted in the same basis
set than the cyclopentadienyl EGP, which turned out to be accurate19. It does not exhibit similar qualities in the case of
η6-benzene ligands, since the DFT calculation applied on the optimal geometry of the reference structure calculated in
ref. 3 did not converge. EGPb and EGPc did slightly better, but the SCF process failed to converge at the second step
of the optimization process. EGPc, a short range operator, performs better, but it yields poorly accurate geometries.
Although the metal-hydrogen distance is close to the reference value (1.82 Å vs. 1.83 Å), the metal-metal distances are
smaller than the reference calculation by 0.14 Å (2.63 Å vs. 2.77 Å). The last pseudopotential, namely EGPd, is built in
a larger basis set which spreads from 12.0 to 0.375. It also failed at the second step of the optimization process.

This new multicentered EGP is disappointing, whereas according to the previous work on a pseudo-C5H5 it was
expected to fairly behave. The main difference between cyclopentadienyl and benzene is the lowest HOMO-LUMO
energy gap in the case of C6H6, which involves a more important π∗ back-donation in metal-benzene bonding. Four
additional EGPs have been extracted, defined by the same basis sets than EGPa−d. A simultaneous fit of the shape
and energies of the three highest π MOs and of the three lowest π∗ MOs has been imposed. EGPa∗−d∗ all accurately
reproduce the π∗ MOs energies (ε∗=0.1353×2, 0.3482) and shapes. As can be seen in table 1, no convergence failure
did occur in the case of (H)4Ru4Ar#4 , thus showing the necessity to suitably describe back-bonding effects in such
compounds. The most accurate Ru-Ru bond length is found with EGPa∗, the benzene counterpart of the EGP developed
for cyclopentadienyl in Ref. 19, with special attention paid to virtual π∗ MOs in the case of C6H6. However, the Ru-H
bond length is slightly overestimated by 0.044 Å. EGPc∗, the short-range operator, is the less accurate since the Ru-Ru
bond length is underestimated by 0.104Å, although on the other hand the Ru-H bond length is incidentally identical to
the reference value. EGPd∗, whose operator spreads on the widest range, performs fairly well, with the Ru-Ru distance
smallest than the reference value by 0.019 Å, whereas the Ru-H distance is overestimated by 0.029 Å. Energy-levels
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Ref EGPa* EGPb EGPb* EGPc EGPc* EGPd EGPd*

-0.45 -0.45

-0.4 -0.4

-0.35 -0.35
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Fig. 4 Energy-level diagrams of the occupied MOs of (H)4Ru4(C6H6)4 and (H)4Ru4Ar#4 close to the Fermi level, calculated for
the optimal geometry of (H)4Ru4(C6H6)4. ©: non-bonding or weakly bonding Ru-Ru MOs (E and T2 symmetry); ●: skeletal Ru4

MOs (T1, E and A1 symmetry); ▲: C6H6 or Ar# MOs; ♦: C6H6-Ru or Ar#-Ru MOs; �: Ru-H MOs (A1 and T2 symmetry).

diagrams of the occupied MOs close to the Fermi level are reported in figure 4. On the contrary to EGPa−d, the t1 and
e skeletal Ru-Ru MOs lie below the most stable t2 non-bonding metal MO, in agreement with the reference calculation.
The energy differences between all MOs of (H)4Ru4Ar#4 obtained with EGPa∗−d∗ are in excellent agreement with those
of (H)4Ru4(C6H6)4. The main apparent discrepancy is a systematic shift between the energies of the reference and
pseudo molecular systems, probably related to the insufficient shielding of the ŴEGP operator. Note that it could be
possible to add repulsion by an appropriate parametrization of conventional effective core potentials33,34.

The shape of some selected MOs, namely the six skeletal (or metal-metal) MOs and the four metal-hydrogen MOs are
shown in figure 5. As already observed in the case of benzene, there is a remarkable similarity between the reference MOs
of (H)4Ru4(C6H6)4 and the MOs of (H)4Ru4Ar#d∗

4 , with the exception of the triply degenerate Ru-H MOs. While the

totally symmetric Ru-H MO of (H)4Ru4Ar#4 is almost identical to the corresponding MO in (H)4Ru4(C6H6)4, the three
other MOs of the model system do not match the reference MOs due do a slight mixing of the Ru4H4 fragment MOs with
σ MOs of the (C6H6)4 fragment. It is not possible to obtain such mixing, since σ(C6H6) MOs cannot be described by an
Ar# EGP. The energy difference between the Ru-H MOs in (H)4Ru4Ar#4 is nevertheless analogous to (H)4Ru4(C6H6)4,
owing to the small σ(C6H6) contribution. The energies and shapes of the MOs as well as the geometrical properties of
the tetrahedral Ru4 cluster show that most of the η6 − C6H6 EGPs are able to create an accurate ligand field around
the Ru4H4 moiety.

The [(H)4Ru4(C6H6)4]
2+ compound is a more tricky system, with the lowest electronic triplet state T1 which lies only

3.8 kcal/mol above the singlet ground state S0. As can be seen in table 1, all EGPs extracted from occupied and virtual
π MOs of benzene, namely EGPa∗−d∗, perform well, both in terms of geometry and singlet-triplet energy difference
(∆EST). EGPa∗ and EGPd∗ are the most accurate, whereas ∆EST as well as Ru-Ru bond lengths are underestimated
with EGPc∗. As already mentioned, that short-range EGP is the less reliable. However, it behaves better than a fifth EGP,
which spans a more diffuse space (EGPe∗, ζ: 3.0, 1.5, 0.75, 0.375, 0.1875, 0.09375). The diffuse functions are probably
responsible of the attractive character of this EGP, which manifests itself by the optimal geometry of [(H)4Ru4Ar#e∗

4 ]2+,
with two edge-bridging H and two terminal-H instead of four face-capping H atoms. Each hydride in top position is located
very close to an Ar# fragment. ∆EST, found to be 216 kcal/mol (!), is also an indication of the unreliability of this EGP.
It confirms that long-range ŴNL

EGP operators act both on the fictitious part and unexpectedly on the active part close to
the active/spectator boundary.

3 A joint EGP/Molecular Dynamics study

3.1 Ab initio Molecular Dynamics

From a quantum chemical point of view, the characteristic values of a physico-chemical reaction are obtained from the
knowledge of specific point on the potential energy surface associated to the process. In most cases, kinetic or thermo-
dynamic data are determined using calculated Gibbs free energies for which the entropic contributions are estimated
using the harmonic approximation39. In some cases, this harmonic approximation leads to results in poor agreement
with experimental knowledge, since anharmonic contributions must be taken into account. This can be performed as a
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Fig. 5 Comparison of the skeletal (T1, E and A1 symmetry) and Ru-H (A1 and T2 symmetry) MOs of (H)4Ru4(C6H6)4 and
(H)4Ru4Ar#d∗

4 , with Ar#d∗ = 1p per C# (ζ = 0.332) + EGPd∗.

correction of harmonic approximation and is implemented in most standard quantum chemical codes40. Another way
to explore potential energy surface and to estimate the temperature effect added to electronic energies is based on a
dynamical approach. In this specific case, temperature is explicitly controlled by simulating the canonical ensemble by
means of thermostats41 in a molecular dynamics simulation scheme. The thermodynamic and kinetic data can then be
determined by employing a constraint42 that must correspond to the reaction coordinate.

Molecular dynamic simulations were initially based on empirical interaction potentials determined from experimental
data. Since the appearance of the Car-Parrinello molecular dynamics technique43, more general molecular dynamics
approaches have known a tremendous development both from an application and development point of view. Rather than
using empirical interaction potentials, the electronic energy and the forces on nuclei that are necessary to resolve Newton
classical equations of propagation are computed by wavefunction-based or density-based methods. Mainly two types of
molecular dynamics schemes can be highlighted: The so-called Born-Oppenheimer44–47 and Car-Parrinello molecular
dynamics techniques. In the first case, the electronic energy and its associated nuclear derivatives are calculated after an
energy minimization procedure that must be fulfilled at each step of the molecular dynamic simulation. This procedure is
necessary in order to obtain stable behavior of the molecular dynamics simulation relative to the molecular system total
energy for long time propagation. In the case of Car-Parrinello molecular dynamics, a new degree of freedom is introduced,
namely the wavefunction. Consequently, the nuclear degrees of freedom and the wavefunction evolve according to the
Newton law and the SCF convergence procedure can be avoided.

It must be noted that most of the Car-Parrinello algorithms are based on the density functional theory (DFT)
approach coupled with a plane wave basis set description of the electronic structure. While this approach presents many
advantages, the use of plane waves may be ill-suited for the study of non-periodic chemical systems and to describe
cusps and high electronic inhomogeneities. Consequently, following the initial proposition of E. Carter48,49, we have
developed a few years ago an algorithm based on Car-Parrinello Lagrangian but using atom centered basis functions
(more precisely Gaussian type basis sets) for the electronic structure calculation part of the procedure13. This algorithm
has been coupled with several tools in order to improve our way to explore chemical reaction and physico-chemical
processes. For instance, Nosé-Hoover chain of thermostats41,50 have been implemented in our molecular dynamics code
in order to perform molecular dynamic simulations at finite temperature. This specific tool has allowed to explore
molecular dynamic treatment of Infra-Red51–53, NMR11 and UV12 spectroscopic properties. Moreover, in order to
explore chemical reactivity, it has been necessary to introduce a statistical mechanical procedure that samples the phase
space along a defined reaction coordinate and allows the estimation of relative free energies (i.e. free energy barriers of a
chemical process). In this context, two types of chemical reaction have been studied14,54. These studies have permitted
to demonstrate the failure of the “static” approach based on the harmonic approximation used for Gibbs free energy
calculations in the case of flat potential energy surfaces.
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3.2 Reactivity of a lanthanocene complex: a test case

Motivations. Lanthanide chemistry has witnessed an increasing interest over the last three decades. In particular, Watson
and Parshall have shown that Cp∗

2LuH (Cp∗ = C5Me5) or Cp∗

2LuMe can react rapidly with H2
55. This reaction is a

prototype of reactions in lanthanide chemistry, extensively studied by quantum chemistry methods56,57. Theoretical
studies have been extended for the activation of other bonds (C-H, C-F, Si-H, etc.), leading to successfull experimental
and computational works58–60. Quantum chemistry can indeed provide very relevant insights on multi-step reactions.
However such studies are generally restricted to the search of stationary points on potential energy surfaces. Although
MD simulations could bring additional informations, the study of chemical reactions by AIMD is still a challenge. The
CPMD method has however been applied to study the hydrogen exchange catalyzed by a lanthanocene complex14. In this
study both cyclopentadienyl rings have been substituted by chloride ligands in order to reduce the computational cost,
taking advantage of the fair isolobality of Cp and Cl ligands. Interestingly, it has been shown that anharmonicity effects
are of great importance for the evaluation of the activation barrier of this reaction and that the harmonic approximation
which is usually used to estimate vibrational entropic contributions may fail.

EGPs could be very appropriate tools to efficiently model a spectator ligand and to drastically reduce the associated
computational cost. It has already been recalled in section 2.1 that the pseudo η5 − C5H5 EGP (Cp#) has successfully
been used to mimic a real η5 −C5H5 cyclopentadienyl ligand61. For these previous reasons, we focus on an AIMD study
of the hydrogen exchange reaction catalyzed by a Cp2LaH complex, where two Cp# EGPs fill in for the real Cp rings:

Cp#
2 La − H∗ + H − H −→ Cp#

2 La − H + H∗ − H

Evaluation of free energy activation barriers with AIMD. In the case of free (i.e. non constrained) ab initio molecular
dynamics simulations, two important thermodynamic quantities for a chemical process, namely entropy and free energy,
cannot in general be derived from a statistical average. These global properties depend on the extent of the phase space
accessible to the molecular system during the simulation39,62. The probability of finding the system in a transition
state region is so small that, therefore, no relative free energies of a chemical process can be calculated by natural
molecular dynamics simulation. Several statistical mechanical procedures circumvent this problem. For instance, the
original ”umbrella-sampling” method63,64, which adds a coordinate-dependent potential, leads to the system to sample
a specific region of the phase space. Other approaches which are based on similar ideas also allow the estimation of free
energies for chemical processes, for instance the recent metadynamic methodology65,66 or the ”blue-moon” method67,68.
The latter has been used to estimate free energy differences by sampling the phase space along a defined action pathway.
By means of thermodynamic integration62, free energy difference is obtained as:

F(ξ2) − F(ξ1) =

ξ2
Z

ξ1

dξ
′

fi

∂H

∂ξ

fl

ξ′

(6)

where H is the Hamiltonian of the system, ξ(r) is a chosen reaction coordinate and 〈. . .〉ξ′ is an ensemble average
at ξ(r) = ξ′. This conditional average could be estimated by a time average over a constrained trajectory with the
chosen reaction coordinate fixed at a specified value. Recently, generally applicable expressions for the average force of
the constraint fξ = −∇ξF , which is the opposite of the integrand in eq. (6), have been outlined42,69. It has been shown
that the bias introduced by the constraint can be removed by considering the following expression:

fξ =

D

Z−1/2(−λ + kBTG)
E

ξ
˙

Z−1/2
¸

ξ

(7)

where kB is the Boltzmann constant, T is the temperature, Z and G are respectively weight and correction factors, λ

is the Lagrange multiplier of the associated holonomic constraint. Therefore, the obtained free energy differences might
not be dependent on the choice of the constraint and accordingly to the Jarzynski inequality it leads to an upper bound
for the activation barrier.

Computational details. Potential energy calculations. Calculations were carried out at the DFT level of theory using the
hybrid B3PW9170,71 functional. A large core relativistic effective potential (ECP) optimized by the Stuttgart group and
the corresponding basis sets have been used for the lanthanum center72, whereas hydrogen atoms have been described
with a 6-31G(d,p) double-ζ quality basis set73. The effect of Cp has thus been mimicked by the previously published
EGP19, five electrons are allowed to occupy the space spanned by p atomic orbitals (α = 0.312) centered at the edges
of the pentagonal ring. The computations of potential energy and the nuclear gradients have been carried out with the
Gaussian 98 suite of programs modified to incorporate EGPs74. Free energy differences at room temperature have been
estimated by means of the “Blue-Moon” approach.

CPMD simulations with Gaussian type orbitals have been performed with our own code13. Fictitious electronic mass
was set to 170 a.u. and equations of motion have been integrated with a time step of 0.25 fs by means of a velocity Verlet
scheme75. These simulations were performed in the canonical ensemble with Nosé–Hoover chains of thermostats41 and
holonomic constraints associated to the reaction coordinate have been applied considering the method of undetermined
parameters. For each trajectory, a thermalization procedure has been performed for at least 6 ps, followed by a production
simulation achieved for additional 5 to 6 ps. The property of interest, namely the force of the constraint, has been averaged
as a function of time during the production step and its convergence has been checked at the end of the whole process.
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Description of geometrical constraints. The choice of the constraint which represents the reaction coordinate can be a
difficult task. Such constraint can be described by several geometrical parameters. Moreover, an incorrect choice of the
type of constraint can induce a bias for free energy calculation. For the considered reaction, it is not obvious to find a
function that will constrain the transition state geometry which can be mainly described by the concerted breaking and
forming of four bonds. For this study, we have employed a well-tried type of constraint: it corresponds to the projection of
the HaHb vector on the HaHc one (fig. 6). This type of constraint has already been successfully applied for the hydrogen
exchange catalyzed by Cl2LaH54.

La

Cp# Cp#

Hc

Ha

Hb

Fig. 6 Atom definition for the geometrical constraint

AIMD linked with the EGPs. Ab initio molecular dynamics simulations can take advantage of the reduction of the cost
involved by EGPs. On the other hand, the current formulation of EGPs (eq. 1) does not include an explicit repulsive term
in charge to mimic the screening effect of the inactive MOs of the real chemical group. As a consequence, the calculation
of the gradient of the potential energy with respect to the position of each center which define a given ŴEGP operator
would be meaningless. This limitation binds the EGPs skeleton to be frozen during the molecular dynamics simulations.
Moreover for the same reasons, atoms directly ”bonded” to EGPs cannot be relaxed during a geometry optimization
procedure, or allowed to move during a MD trajectory. Consequently, only the positions of hydrogen atoms were allowed
to evolve during the MD simulations and the geometrical structure of the Cp

#
2 La fragment has been kept frozen. This

leads to a modification for the number of degrees of freedom. Thus, the Cp#
2 La fragment could be seen as two fixed

”rugby balls” linked by the top (fig. 7). The H−

3 fragment is allowed to evolve in the field created by these associated
rugby balls.

La

Cp#

Cp#

H

H

H
H

H

H

Fig. 7 Equivalence between the Cp
#
2 La fragment and two rugby balls.

Conservation of the total energy. In order to illustrate the implementation of the approach discussed above, we focus our
attention on the quality of the potential energy surface explored by the dynamics. In particular, the conservation of the
total energy is carefully examined. One may note that the fictitious kinetic energy associated to the classical propagation
of the Kohn-Sham orbitals in CPMD is not taken into account for the total energy. The latter includes the potential
energy, the nuclear kinetic energy and the contributions of the Nosé-Hoover chain of thermostats.
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Fig. 8 Evolution of the relative total energy for a trajectory as a function of time. The constraint is fixed to ξ = 0.5, which
corresponds to the exploration of the transition state region.
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Statica Dynamicb

r(La − Ha) 2.284 2.350 ± 0.069
r(La − Hb) 2.257 2.313 ± 0.054
r(Ha − Hb) 1.015 1.048 ± 0.027

Table 2 Selected distances (in Å) for the hydrogen exchange transition state Cp#
2 La(H3), see fig. 6 for atom definition. aFirst

column: bond length from a ”static” TS geometry optimization; bsecond column: average values and standard deviations from the
ξ = 0.5 MD trajectory.

One can suspect that the classical propagation of the Kohn-Sham orbitals by means of the Car-Parrinello procedure
could be approximate, in particular in the transition state region where the concerted breaking and forming of four
bonds occurs. The evolution of the relative total energy as a function of time for the trajectory which corresponds to the
exploration of the transition state region (ξ = 0.5) is shown on figure 8. After 5 ps of simulation time, the total energy
deviation is lower than 2 ·10−5 a.u. The range of CP dynamics’ error for this trajectory remains below a very satisfactory
limit. Moreover considering the employed integrator – a velocity Verlet scheme – and the integration time step – 0.25 fs

– this range of error is very close to the one expected for a reference Born-Oppenheimer MD simulation. The similar
range of error has been measured for the trajectories performed for different values of the constraint ξ, which represents
the reaction coordinate. Finally this satisfactory behavior and in particular the conservation of total energy leads us to
be confident in the presented scheme, combining CPMD with GTO basis sets and EGPs.

Estimation of the free energy activation barrier. Using the previously discussed ”blue-moon” method, the activation
barrier has been estimated with a set of trajectories where the constraint ξ has been fixed to different values in a range
of 0.05 − 0.5. Two properties are plotted on figure 9 as a function of the constraint ξ: (i) the opposite of the force of the
constraint (eq. 7) and (ii) the free energy difference computed after integration of the force (eq. 6).
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Fig. 9 Evolution of the opposite of the force −∇ξF (dotted line) of the constraint and the free energy difference ∆rF (solid line)
obtained after integration.

The calculated free energy barrier is found to be 7.1 kcal · mol−1, whereas the corresponding barrier computed con-
sidering the Cl2LaH catalyst with the same AIMD methodology54 is 6.2 kcal · mol−1. These close values are in agreement
with the fact that the potential energy activation barriers ∆rE# are also close (1.43 kcal · mol−1 and 1.93 kcal · mol−1

with Cp#
2 LaH and Cl2LaH, respectively). These kinetic data lead us to affirm that anharmonicity effects are of great

importance for this reaction. As a matter of fact, they are far away from the corresponding free energy activation barrier
computed in the case of the chloride ligand and with the harmonic approximation, ∆rF

# = 11.2 kcal · mol−1. This
discrepancy has already been attributed to anharmonicity effects and the failure of the harmonic approximation usually
employed to compute vibrational entropic contributions for free energy. This is due to the flatness of the potential energy
surface, a significant number of normal modes of low frequencies (below 500 cm−1) being calculated for the transition
state54.

These anharmonicity effects lead to deviations for some geometrical parameters. Table 2 gathers some selected
distances for the transition state. Significant differences occur between the optimized geometry on the potential energy
surface and the corresponding values averaged on the ξ = 0.5 MD trajectory. These discrepancies strengthen our doubts
concerning the relevance of the harmonic approximation for the free energy activation barrier estimation for this hydrogen
exchange reaction.

4 Conclusion

Multicentered EGPs have proven their ability to generate a relevant ligand-field in organometallic clusters. It has more
specifically been demonstrated in the case of η6-benzene, which has been added to the EGP library. The remarkably



12

accurate description of the electronic structure, geometry and energy of [Ru4(H)4(C6H6)4]n+ is very promising. It opens
the road to the use of such molecular pseudopotentials in the context of organometallic NPs, where new methodological
developments are required in order to reduce the computational cost of DFT calculations. Considering that dynamical
effects occur at the surface of organometallic NPs, we have also checked the behavior of EGPs in the context of ab initio

molecular dynamics. A prototype system has been considered, namely an hydrogen exchange reaction catalyzed by a
Cp2LaH complex. Energy conservation during 5 ps of this joint EGP/MD is not violated, thus confirming that EGPs do
not introduce spurious trajectories in MD simulations. In addition, the barrier height of this reaction, evaluated within
the so-called blue-moon algorithm, is in close agreement with reference data. In other words, the part of the potential
energy surface associated to the reaction is accurately obtained with EGPs, even the anharmonic part. These results
confirm that EGPs could be useful tools in the context of large organometallic clusters. An extension of the EGP library
would however require to perform secure extractions of the molecular pseudopotential. Some guidelines are also provided
in order to build a new generation of EGPs in a more routine way.
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