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Service Invocation over Content-Based Communication
in Disconnected Mobile Ad Hoc Networks

Yves Mahéo and Romeo Said
Valoria, Université de Bretagne-Sud
Université Européenne de Bretagne, France

Abstract—This paper presents a middleware platform for  be used without deploying a specific —and sometimes costly—
the provision of services in disconnected MANETS, focusing infrastructure. Several application domains have alreaeign
on service invocation. This middleware exploits content-ised  identified that mainly or even specifically target MANETS.
communications  (through a publish/subscribe  paradigm)  They include information sharing during disaster reliefein

and employs a store-carry-and-forward approach for the \ontions traffic information in town centers, or tourishéees
network-wide opportunistic dissemination of messages. 8dce L ;
in infrastructure-less sites.

invocation is implemented on top of these communication . . . .
features. The paper first describes the main aspects of the MANETS actually cover a wide variety of situations depend-

middleware and then details the service invocation mechasin.  ing on the density of nodes in the network, their volatility —
We namely show that the potential multiplicity of service  that is the fact that they may temporarily be switched off— or
providers can be exploited in order to increase the client their mobility scheme. The large majority of research work
satisfaction and that several network healing techniqueslw done so far on MANETs concerns what we catinnected
the reduction of the network load. The paper ends by a \MANETSs. In a connected MANET, some routing mechanism is
description of some simulation experiments in a realistic available, implemented by each node of the network thatsplay
scenario, _Whose resu_lts refl_ects _the performance of the the role of a router. Hence, although the topology of the peitw
approach in terms of client satisfaction and network load. R .
may vary, the assumption is made that, at any time, any two

Keywords—disconnected MANETS; services; opportunistic ~ nodes in the network can communicate temporaneoulsy throug
networking; content-based networking. one-hop or multi-hop transmissions. Several implemenati
of well-mastered routing algorithms such as OLSR [1] or
AODV [2] are now available. In this context, implementing
a middleware support for service-oriented applicationsego

The service oriented computing model has proved successfgiroblems essentially in the design of the discovery phase: n
for the development and the exploitation of distributed ap-centralized directory can be implemented easily because th
plications. In this approach the interactions betweeniserv no fully stable node to host this directory, and given thé faat
clients and service providers take place in two main phaseglobal message diffusion is prohibitive in terms of netwiarkd,
the first one is a discovery phase during which the clienntear network-wide discovery is an issue. Nevertheless, thecimtion
what services are available in its environment and idestifie  phase does not generally raise particular difficulties asing
providers that implement these services. In a second pltase, provides the ability to perform multi-hop transmissionsasen
client establishes a binding with a chosen provider and telyo  the client and the provider.
invokes the methods it proposes. When possible, a directory In this paper we address a particular class of MANETs we
is used to gather the descriptions of the provided serviceswill refer to asdisconnectedMANETSs. Disconnected MANETS
In this case, providers register their offer with the dioggt show a low density and/or a high mobility of nodes and do not
and clients can retrieve from it information about the ss8i guarantee end-to-end connectivity. Because of their ritgbil
they want to use. Unlike traditional client/server, thevess  their limited radio-range and their volatility, the dewcén
oriented approach introduces a late binding between tleatcli such networks form so-called communication “islands” vehos
and the provider, thus easing the support of the dynamidity otopology evolves continuously. Figure 1 illustrates a siap
the environment. When a change occurs in the environment, foof such a disconnected MANETSs: nodes represent individuals
example a degradation of the connectivity or the appearahce that can move inside buildings and pass from one building
other interesting service providers, the binding betweeliemt  to another via fixed paths. Temporaneous communication is
and a provider can be undone and re-established with a neinpossible between distinct islands. Moreover, an inaativde
provider without completely stopping the whole applicatior =~ does not communicate. As a consequence, routing technigues
at least without rebuilding it. designed for fully connected MANETSs cannot be used. When it

The decoupling between interacting entities that charaete  comes to apply the service-oriented approach, issues conge
the service-oriented approach makes it well suited for taobi service discovery are similar to those found when targeting
ad hoc networks (MANETS) that are formed out of a number ofconnected MANETs. On the other hand, service invocation is
mobile devices that communicate thanks to short-rangdesise not as straightforward: new means must be found to transéer t
transmissions. The main advantage of a MANET that it caninvocation request from the client to the provider and emsur

I. INTRODUCTION



the network, thus enhancing the probability for a clientee s
its invocation request rapidly answered.

The remaining of this paper is organized as follows. An
outline of the main features of our service middleware for

L‘ o 2 disconnected MANETS is detailed in Section Il. We namely de-
qd s o ( ° scribe in this section the lower layer of the platform thaves

B as a communication support and the part of the upper layer
—_— e ° . that implements service discovery. In Section Ill are dethi

oo © @/‘ e ° the different mechanisms we devised for service invocation

°° | % Section IV presents simulation results of the middleware’s

performance. The paper ends with related work in Section V

Figure 1. [lllustration of a disconnected MANET and a conclusion in Section VI.

Il. OVERVIEW OF THE PLATFORM
that the response arrives back to the client, even if theigeov

does not reside in the same communication island as thet.clienIa

Our overall objective is to build a service platform that . i . . :
charge of all service-oriented processing, enabling disgo

W.'” support the execution of serwce-orlented. app"c‘.”?""f‘ and invocation interactions between clients and providEng
disconnected MANETS. To our knowledge, this specific issue . " )
econd layer is a communication layer that provides means to

has not bean studied as suqh in other previous res_earch W.Or%isseminate messages in the entire network, through a pub-
The key idea of our proposal is to base the network-wide servi lish/subscribe interface. We sketch out in the r'emaindethisf

provision on oppqrtumsﬂc c_ontent-based communica . section the communication layer and the discovery mechanis
munication is saicopportunisticbecause message forwarding implemented in the service layer. Little detail will be prased

is performed when a node gets the chance to encounter —in ) - . h W .
its radio-range— another node ready to relay the message. A%n service (_j|scovery as Itcan pe wewed as a ‘naural® eidans
in the disruption-tolerant networking approach proned g t o the publ_lsh/subscnbg fungnonahty. on thg other hal. '.[d:
DTNRG!, a message can be temporarily stored in a node befor%woqatlon implementation will be more precisely desctile
being forwarded to other nodes. This store-carry-and-dotw ection 1il.
form of communication allows a message to disseminate in thg  opportunistic Content-based Communication
network despite its fragmentation, thanks to the mobilityhe i o .
nodes, as devices can carry messages when moving from an 1he lower part of our middleware consists in a communi-
island to another. Communication @®ntent-basecbecause a Ccation support adapted to disconnected MANETS. It ensures
node is willing to relay a message according to the content oft Network-wide content-driven dissemination of inforroai
this message, making the flow of information interest-drive deSPite the fragmentation of the network into isolated com-
rather than destination-driven [3]. The paradigm assediat munication _|slands. _It |mple_ments a model that manipulates
with this communication scheme is that of content-based pubStructured pieces of information we referred to as "docusien
lish/subscribe [4]. A node publishes a message networlewid A document is composed of two parts: its header, and its
and this message is eventually consumed by the nodes theat hagontent. The header can be perceived as a collection of at-
subscribed for some form of content that turns out to be ptese tibutes, which can provide any kind of information aboue th
in the message. corresponding document, such as its origin, its topic, @olis

We chose to exploit this kind of content-based publish-K€ywords, the type of its content, etc. Some storage capacit
subscribe for the two phases of service provision. Indeed? €ach node is dedicated to a local cache of documents, so
content-based publish/subscribe is well adapted to seis- this node can serve as a mobile carrier for these documents
covery insofar as a fully distributed service directoryiiefpred ~ While moving in the network. The dissemination model is not
to a centralized one. Providers publish the descriptionhef t Mere flooding. Indeed, each node in the network is associated
services they propose (In our case this publication is ped @0 ‘interest profile”, that determines the kind of infornoati
network-wide). Service clients subscribes for descriptdrat It iS interested in, and thus implicitly the kinds of docurtsen
match their needs to finally learn the existence of someaasvi OF Which it is willing to serve as a mobile carrier. Theredor
they are interested in. As far as service invocation is corezy ~ Uninterested nodes do not participate in the disseminafion
it must cope with the fact that the reachability of the desice 90SSiP-like communication protocol orchestrates intwae
is unpredictable due to the fragmentation of the discormuect PEween neighboring nodes, allowing them to exchange docu-
MANETSs. So replacing destination-based communication (inments accordlpg to their re;pectwe |nt§rest profiles rémtiton
which senders specify the address of the receiver in mespage’®tween mobile nodes relies on a simple scheme, whereby
by content-based publish/subscribe is likely to be berafici €ach node periodically broadcasts its own interest profitea
Moreover, this eases the capacity of exploiting the fact thacatalogue of the document headers that are currently alaita

some services may be proposed by more than one provider # ocal cache. When a node discovers that one of its neighbo
can provide a document it is interested in (that is, a doctimen

1Delay Tolerant Networking Research Group, http://wwwgtorg header that matches its own interest profile and that is not

The service platform we designed is structured in two main
yers. The first layer is a high-level service layer thatris i



. . . Invocation Request Invocation Response
already available in its own cache), it can request a copy of i ?

this document from this neighbor. Upon receiv_ing one or sEve id = '166875454365' id = '378576543012'
requests for a particular document from its neighbors, teeo ;yopuer; r_e%ﬁf\, ;yopfr; f;ﬁr};?'
of this document broadcasts it on the wireless medium, sanit ¢ category = 'Image Processing' destination = "hostA’ .
be received by all requesters simultaneously. Transiemtacts il | [ o e
4 L .. responsePolicy = 'first' serviceName = 'bitmapConversion
between mobile nodes are thus exploited opportunistidally healing = ‘client! Les;:pnsePcilicyt = first’
i -1 issuedAt = '2008-05-30T09:00:00" ealing = 'client'
exchanging documents between these nodes, based on theil j.gine=-2008-05-30709:30:00 requestld = 166875454365
respective interest profiles, and based on the documenys the ;:zﬂ:gisgé%;dg%%%%ﬁ-gg%ﬂ%%?:00'
can provide each other on demand. The protocol is designed| SOAP codefor method call deadiine = 2008-05-30T09:30-00'
S0 as to maximize the document delivery ratio while remanin O p
code jor methoa return value
very frugal as far as the number and the volume of messages

are concerned. Further information about the protocol can b ) ) )
found in [5] Figure 2. Examples of invocation request and response gessa

B. Service Discovery

The service discovery implemented in our platform di- 5 send a request to a provider of the service, and to evéytual
rectly leverages on the content-based communicationitfesil  oceive a response computed by this provider. In the case of

described above. No global service directory is maintainedgiateless services —which do not require memorization ef th
Instead, by exploiting the content-based publish/subscri giate of the conversation between the client and the provide

paradigm, we resort to a peer to peer approach in whichhe client is most of the time only interested in the response

each provider proactively advertises its services by way Oty jts request without concern on which provider has prazgss
publication and clients are informed of the existence of thejis request.

services they need through subscriptions.

The service discovery process begins with the description Con_tent-based Invocationin our platform,_ an invocation
of services by the provider, using all the information nekde request is therefore not addressed to a particular provider

by potential clients to select the appropriate service. Aise fr? ntalntj_ c|>qu1ly tt)he _ges](c:rlplt_konf of _thel want?_d S(;.\rr]wce. We use
descriptor is a document that starts with a header built feom e publish/subscribe facility for implementing these teor
number of freely chosen couples attribute/value that demscr based Invocations. The client _formulate_s a request th‘?‘d?s .
the non-functional characteristics of the service (inzigdQoS a reduced version of the service description and publ|slh_as :

or semantic information such as a category or a require(ﬁhe network. _Prowders subsc_rlbe for any request matcrheg_t
security level for example). The functional interface o th reduced version of the descriptors of the service they deovi

service is then given in WSDL so that the client can formuIateIherEfotr_(E;I a” req“e_gt for _?hserwc_e ng. e\{[gntue}llyt/h_reach fﬁl t
its invocation requests. compatible” providers. The main objective of this approac

A directory module gathers all the descriptors of the sewic is to increase the probapility for an invocation request éo b
proposed by the node (if it plays the role of a provider). Ehes (rap[dly) answered, despite of the Iac!< of connectlwtygrdfnt
descriptors are published in the network, so they dissemina " disconnected MANETS' The providers response 1s ”a'?s‘
until they eventually reach client nodes. The directory oied ferred bgck to the CI'?m also thanks to the publlsh/sybecn
maintains also a list of learned distant descriptors. Iddea mechanlsm._bThe pukéllsi:.ed respgnsgbme;ssage conta;:s a des-
the client side, another document called service patterst mut'natIon attribute, and clients subscribe for messages it

be created to convey the wishes of a client hoping to discovegesunat'on attribute matching their own identity. The uesf -
a suitable service. The service pattern contains compx;nen?noI the response messages are composed of a header cgntainin

similar to those of the service descriptor, with the podisibi a list of valued iat'gributes anql a payload consisting in a SOAP
to include wildcards and expressions on attribute valudk. A document describing respectively the method call and ftsme

the service patterns built by a client serve as subscrigtian value (cf. Figure 2).
the publish/subscribe module, and therefore form the éster Invocation Deadline: Invocations are supposed to be to
profile managed by the communication layer. The subscriptio Some extent tolerant to the communication delays induced by
enable a content-based matching process between thesclienthe very nature of disconnected network environments. The
preferences expressed in the patterns and the descripttrs t lifetime of an invocation is set by the client through a déesll
are disseminated in the network. If a match is made by thdroperty included in the client invocation request and atso
publish/subscribe module, the received descriptor isquas  the corresponding responses computed by the providers. The
to the directory for service-level caching. The client camwn COmmunication layer interprets this deadline as an orderoto
select the descriptor cached in the directory and formtitate longer propagate the concerned messages: out of date teques
requests accordingly. and responses are deleted from communication caches and, co
sequently, are no longer relayed. The deadline propertuldho
o be set to the minimum of the two following deadlines: (1) an
A. Principle application-related deadlinghe application needs to receive
Once a client has discovered a service, it should be able tthe response before a certain date in order to perform other
invoke this service. More precisely, the objective for thert is processing ; (2) a mobility-related deadline: the mobileleno

Ill. SERVICE INVOCATION



knows that it will be leaving its current network environrhen Curedll control message CureOthers control message

at a certain time, hence it can flx_ the dead_hne accorqllngl_y. R —— e e AT
Response Management Policxddressing a service in- type =' cureAll type =' cureOthers'
stead of a unique provider increases the reactivity of tlSQEﬂy issuedAt = '2008-05-30T09:02:20 issuedAt = '2008-05-30T09:01:10

: 3 ) category = 'Image Processing' source = 'host-F'
but also possibly generates multiple responses for a single | serviceName = bitmapConversion' | | category = 'Image Processing'

i i H i A : requestld = '166875454365' serviceName = 'bitmapConversion'
invocation request. We consider two policies for managhig t deadline="2008-05-30T09:30:00' requestid = '166875454365'
multiplicity. In a first policy (called “multiple”) all the @sponses responseld = ‘378576543012

deadline = '2008-05-30T09:30:00"

to a client request are delivered to this client. Indeedrethe
are situations in which a client could see it as an advantage.
Consider for example a client using a service designed for Figure 3. Examples of healing control messages

translating an English sentence into French. Multiple oasps

can be useful to an end-user who can choose the best answer.

Similarly, it could be useful that a call to a temperaturevier  its communication cache). Moreover, any provider ansvgerin

in a sensor network let multiple responses reach the cliena request also cancels this request. It is indeed not useful t
which would average the received values. On the contrary, irgontinue propagating the request as it would anyway travel
the case only one response is useful, we apply a “first” policywith the corresponding response to the other providers tlaed

in which only the first received response is delivered to thetreatment of the response described above makes the request
client whereas the following are discarded. A train schedul obviously redundant. Reactive Cancellation is clearlyagisv
information service for example—allowing requests suctafs profitable in terms of reduction of the number of transmitted
what time are the departures to Paris between 12:00 and'48:00messages (no extra messages are added) and it does not delay
is normally invoked with a “first” policy for any extra respem  the arrival of the first response at the client.

received after the_ first one is obviously _redundant. Th(_adﬂse Client-initiated Cancellation: The second R4 technique,
management policy is chosen by the client and specified in eaccalled “Client-initiated Cancellation”, is more intuiév When
invocation request. a client has received its first answer, it creates and starts t

) disseminate a control message (of typereAll) that includes
B. Network healing: Redundant Response and Request Reduge request id and its deadline. The role of this messageitis to
tion form all the other nodes that they should cancel all the reigue
Benefiting from the fact that several providers are allowed t and the corresponding responses until the deadline is edach
answer a single invocation request incurs an network exisa ¢ A large number of nodes, if not all, are supposed to subscribe
in the case only one response is expected by the client (henw for control messages of this type in order to ensure theidrap
the response management policy is set to “first”): the redond dissemination. As extra messages are transmitted, thits tien
responses will continue to propagate until their deadlige i increase the network load but it is worth noticing that cointr
reached, consuming network bandwidth and storage capacitjieéssages have a very small size so the elimination of pending
in the relay nodes. We devised mechanisms for reducing théequests and responses-whose size can be orders of magnitud
number of redundant responses (and useless relayed mqued@rger— compensate in most cases for this augmentationn As i
in order to minimize this extra cost. These mechanisms will b some particular network conditions-that can be hardly rieatie
referred to as Redundant Response and Request Reductipn (Rt almost never encountered in practice—this healingnigale
in the remainder of this paper. It must be noticed that tiamit ~ May be not profitable, it is not systematically applied buyon
techniques that consist in performing some form of distsdu when a healing attribute containing ‘client’ is present e t
election among all the providers to ensure a unique respisnse reqguest header.
not applicable because the set of providers is not knownai pri Provider-initiated Cancellation: The third R4 technique,
and the absence of full connectivity of the network prectude the “Provider-initiated Cancellatién is a form of combination
learning its composition in a reasonable time. Our objecisv  of the two previous ones. It consists in starting the dissami
more realistic and so less ambitious: it will not guarantest t tion of cancellation messages by the providers before anssp
only one response reaches the client node but rather tries i@ known to have reached the client. A provider answering a
cancel the propagation of redundant messages. request creates and starts disseminating a control mesfage
Reactive Cancellation:The first R4 technique, that we type CureOthers similar to a CurAll message but that also
call “Reactive Cancellation”, is always applied. A provide includes the identityP of the provider. This message is a
subscribes for messages holding responses to requestgddt co command to cancel all the instances of the specified request
himself respond to. When a provider P1 receives such as well as all the corresponding responses but the one issued
response issued by another provider P2, and if P1 has not ybl P. A network node reacts only to the first CureOther message
himself answered the request, it gives up attempting to answ it receives for a given request, the subsequent ones ardysimp
the request and rather starts to relay the response of P4. If Rliscarded. A CureOther message is useful only if it is ralaye
had already answered the request, it compares the issued ddty more nodes than the providers of the concerned service
of the response of P2 and the one of its own response anfgain this type of control message should be relayed bysilmo
cancels the more recent one (i.e. it stops participatinghén t all the nodes). The objective is that a CureOther message
dissemination of the more recent response by removingnt fro issued by a provideP reaches the other providers quicker



that the response computed By and consequently eliminates to each response. Any provider is supposed to be able to
more redundant messages. However, in unfavorable networéxploit this information to re-establish on demand a caesis
conditions, it may happen that a CureOther message reachesnversational state.

a provider which would have otherwise issued a response that The session is considered broken when the last request dead-
would have been the first one to arrive at the client. Thusline has passed. The client recovers the session by ragsui
this healing techniqgue may theoretically delay the arriohl this request but this time without any destination attehus

the response to the client. Experiments we conducted teni did with the initial session request. This request corgai

to show that this delay is negligible whereas the gain inthe state information possessed by the client so the session
redundant message cancellation is significant (see seldfjon  can be resumed with a new compatible provider. Because any
The provider-initiated Cancellation is applied when thalimg compatible provider in the network can be used for session

attribute of the request header contains 'provider’. recovery (and given the fact that the first to respond will be
o ] chosen), this mechanism is efficient in terms of the timertake
C. Destination-based Invocation to re-establish the session.

If we consider that, in general, a client wants to use a servic
independently of its provider, we reckon with situations in
which a specific provider is expected to be addressed when The service platform described in this paper has been fully
transferring the invocation request. This can occur bexausimplemented in Java and a number of experiments have been
a provider is known to be the only one to ensure a certairconducted in networks composed of a few devices. In order to
quality of service or because of the very nature of the servic assess the performance of our approach in larger confignsati
(For example a service providing refreshed images of a givenve interfaced the service platform with the MADHOC simula-
geographical spot is likely to be implemented on a singletor [6]. Contrary to more popular wireless network simutato
provider located in this spot.). In our platform, this iswed as  Madhoc allows us to run the actual code of our platform,
a particular case of the content-based approach desciilo®e,a hence taking into account not only algorithmic issues but al
as the request can contain a destination attribute spebififie  the implementation choices we made.
client to identify the wanted provider. Providers do notpesd
to requests that contain such an attribute if its value dags n A. Simulation experiments
match their own identity. Network environments present different topologies and mo-

In the case of destination-based invocations, the Providerility behaviors that directly influence the quality of thergice
initiated Cancellation described above is (optionally)r-pe provision. We strove to adopt an as realistic as possible an
formed: as soon as the provider receives the request, it dissnvironment that is intended to model an urban area with
seminates a control message that will cancel this request, f buildings and road mobility restrictions. We consideredasea
this request will be of no use elsewhere. of 500x900 n? in which 100 individuals can stay temporarily
in one of the four buildings, and take roads to go from one
building to another at variable human walking speeds. At any

Stateful services require that the state of the conversatiotime an individual may stop for a random period of time
between a client and a single provider be maintained duringbetween 1 and 6 minutes). Nodes in the network represent
a period of time. A sequence of invocations takes place irusers equipped with wireless handheld devices that aretssdt
a session, whose state is generally handled by the providepn and off in a random manner. Nodes have different wireless
In the kind of environment we consider, a session cannot bg&nges whether they are indoor (20 m) or outdoor (50 m). A
considered as reliable. A session loss occurs in case thiglpro  node has affinities with some buildings and is not capable of
goes down or remains unreachable for too long a period oficcessing all the environment areas during a simulation run
time. We have adapted solutions for session recovery sorasti On each node of the network is deployed our service plat-
implemented in connected MANETSs. The general idea is tdform. One of the nodes plays the role of a service client that
let the session be managed by the client itself. The sessioties to use only one type of service. The service is propbged
state information is returned back to the client with everya variable number of provider nodes. The remaining nodes are
response, and is carried out by this client so that it can fincheither providers nor clients but are used as simple message
another provider in case the original one is unreachable. Threlays. In an environment dil nodes, containing provider
content-based invocation scheme described above allowed wmodes, we calk = (100 * p / N) the percentage of service
to perform such a session management simply but efficientlyteplication in the environment. In the scenario we studied i
When a client wants to use a session, it issues an initiathe simulation, the client discovers the service once. Then
invocation request holding a 'session’ attribute. Thisuesy is it performs a succession of invocation requests all alorgy th
disseminated over the network, and can be answered pdientia simulation period. We focus here on the evaluation of the
by several providers. When the first response (issued by @vocation phase.
providerP) reaches the client, the session is considered opened Two types of measurement are performed. Our first objective
with P from the client point of view, and subsequents requestss to estimate the client satisfaction in terms of delay @by
in the session are addressedRdwith a destination attribute between the time at which the client publishes its invocatio
set toP). The state information maintained I®/is appended request and the time at which it receives its response). Our

IV. EVALUATION

D. Stateful Invocations
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Figure 4. Impact of service replication on invocation gatison

second objective is to estimate the cost of our approachmmste C. Cost of redundant response reduction
of the load on the radio medium. For this purpose, we measure provider replication increases the network load by adding

the number of messages sent and received as well as the glokalira full load response messages. That is why we implerdente
amount of data transmitted. Figures are obtained by avegagi in our platform healing techniques in order to eliminate asm

measurements over 50 simulation runs. as possible unneeded messages. Here we show the effestivene
o . o of the three R4 techniques described in Section III-B, thiou
B. Exploitation of service replication their impact on the number of messages sent in the network as

The content-based approach we followed is intended to acwell as on the amount of data transferred. We also show that
celerate the invocation process when several providersopeo ~ the healing does not influence the satisfaction of clients.
the service. Figure 4 shows, for several service replinatites, Figure 5 shows the cumulative distribution of the number
a comparison of the invocation satisfaction delay obtaimken ~ Of responses sent by the providers against time when agplyin
(a) content-based invocation requests can reach any citiepat the R4 techniques, namely the Reactive Cancellation, Clien
provider and the client exploits the first received respamse  initiated Cancellation and Provider-initiated Cancetiat A
(b) when the invocation requests are sent with destinationf€férence curve has been added that gives the results etbtain
based messages, to a pre-discovered provider. Each cuge pl Without any healing (by removing the code of the Reactive
the cumulative distribution of the percentage of succéssfuCancellation that is normally systematically active). Fbe
invocations against the measured average delay. As an éxampScenario considered, the number of sent responses isoditBsti
in figure 4-(a), we see that around 70% of the invocations aréeduced by all the three techniques (by a factor of up to
completed in less than 10 minutes when the service reitati 4-7), even by those which are not always profitable in theory.
is of 5% (that is, when the service is provided by 5 of the 100/nterestingly, although the Provider-initiated Candtia may

nodes). 192 ; ‘ ‘
The results show that the use of content-based invocation Reactive Canoelation —o—
. . . . RC + Client-initiated Cancellation ——
effectively takes advantage of service replication: theartbe RC + Provider-initiated Cancellation ——

percentage of replication the quicker the curves reachgs hi 190

values, whereas replication has little effect when destina
based invocations are used. The curves in figure 4-(b) show
for example that, when considering a percentage of 80% of the
invocations completed, the satisfaction delay passes f2dm
minutes with no replication to 20 minutes with 30% replioati 50/
(compared to a change from 24 to 3 minutes when using
content-based invocations in the same conditions). Maeov 7 /o
it is worth noticing that the gain brought about by content- 05 T BT Ty
based invocations is significant even for a low percentage of Time (seconds)
Service rephcapgn. . ., Figure 5. Effect of the three R4 techniques on the suppnessdicedundant

In the remaining of the presented results, we will considefiesponses
only one value for the service replication, fixing it at a 10%.
low value has been chosen, knowing that the actual repicati theoretically delay useful responses and even prevent fizem
rate could vary a lot according to the nature of the applicati arriving at the client, the results for the considered sdena
services. do not reveal such a loss. This is illustrated by the two

Sent requests -------
Received responses — — —

108 1
100

Number of messages

3500



dotted lines in the lower part of Figure 5, which represent In the routed scheme, the client iterates on the following
the cumulative number of requests sent by the client andteps: (1) it discovers a list of providers that propose the
the cumulative number of responses effectively received byservice it wants by broadcasting a discovery request imtisee
this client (with Reactive Cancellation and Provideriatéd  communication island and by waiting for a discovery respans
Cancellation activated): responses are, as expectedtlglig (2) it opens a session with the first provider that respond ; (
delayed, but the client eventually receives them all. it performs a sequence of invocations to the chosen provider
When considering the network load, the impact of networkuntil the session is broken. The scenario with our session
healing is even more important. Extra messages are added bxgcovery scheme is simpler as the discovery phase has net to b
they have a small footprint and they allow saving requests anrepeated: after having discovered the existence of theedant
responses (which may be of relatively large size). In peacti service, the client iterates on the following steps: (1Lgitfprms
the volume of the request and responses saved can largedy first content-based invocation, opening a session with the
compensate the volume of extra control messages. This ifirst provider that responds ; (2) it performs a sequence of
confirmed by the results given in Figure 6. This figure plotsdestination-based invocations to this provider until thesson
the cumulative network load sent by all the nodes into theis broken.
network medium when no healing is applied as well as when Figure 7 shows the cumulative distribution of the perceamtag
the three R4 techniques we presented are used together. Thé session recovery in the two schemes. Our session recovery
network load is divided in two values: the cumulative useful scheme clearly outperforms the routed scheme. For example,
payload (i.e. the requests and responses), and the cusulatiwith our approach, 60% of the sessions are recovered in less
size of control messages (at the service and the commuoricati than 20 minutes whereas only 25% of the sessions are recbvere
level, including extra control messages due to healing). Wen less that this same duration with the routed scheme. Two
considered an average size of 26 kB for requests and responsenain reasons explains it: the discovery phase is performed
As expected, the amount of control data slightly increase®nly once, and our communication method is not limited to
when the healing is activated, but this extra cost is verylismathe communication island so it allows the client to reach any
compared to the amount of data that is required for redundantrovider in the network when trying to re-establish a sessio
requests and responses when no healing is applied: for tine en
experiment, 27 MB of control messages are added but 142 MB
of useful payload are saved.
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Figure 6. Cumulative load sent into the network medium
V. RELATED WORK

A number of research works are concerned with communi-
cation in disconnected MANETSs, mainly with the objective of

We compared the efficiency of our session discovery mechproviding destination-based communication [7], [8] anchse
anism based on content-based invocation to a more classtanes proposing content-based approaches [9]. A notieeabl
approach used in MANETS. In this latter approach, commu-contribution in this area has been made in the European Eaggl|
nication can only take place inside an island, using muwp-h project [10]. All of these works however focus on communica-
transmissions that exploit a routing algorithm. We meadtine  tion issues and do not address the problems of the design and
time taken for session recovery in a simulated scenarioavaer the implementation of a service platform targeting disemted
client tries to maintain a session with a service providéthiw MANETs. On the other hand service-oriented programming in
which it periodically sends invocation requests with a Sumé  pervasive environments has been the object of many research
timeout (The session is considered broken if the response hactivities. Most of them primarily focus on service discgve
not arrived 5 minutes after the request is sent.). Each of th@rotocols using traditional centralized service diree®rover
providers are randomly turned off and back on 5 times duringnfrastructure-based (LAN) or single-hop wireless nekgor
a simulation run. ([11] presents a survey of the main protocols).

D. Session recovery



Recently, the characteristics of MANETs (dynamicity, low As we rely on a store-carry-and-forward approach for messag
resources, unreliable transmissions) have been takenab#o dissemination, some messages need to be physically trans-
count, With the development of specific discovery protocols ported, at human speed. However, simulation results namely
as part of the routing layer [12], [13] or as part of the show that the multiplicity of compatible providers is effigely
service layer with no dependency on routing [14]. In theseexploited as the satisfaction delays perceived by the tsliean
protocols, communications are still considered achievalsld be drastically reduced even with a relatively low perceataf)
to some extent sustainable (routes between hosts can alwayeplication of the service providers. Moreover, as far ds/agk
be established). Konark [14] uses a distributed multi-hdp a load is concerned, the implemented healing techniquesedrov
vertisement/discovery scheme but relies on a local multica efficient: the number of redundant messages can be sigrilfican
and implements connected invocations that are not suifable decreased while keeping the satisfaction ratio at a higheval
disconnected environments. Other efforts try to createtaali
higher-level network in MANETs where some selected nodes

are assigned special functionalities. Some of them imphme REFERENCES
semi-centralized directories for discovery [15] W_herehe'm [1] T. Clausen and P. Jacquet, “Optimized Link-State Rautffrotocol
terconnected network (small connected network islandohas (OLSR),” IETF, RFC 3626, oct 2003.

directory, while others assign network service brokery {6 [2] C. Perkins, E. Royer, and S. Das, “Ad hoc On-Demand Di#an

Vector (AODV) Routing,” IETF, RFC 3561, 2003.
create network backbones [17]. Our prototype does not aessum[S] A. Carzaniga and A. L. Wolf, “Content-based Networking: New

any V'able mterconpectmns SO ?‘?‘Ch host is responsiblésfor Communication Infrastructure,” iVorkshop on an Infrastructure for
own service repository. In addition, we do not use overlay  Mobile and Wireless Systenser. LNCS, no. 2538. Scottsdale, USA:
network structures nor maintain discovery routes. Othéu-so Springer, Oct. 2001.

tions propose session management over routed MANETs. GSR! E;:S”igrvpibig'hbghk'?s-cﬁgg&g‘&“%s&dpﬁtﬂ\g- gjr'\’/‘;;’;g?‘%g"agg’
S [12] enables group-based service discovery using disgove 114-131, 2003, ' '

requests and advertisements, and reuses the paths ofefigcov [5] J. Haillot and F. Guidec, “A Protocol for Content-Basedr@mu-
to also handle data transmission for routing invocationth wi nication in Disconnected Mobile Ad Hoc Networks,” int. Conf.
session failure management. "Follow-me" sessions [18baite Oonkir'?:xgng‘;d;r?foh;l’;‘:it;)(;‘oé\‘em’ork'”g and Applications (ADE)
on the same concept of interchangeably invoking compatible 6] L. Hogie: P pBOL’Jvry, and E. Guinand, “The MADHOC simulgto
providers in a MANET. A form of content-based addressing is http:/Awww-lih.univ-iehavre. frthogie/madhoc.

used for maintaining opened sessions but the focus is put or{7] Z. Zhang, “Routing in Intermittently Connected MobiledAHoc

server code migration rather than on the support of a pessibl ~ Networks and Delay Tolerant Networks: Overview and Chagjeesy’
fragmentation of the network IEEE Communications Surveys and Tutorjalsl. 8, no. 1, pp. 24-37,

Jan. 2006.
[8] L. Pelusi, A. Passarella, and M. Conti, “Opportunistietitorking:
V1. CONCLUSION Data Forwarding in Disconnected Mobile Ad Hoc NetworkEEE

: . : : : Communications Magazinélov. 2006.
We presented in this paper the outline of a service middle- [9] P. Costa, M. Musolesi, C. Mascolo, and G. P. Picco, “Atapt

ware platform that specifically targets disconnected MANET Content-based Routing for Delay-tolerant Mobile Ad Hocwaks,”
The originality of our approach resides in the fact that we UCL, Tech. Rep., Aug. 2006. _
build service-level facilities on top of a communicatiorygéa  [10] "Haggle Project,” http://www.haggleproject.org.

. . . " 11] F. Zhu, M. Mutka, and L. Ni, “Service Discovery in Perias
that provides network-wide dissemination of messagesdbas Computing EnvironmentsEEE Pervasive Computingol. 4, no. 4.

on content-based and opportunistic communication. This-co pp. 81-90, Dec. 2005.

munication layer is used through a publish/subscribe faater [12] D. Chakraborty, A. Joshi, and Y. Yesha, “Integrating\Bee Discov-
not only for service discovery but also for service invooati ery with Routing and Session Management for Ad-hoc Netwbrks
. We dpscribed the implementation ofa form of con.te.nt_-baseql?)] ﬁggoénggmggf’sw'zﬁég& é" prféozd?f"_azﬁg’cl\.ﬂaé ZPO;ﬁirSeWice
invocation that can benefit from the potential multiplicity Discovery Architectures for On-Demand Ad Hoc Network&gd Hoc
providers of a given service in the network. Several conbpati and Sensor Wireless Networksl. 1, 2006.

providers can reply to an invocation request issued by é14] S. Helal, N. Desai, V. Verma, and C. Lee, “Konark : Seev[aiscovery

. . - . . and Delivery Protocol for Ad-hoc Networks,” imt. Conf. on Wireless
client, enhancing the probability for this request to beidlp Communice)l/tion Networks (WCNQYew Orleans, USA, Mar. 2003.

answered, which can prove CrUCiall in a context where frequen;s] F. sailhan and V. Issarny, “Scalable Service DiscovieryMANET,”
contacts between clients and providers are not guaranfeed. in Int. Conf. on Pervasive Computing and Communications (Per-
exploiting multiples providers generates redundant neses, Com'2005) Hawai, USA, Mar. 2005. o _
we proposed several healing techniques to compensatettae ex[16] A- Nedos, K. Singh, and S. Clarke, "Service™. Distribdt Service

. . . Advertisement for Multi-Service, Multi-Hop MANET Enviranents,
cost in terms of network Ioad: The aPProaCh IS appllled for in Int. Conf. on Mobile and Wireless Communication Networks
the invocation of stateless services and is also used fsioses (MWCN'05) Marrakech, Morocco, Sep. 2005.
recovery when using stateful services. [17] U. C. Kozat and L. Tassiulas, “Network Layer Support faervice

; ; : ; ; . Discovery in Mobile Ad Hoc Networks,” indoint Conf. of the IEEE
f SIT]matl(?S EXpendmentz Invr(l)IVIr!g tTe.reaI Cog.e. of the-plat Computer and Communications Societies (IEEE/INFOCOM3200
orm have been conducted. .T e simulation conditions were as  gan Francisco, USA, Apr. 2003.
realistic as possible, modeling pedestrians in an urbar env[18] R. Handorean, R. Sen, G. Hackmann, and G.-C. Roman, t&&bn
ronment. Of course the delays observed for service invarcati Aware Session Management for Services in Ad Hoc Networks,” i

are directly correlated to the mobility of the network nades Int. Conf. on Services Computing (SCC'P8ylando, USA, Jul. 2005.



