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Central limit theorem for products
of toral automorphisms

J.-P. Conze, S. Le Borgne, M. Roger

10 June 2010

Abstract

Let (τn) be a sequence of toral automorphisms τn : x → Anx mod Z
d with An ∈ A, where

A is a finite set of matrices in SL(d,Z). Under some conditions the method of ”multiplicative

systems” of Komlòs can be used to prove a Central Limit Theorem for the sums
∑n

k=1 f(τk ◦
τk−1 · · · ◦ τ1x) if f is a Hlder function on Td. These conditions hold for 2 × 2 matrices with

positive coefficients. In dimension d they can be applied when An = An(ω), with independent

choices of An(ω) in a finite set of matrices ∈ SL(d,Z), in order to prove a ”quenched” CLT.

Introduction

Let us consider a sequence of maps obtained by composition of transformations (τn)
acting on a probability space (X,B, λ). The iteration of a single measure preserving
transformation corresponds to the classical case of a dynamical system. The case of several
transformations has been also considered by some authors, and the stochastic behavior
of the sums

∑n
k=1 f(τk ◦ τk−1 · · · ◦ τ1x), for a function f on X , has been studied on some

examples. For example the notion of stochastic stability is defined using composition of
transformations chosen at random in the neighborhood of a given one. Bakhtin considered
in [Ba95] non perturbative cases with geometrical assumptions on the transformations.
In the non-invertible case, the example of sequences of expanding maps of the interval
was carried out in [CoRa07].

Here we consider the example of automorphisms of the torus. Given a finite set A of
matrices in SL(d,Z), to a sequence (Ai)i∈N taking values in A corresponds the sequence
(τi)i∈N of automorphisms of the torus Td defined by: τi : x 7→ At

ix mod 1. If the choice in
A of the matrices is random, we write Ai(ω) and τi(ω).

Let f : Td → R be a Hlder function with integral zero. A question is the existence of
the variance and the central limit theorem for the sums SNf =

∑N
k=1 f(τk...τ1.) and the

Lebesgue measure λ on the torus.

When the matrices are chosen at random and independently, our problem is strongly
related to the properties of a random walk on SL(d,Z). Among the many works on
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random walks on groups let us mention a paper of Furman and Shalom which deals with
questions directly connected to ours. Let µ be a probability measure on SL(d,Z). Let
P = µ⊗N the product measure on Ω := SL(d,Z)N. In [FuSh99], if the group generated
by the support of µ has no abelian subgroup of finite index and acts irreducibly on
R

d, a spectral gap is proved for the convolution by µ on L2
0 and a CLT is deduced for

f(τk(ω) . . . τ1(ω)x) as a random variable defined on (Ω× T
d,P⊗ λ). Remark that results

of Derriennic and Lin [DeLi03] imply the CLT for f in L2
0 not only for the stationary

measure of the Markov chain, but also for λ-almost every x, with respect to the measure
starting from x. This is a quenched CLT, but with a meaning different from ours: for
them x is fixed, for us ω is fixed. Note also the following ”quenched” theorem in [FuSh99]:
for any f in L2

0, for any ǫ > 0, for P-almost every ω,

1√
n

n
∑

k=1

f(τk(ω) . . . τ1(ω)·) = o(log3/2+ǫ n).1

Our main result here is the following:

Theorem Let A be a proximal and totally irreducible finite set 2 of matrices d × d with

coefficients in Z and determinant ±1. Let µ be a probability measure with support A and

P = µ⊗N be the product measure on Ω := AN. Let f be a centered Hlder function on T
d

or a centered characteristic function of a regular set. Then, if f 6≡ 0, for P-almost every

ω the limit σ(f) := limn
1√
n
‖Sn(ω, f)‖2 exists and is positive, and

(

1

σ(f)
√
n

n
∑

k=1

f(τk(ω) . . . τ1(ω)·)
)

n≥1

converges in distribution to the normal law N (0, 1) with a rate of convergence.

An analogous result has been proved for positive 2×2 matrices and differentiable functions
f in [AyLiSt07] via a different method.

The paper is organized as follows. In Section 1 we give sufficient conditions that ensure
the approximation by a normal law of the distribution of the normalized sums 1

‖Sn‖2SNf .

The proof is based on the method of multiplicative systems (cf. Komlòs [Ko73]) (see B.
Petit [Pe92] for an other application of this method). In Section 2, we address the case
of a product of independent matrices and prove a ”quenched” CLT as mentioned above.
The key inequalities are deduced from results of Guivarc’h and Raugi ([GuRa85], [Gu90]).
Section 3 is devoted to the general stationary case under stronger assumptions on the set
A, in particular for 2× 2 positive matrices.

Acknowledgements We thank Guy Cohen for his valuable comments on a preliminary
version of this paper.

1This is true in a more general abstract situation (see [FuSh99])
2 The result is still true if A is proximal, irreducible on R

d and the semigroup generated by A coincide
with the group generated by A.
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1 Preliminaries

1.1 A criterion of Komlòs

Notations Let d be an integer ≥ 2 and ‖ · ‖ be the norm on R
d defined by ‖x‖ =

max1≤i≤d |xi|, x ∈ R
d. We denote by d(x, y) := infn∈Zd(‖x − y − n‖) the distance on the

torus. The characters of the torus, t → e2πi〈n,t〉 for n = (n1, ..., nd) ∈ Z
d, are denoted by

χ(n, t) or by χn(t).

The Fourier coefficients of a function h ∈ L2(Td) are denoted by (ĥ(n), n ∈ Z
d). The

Hlder norm of order α of an α-Hlder function f on the torus is

‖f‖α = ‖f‖∞ + sup
x 6=y

|f(x)− f(y)|
d(x, y)α

.

A subset E of the torus is said to be regular if there exist C > 0 and α ∈]0, 1] such that

λ({t ∈ T
d : d(t, ∂E) ≤ ε}) ≤ Cεα, ∀ε > 0.

The Lebesgue measure on T
d is denoted by λ. It is invariant under the action of automor-

phisms of the torus. The action of a product of automorphisms τj ...τi, j ≥ i, corresponds

3



to the action on the characters of the matrices which define the automorphisms by com-

position on the right side. If A1, A2, . . . is a sequence of matrices, if i ≤ j are two positive
integers, we use the notation

Aj
i := Ai . . . Aj . (1)

Multiplicative systems

In the proof of the central limit theorem we will use a lemma on ”multiplicative systems”
(cf. Komlòs [Ko73]). The quantitative formulation of the result will yields a rate of
convergence in the CLT. The proof of the lemma is given in appendix.

Lemma 1.1. Let u be an integer ≥ 1, (ζk)0≤k≤u−1 be a sequence of length u of real bounded

random variables, and a be a real positive number. Let us denote, for x ∈ R:

Z(x) = exp(ix
u−1
∑

k=0

ζk(.)), Q(x, .) =
u−1
∏

k=0

(1 + ixζk(.)),

Y =
u−1
∑

k=0

ζ2k , δ = max
0≤k≤u−1

‖ζk‖∞.

There is a constant C such that, if |x| δ ≤ 1, then

|E[Z(x)]− e−
1
2
ax2 | ≤ Cu|x|3δ3 + 1

2
x2‖Q(x)‖2‖Y − a‖2 + |1− E[Q(x)]|. (2)

If moreover |x|‖Y − a‖
1
2
2 ≤ 1, then

|E[Z(x)]− e−
1
2
ax2| ≤ C u |x|3δ3 + (3 + 2 e−

1
2
ax2 ‖Q(x)‖2)|x|‖Y − a‖

1
2
2 + e−

1
2
ax2 |1− E[Q(x)]|. (3)

If E[Q(x, .)] ≡ 1, the previous bound reduces to

Cu |x|3δ3 + (3 + 2 e−
1
2
a x2 ‖Q(x)‖2) |x|‖Y − a‖

1
2
2 . (4)

1.2 Bounding |E[eix
Sn

‖Sn‖2 ]− e−
1

2
x2|

The application of the lemma to the action on the torus of matrices in SL(d,Z) requires
a property of ”separation of the frequencies” which is expressed in the following property.

Property 1.2. Let (A1, . . . , An) be a finite set of matrices in SL(d,Z) and let (D,∆) be
a pair of positive reals. We say that the property S(D,∆) is satisfied by (A1, . . . , An) if

the following property is satisfied:
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Let s be an integer ≥ 1. Let 1 ≤ ℓ1 ≤ ℓ′1 ≤ ℓ2 ≤ ℓ′2 ≤ ℓ3 ≤ ... < ℓs ≤ ℓ′s ≤ n be any

increasing sequence of 2s integers, such that ℓj+1 ≥ ℓ′j + ∆ for j = 1, ..., s − 1. Then

for every families p1, p2, ..., ps and p′1, p
′
2, ..., p

′
s ∈ Z

d such that A
ℓ′s
1 p

′
s + Aℓs

1 ps 6= 0 and

‖pj‖, ‖p′j‖ ≤ D for j = 1, ..., s, we have:

s
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ] 6= 0. (5)

A particular case of the property is the following. Let s be an integer ≥ 1. Let ℓ1 < ℓ2 <
... < ℓs be any increasing sequence of s integers such that ℓj+1 ≥ ℓj+∆ for j = 1, ..., s−1.
Then for every family p1, p2, ..., ps ∈ Z

d such that ps 6= 0 and ‖pj‖ ≤ D for j = 1, ..., s, we
have:

s
∑

j=1

A
ℓj
1 pj 6= 0. (6)

This condition implies a multiplicative property as shown by the following lemma:

Lemma 1.3. Let (D,∆) be such that the property S(D,∆) holds with respect to the

finite sequence of matrices (A1, . . . , An). Let g be a trigonometric polynomial such that

ĝ(p) = 0 for ‖p‖ > D. If ℓ1 < ℓ2 < ... < ℓs is an increasing sequence of integers such that

ℓj+1 ≥ ℓj +∆ for j = 1, ..., s− 1, then

∫ s
∏

j=1

g(τℓj ...τ1t) dt = 0.

Recall that the transformation τℓ is associated to the matrix Aℓ as said in the introduction.

In what follows, relative sizes of D and ∆ will be of importance. The interesting case is
when S(D,∆) is satisfied with ∆ small compared to D (say ∆ of order lnD). We will
now focus on the characteristic function

E[eixSn ] =

∫

Td

eix
∑n−1

ℓ=0 gn(τℓ...τ1t) dt

for a real trigonometric polynomial gn, where Sn are the ergodic sums

Sn(t) =

n
∑

ℓ=1

gn(τℓ...τ1t).

We will use the inequality given by the following lemma for large integers n. Typically, if
‖Sn‖2 is of order

√
n, it will be applied when ∆n is small compared with nβ/2.

Lemma 1.4. Let n be an integer. Suppose that there exist β ∈]0, 1[, Dn > 0, ∆n > 0
such that ∆n < 1

2
nβ and S(Dn,∆n) is satisfied with respect to the finite sequence of

matrices (A1, . . . , An). Then, if gn is a real trigonometric polynomial with ĝn(p) = 0 for
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‖p‖ > Dn, there exists a polynomial function C with positive coefficients such that, for

|x|‖gn‖∞nβ ≤ ‖Sn‖2 and |x|‖gn‖1/2∞ n
1+3β

4 ≤ ‖Sn‖2:

|E[eix
Sn

‖Sn‖2 ]− e−
1
2
x2 |

≤ C(‖gn‖1/2∞ )[|x|‖Sn‖−1
2 ∆nn

1−β
2 + |x|3‖Sn‖−3

2 n1+2β + |x|‖Sn‖−1
2 n

1+3β
4

+|x|2‖Sn‖−1
2 n

1−β
2 ∆n + |x|2‖Sn‖−2

2 n1−β∆2
n]. (7)

Proof The proof of (7) is given in several steps.

A) Replacement of Sn by a sum with ”gaps”

In order to apply Lemma 1.1, we replace the sums Sn by a sum of blocks separated by an
interval of length ∆n.

Let β ∈]0, 1[, Dn, ∆n and gn as in the statement of the lemma. We set:

vn := ⌊nβ⌋, un := ⌊n/vn⌋ ≤ 2n1−β, (8)

Lk,n := kvn, Rk,n := (k + 1)vn −∆n, (9)

Ik,n := [Lk,n, Rk,n], for 0 ≤ k ≤ un − 1. (10)

Let S ′
n(t) be the sum with ”gaps”:

S ′
n(t) :=

un−1
∑

k=0

Tk,n(t), (11)

where
Tk,n(t) :=

∑

Lk,n<ℓ≤Rk,n

gn(τℓ...τ1t). (12)

The interval [1, n] is divided into un blocks of length vn − ∆n. The number of blocks is
almost equal to n1−β and their length almost equal to nβ. The integers Lk,n and Rk,n

are respectively the left and right ends of the blocks, which are separated by intervals of
length ∆n. The array of r.v.’s (Tk,n) is a ”multiplicative system” in the sense of Komlòs.

Expression of |Tk,n(t)|2

|Tk,n(t)|2 = (
∑

ℓ′∈Ik,n

∑

p′∈Zd

ĝ(p′)χ(Aℓ′

1 p
′, t)) (

∑

ℓ∈Ik,n

∑

p∈Zd

ĝ(p)χ(−Aℓ
1p, t))

=
∑

p,p′∈Zd

∑

ℓ,ℓ′∈Ik,n

ĝ(p′)ĝ(p)χ(Aℓ′

1 p
′ − Aℓ

1p, t)

= σ2
k,n +Wk,n(t),

with

σ2
k,n :=

∫

|Tk,n(t)|2dt =
∑

p,p′∈Zd

ĝ(p′)ĝ(p)
∑

ℓ,ℓ′∈Ik,n

1Aℓ′
1 p′=Aℓ

1p
, (13)

Wk,n(t) :=
∑

p,p′∈Zd

ĝ(p′)ĝ(p)
∑

ℓ,ℓ′∈Ik,n:Aℓ′
1 p′ 6=Aℓ

1p

χ(Aℓ′

1 p
′ −Aℓ

1p, t).

6



B) Application of Lemma 1.1 We will now apply Lemma 1.1 to the array of r.v.’s (Tk,n, 0 ≤
k ≤ un − 1). For a fixed n, we use the same notations as in the lemma: u = un and for
k = 0, ..., un − 1

ζk = Tk,n, Y = Yn =

un−1
∑

k=0

|Tk,n|2,

a = an = E(Yn) =
∑

k

σ2
k,n.

With the notation of the lemma, the expression of Qn(x, t) is

Qn(x, t) =

un−1
∏

k=0

(1 + ixTk,n(t)) . (14)

First let us checked that E[Qn(x, .)] = 1, ∀x. The expansion of the product gives

Qn(x, t) = 1 +

un
∑

s=1

(ix)s
∑

0≤k1<...<ks≤un−1

s
∏

j=1

Tkj ,n(t).

The products
∏s

j=1 Tkj ,n(t) are combinations of expressions of the type: χ(
∑s

j=1A
ℓj
1 pj , t),

with ℓj ∈ Ikj ,n and ‖pj‖ ≤ Dn. So, by the property S(D,∆),
∑s

j=1A
ℓj
1 pj 6= 0, and

∫ s
∏

j=1

Tkj ,n(t) dt = 0 (cf. Lemma 1.3).

Now we successively bound the quantities involved in Inequality (4).

B1) Bounding unδ
3
n

unδ
3
n = un max

0≤k≤un−1
‖Tk,n‖3∞ ≤ Cn1−β‖gn‖3∞n3β = C‖gn‖3∞n1+2β.

B2) Bounding ‖Yn − an‖2
If U1, ..., UL are real square integrable r.v.’s such that

E[(Uk − EUk)(Uk′ − EUk′)] = 0, ∀1 ≤ k < k′ ≤ L,

then the following inequality holds

‖
∑

k

Uk −
∑

k

E [Uk]‖22 =
∑

k

E [U2
k ]− (

∑

k

E [Uk])
2

≤
∑

k

E [U2
k ] ≤ Lmax

k
‖Uk‖∞max

k
E(|Uk|).
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We apply this bound to Uk = (Tk,n)
2 and L = un (remark that T 2

k,n = σ2
k,n +Wk,n and

that we have orthogonality:
∫

Wk,nWk′,ndt = 0, 1 ≤ k < k′ < un, due to the choice of the
gap. Using rough bounds for ‖Tk,n‖2∞ and ‖Tk,n‖22, it implies

‖
∑

k

T 2
k,n −

∑

k

σ2
k,n‖22 ≤ un‖gn‖2∞v2nmax

k
σ2
k,n ≤ 2‖gn‖2∞n1+β max

k
σ2
k,n.

So we have

|x|‖Yn − an‖
1
2
2 ≤ 21/4‖gn‖1/2∞ |x|n 1+β

4 max
k

σ
1
2
k,n. (15)

B3) Bounding E|Qn(x)|2

This is the main point. We have

|Qn(x, t)|2 =

un−1
∏

k=0

(1 + x2|Tk,n(t)|2) =
un−1
∏

k=0

[1 + x2σ2
k,n + x2Wk,n(t)] (16)

=

un−1
∏

k=0

[1 + x2σ2
k,n]

un−1
∏

k=0

[1 +
x2

1 + x2σ2
k,n

Wk,n(t)] (17)

We will show that the integral of the second factor with respect to t is equal to 1. The
first factor in (17) is constant and the bound 1 + y ≤ ey, ∀y ≥ 0, implies

un−1
∏

k=0

[1 + x2σ2
k,n] ≤ ex

2
∑un−1

k=0 σ2
k,n = eanx

2

.

Hence the bound
∫

|Qn(x, t)|2 dt ≤ eanx
2

.

It remains to show that

∫ un−1
∏

k=0

[1 +
x2

1 + x2σ2
k,n

Wk,n(t)] dt = 1.

In the integral the products Wk1(t)...Wks(t), 0 ≤ k1 < ... < ks < un, are linear combina-
tions of expressions of the form

χ(
s
∑

j=1

[A
ℓ′j
1 p

′
j −A

ℓj
1 pj], t),

where ℓj , ℓ
′
j ∈ Ikj ,n, A

ℓ′j
1 p

′
j 6= A

ℓj
1 pj, j = 1, ..., s and pj, p

′
j are vectors with integral co-

ordinates and norm ≤ Dn which correspond to the non null terms of the trigonometric
polynomial gn.

8



As S(Dn,∆n) is satisfied, our choice of gap in the definition of the intervals Ikj ,n implies
∑s

j=1(A
ℓ′j
1 p

′
j − A

ℓj
1 pj) 6= 0 and so the integral of the second factor in (17) reduces to 1.

From the previous inequalities (in particular (15) and (4) of Lemma 1.1) we deduce that,

if |x|‖gn‖∞nβ ≤ 1 and |x|21/4‖gn‖1/2∞ n
1+β
4 maxk σ

1
2
k,n ≤ 1, then

|E[eixS′
n]− e−

1
2
anx2| ≤ |x|3unδ3n + (3 + 2 e−

1
2
an x2 ‖Q(x)‖2) |x|‖Y − an‖

1
2
2

≤ C(|x|3‖gn‖3∞n1+2β + |x|‖gn‖1/2∞ n
1+β
4 max

k
σ

1
2
k,n). (18)

C) Bounding the difference between Sn and S ′
n

Recall that Sn is the sum
∑n

1 gn(τk...τ1x) and S ′
n =

∑

k Tk,n is the sum with gaps. We
still have to bound the error made when replacing Sn by S ′

n:

‖Sn − S ′
n‖22 =

∫

|
un−1
∑

k=0

∑

Rk,n<ℓ≤Lk+1,n

gn(τℓ...τ1t)|2 dt

=
un−1
∑

k=0

∫

|
∑

Rk,n<ℓ≤Lk+1,n

gn(τℓ...τ1t)|2 dt

+2
∑

0<k<k′≤un−1

∫

∑

Rk,n<ℓ≤Lk+1,n

gn(τℓ...τ1t)
∑

Rk′,n<ℓ′≤Lk′+1,n

gn(τℓ′ ...τ1t) dt.

The length of the intervals for the sums in the integrals is ∆n. The second sum in the
previous expression is 0 by Lemma 1.3 (since nβ − ∆n > ∆n). Each integral in the first
sum is bounded by ‖gn‖2∞∆2

n. It implies:

‖Sn − S ′
n‖22 ≤ ‖gn‖22∆2

n un ≤ 2‖gn‖2∞n1−β∆2
n. (19)

Thus, we have

|‖Sn‖22 − ‖S ′
n‖22| ≤ 2‖Sn‖2‖Sn − S ′

n‖2 + ‖Sn − S ′
n‖22

≤ 2
√
2‖Sn‖2‖gn‖∞n

1−β
2 ∆n + 2‖gn‖2∞n1−β∆2

n. (20)

On an other hand, setting Zn(x) = eixSn , Z ′
n(x) = eixS

′
n, we have:

|E[Zn(x)− Z ′
n(x)]| ≤ E[|1− eix(Sn−S′

n)|] ≤ |x|E[|Sn − S ′
n|] ≤ |x|‖Sn − S ′

n‖2
≤

√
2|x|‖gn‖∞n

1−β
2 ∆n. (21)

D) Conclusion

Now we gather the previous bounds. Recall that σ2
k,n (defined by (13)) is bounded by

C‖gn‖2∞n2β .
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From (21), (20) and (18), we get that, if |x|‖gn‖∞nβ ≤ 1 and |x|‖gn‖1/2∞ n
1+3β

4 ≤ 1:

|E[eixSn]− e−
1
2
‖Sn‖22x2 |

≤ |E[eixSn]− E[eixS
′
n ]|+ |E[eixS′

n ]− e−
1
2
anx2 |+ |e− 1

2
anx2 − e−

1
2
‖Sn‖22x2|

≤ |E[eixSn]− E[eixS
′
n ]|+ C(|x|3‖gn‖3∞n1+2β + |x|‖gn‖1/2∞ n

1+β
4 max

k
σ

1
2
k,n) +

1

2
x2|an − ‖Sn‖22|

≤ C(‖gn‖∞)[|x|∆nn
1−β
2 + |x|3n1+2β + |x|n 1+5β

4 + |x|2‖Sn‖2n
1−β
2 ∆n + |x|2n1−β∆2

n].

Replacing x by x‖Sn‖−1
2 , we obtain Inequality (7) of the lemma.

2 Products of independent matrices in SL(d,Z)

2.1 Products of matrices (reminders)

Let A be a finite set of matrices d× d with coefficients in Z and determinant ±1. Let H
be the semi-group generated by A.

We assume that there is a contracting sequence in H (proximality). This property holds
if A contains a matrix with a simple dominant eigenvalue. We assume also total irre-
ducibility of H . It means that, for every r, the action of H on the exterior product of
∧

r R
d has no invariant finite unions of non trivial sub-spaces (cf. [Rau97] for this notion).

Let µ be a probability on A such that µ({A}) > 0 for every A ∈ A and let

Ω := AN = {ω = (ωn), ωn ∈ A, ∀n ∈ N}

be the product space endowed with the product measure P = µ
⊗

N. For every element ω
in Ω, we denote by Ak(ω) (or simply Ak) its k-th coordinate. In other words, we consider
a sequence of i.i.d. random variables (Ak) with values in SL(d,Z) and distribution µ,
where µ is a discrete probability measure with support A.

In this section, we prove a central limit theorem with a (small) rate of convergence for the
action of the product An(ω) . . .A1(ω) on the torus for a.a. ω. This establishes, in a more
general setting and by a different method, a ”quenched” central limit theorem obtained
in [AyLiSt07]. The proof relies on results on products of random matrices obtained by
Guivarc’h, Le Page and Raugi ([GuRa85], [Gu90], [LeP80], [GuLeP04]). Let us describe
the results we will need.

The group G = SL(d,Z) acts on the projective space Pd−1. We denote by (g, x) → g.x
the action. For µ a probability measure on G, this define a µ-random walk on Pd−1, where
the probability for going from x to g.x is dµ(g) (in our case µ has a finite support A and
dµ(g) is just µ(g)). Let X and A be two independent random variables, respectively with
values in Pd−1 and G, and with distribution ν and µ. Then the distribution of A.X is
µ ∗ ν, where

(µ ∗ ν)(ϕ) =
∫

Pd−1

∫

G

ϕ(g.x) dµ(g) dν(x).

10



The measure ν is µ-stationary if µ∗ν = ν, i.e., whenX andA.X have the same distribution.
If A is proximal and totally irreducible, then there is a unique µ-stationary measure on
Pd−1 denoted by ν.

Notations Let ϕ be a function on Pd−1. We set

[ϕ] = sup
u,v∈Pd−1,u 6=v

|ϕ(u)− ϕ(v)|
e(u, v)

,

where e is the distance on Pd−1 given by the sinus of the angle between two vectors. A
function ϕ is said to be Lipschitz if ‖ϕ‖ = ‖ϕ‖∞ + [ϕ] <∞.

For a matrix M ∈ Gl(d,R), we denote by

M = N(M) D(M) K(M) (22)

its Iwasawa decomposition with N(M) an upper triangular matrix and A(M) a diagonal
matrix with positive diagonal entries. For M = A1(ω) . . .An(ω), we write

N (n)(ω) := N(A1(ω) . . .An(ω)),

D(n)(ω) := D(A1(ω) . . .An(ω)),

K(n)(ω) := K(A1(ω) . . .An(ω)),

so that by (22): An
1 (ω) := A1(ω) . . .An(ω) = N (n)(ω)D(n)(ω)K(n)(ω).

Let a
(n)
i (ω) := Dii(A

n
1 (ω)), i = 1, ..., d, be the diagonal coefficients of the diagonal matrix

D(n).

Proposition 2.1. If A is proximal and totally irreducible, then there exist δ > 0, C > 0,
and ρ ∈]0, 1[ such that, for every Lipschitz function ϕ on Pd−1,

‖E(ϕ(An . . . A1.x))− ν(ϕ)‖∞ ≤ Cρn‖ϕ‖, (23)
∫

Ω

(

a
(n)
i (ω)

a
(n)
i+1(ω)

)δ

dω ≤ Cρn, ∀i = 1, · · · , d− 1, (24)

sup
n

∫

Ω

‖N (n)(ω)‖δ dP(ω) <∞, (25)

sup
x∈Sd−1

∫

Sd−1

|〈x, y〉|−δdν(y) < +∞. (26)

Proof. These statements are consequences of important results of Lepage and Guivarc’h.
They can be deduced: (23) from [LeP80], (24), (25), (26) respectively from Theorems 5,
6, 7’ of [Gu90].

Let us derive some consequences that we will need.

11



We first remark that almost surely a
(n)
d (ω) > a

(n)
i (ω), for i ∈ [1, d−1[, for n large enough.

The Markov inequality and (24) show that there are constants C > 0, ζ > 1, ξ0 ∈]0, 1[,
and a set En of measure ≤ Cξn0 such that, if ω does not belong to En, then

a
(n)
d (ω) > ζna

(n)
i (ω), ∀i = 1, · · · , d− 1. (27)

Let ed be the last element of the canonical basis of Rd. As tN (n) is lower triangular we
have

E(ϕ(tAn . . .
tA1.ed)) = E(ϕ(tK(n)D(n)tN (n).ed))

= E(ϕ(tK(n).ed)).

If we consider the set {tA,A ∈ A} of transposed matrices, the conditions of proximality
and irreducibility are also satisfied and we have the same results with a tA-stationary
measure ν ′. Because of (23) there exists β0 ∈ (0, 1) such that

‖E(ϕ(tA1 . . .
tAn.ed))− ν ′(ϕ)‖∞ ≤ Cβn

0 ‖ϕ‖.

But tAn . . .
tA1 and tA1 . . .

tAn have the same distribution. So, for ϕ a function on Pd−1,
under the proximality and irreducibility conditions, there exists β0 ∈ (0, 1) such that

‖E(ϕ(tK(n).ed))− ν ′(ϕ)‖∞ ≤ Cβn
0 ‖ϕ‖. (28)

The probability ν ′ satisfies the regularity property (26). We deduce that there exist C > 0,
δ > 0 such that, for x ∈ Sd−1 and ε > 0, we have

ν ′{y ∈ Sd−1 : |〈x, y〉| < ε} ≤ Cεδ. (29)

We are now ready to begin our proof.

2.2 Separation of frequencies

Lemma 2.2. There exist n0 ∈ N, C > 0, α ∈]0, 1[ and β ∈]0, 1[ such that, if εn ≥ βn,

then for n ≥ n0 and for every vector x:

P(‖A1 . . . Anx‖ ≤ εn‖A1 . . . An‖‖x‖) ≤ Cεαn. (30)

Proof Let (e1, . . . , ed) be the canonical basis of R
d. Let x be a unit vector. By expanding

x in the orthonormal basis (tK(n)e1, . . . ,
tK(n)ed), we get

A1(ω) . . .An(ω)x =
∑

i

〈x,tK(n)ei〉 a(n)i N (n)ei.

Hence:

‖A1(ω) . . .An(ω)(x)‖ ≤ a
(n)
d ‖N (n)‖

∑

i

|〈x,tK(n)ei〉| ≤ a
(n)
d ‖N (n)‖‖x‖ ≤ a

(n)
d ‖N (n)‖.

12



In particular the norm ‖A1(ω) . . .An(ω)‖ is less than a
(n)
d ‖N (n)‖.

On the other hand we have

‖A1(ω) . . .An(ω)(x)‖ ≥ a
(n)
d |〈x,tK(n)ed〉| − ‖N (n)‖

d−1
∑

i=1

a
(n)
i .

If the conditions

|〈x, tK(n)ed〉| ≥ 2εn‖N (n)‖, ad(An
1 ) > ζnai(A

n
1 ), ∀i ∈ [1, d− 1[,

are both satisfied, we have

‖A1(ω) . . .An(ω)(x)‖ ≥ 2εn‖N (n)‖ad(An
1 ) (1−

∑d−1
i=1 a

(n)
i

ad(An
1 )εn

)

≥ 2εn‖N (n)‖ad(An
1 ) (1− (d− 1)ζ−nε−1

n ).

Take ζ0 ∈ (1, ζ). If εn ≥ ζ−n
0 and (1− (d− 1)ζ−n0ζ0

n0) ≥ 1/2, then for n ≥ n0, we have:

‖A1(ω) . . .An(ω)(x)‖ ≥ εn‖N (n)‖ad(An
1 ) ≥ εn ‖A1(ω) . . .An(ω)‖.

Thus we have obtained that, for n ≥ n0,

P(‖A1 . . . Anx‖ ≤ εn‖A1 . . . An‖‖x‖) ≤ P(|〈x, tK(n)ed〉|
≤ 2εn‖N (n)‖) + P(ad(A

n
1 ) ≤ ζnai(A

n
1 )).

This inequality gives the following one for every bn. We will later chose bn related to εn.

P(‖A1 . . . Anx‖ ≤ εn‖A1 . . . An‖‖x‖) ≤ P(|〈x, tK(n)ed〉|
≤ 2εnbn) + P(‖N (n)‖ ≥ bn) + P(ad(A

n
1 ) ≤ ζnai(A

n
1 )).

Let x ∈ Pd−1 and ε > 0. By convolution one can smooth the indicator function of a ”strip”
in Pd−1. There exists (ϕx

ε) a Lipschitz function on the sphere with values between 0 and
1, such that ϕx

ε(y) = 1 on the set {y : |〈x, y〉| < 2ε}, = 0 on the set {y : |〈x, y〉| > 3ε},
and such that ‖ϕx

ε‖ < Cε−1. Using (28) and (29), we have:

P({ω : |〈x,tK(n)ed〉| < 2ε})

≤
∫

ϕx
ε(

tK(A1(ω) . . .An(ω))ed)dP(ω) ≤
∫

Sd−1

ϕx
ε (v)dν

′(v) + Cβn
0 ε

−1

≤ ν ′{v : |〈x, v〉| < 3ε}+ Cβn
0 ε

−1 ≤ C(3ε)δ + Cβn
0 ε

−1.

By taking ε = εnbn, it follows

P({ω : |〈x,tK(n)ed〉| < 2εnbn}) ≤ C(3εnbn)
δ + Cβn

0 (εnbn)
−1.

On the other hand, we have by (27)

P({ω : ad(A
n
1 (ω)) ≤ ζnad−1(A

n
1 (ω))}) ≤ Cξn0 ,

13



so that

P(‖A1 . . . Anx‖ ≤ εn‖A1 . . . An‖‖x‖)
≤ P(ad(A

n
1 ) ≤ ζnad−1(A

n
1 )) + P(|〈x,tK(n)ed〉| < 2εnbn) + P(‖N (n)‖ ≥ bn)

≤ Cξn0 + C(3εnbn)
δ + Cβn

0 ε
−1
n b−1

n + Cb−δ
n .

We are looking for α > 0 such that the following inequalities hold: b−δ
n ≤ εαn, (bnεn)

δ ≤ εαn,

ξn0 ≤ εαn and βn
0 ε

−1
n b−1

n ≤ εαn. Let us take α = δ/3 and bn = ε
−1/2
n . Then b−δ

n ≤ εαn and

(bnεn)
δ ≤ εαn. If εn ≥ β

n
1
2+α

0 and εn ≥ ξ
n/α
0 then the two other inequalities are satisfied.

So by taking β > max(ζ−1
0 , β

1
1
2+α

0 , ξ
1/α
0 ), we obtain (30).

Remark that the bound is uniform with respect to x in Sd−1.

Corollary 2.3. Let 0 < γ1 < γ2 < 1. For a.a. ω, there exists L1(ω) < +∞ such that,

for n ≥ L1(ω), for every vector p with integral coordinates and norm less than en
γ1 :

‖An
1p‖ ≥ e−nγ2‖An

1‖‖p‖.

Proof Let n ≥ n0 such that e−nγ2 ≥ βn. By Lemma 2.2, for each vector p we have

P(‖An
1p‖ ≤ e−nγ2‖An

1‖‖p‖) ≤ Ce−αnγ2
.

Therefore the probability that there is an integral vector p with a norm less than en
γ1

such that
‖An

1p‖ ≤ e−nγ2‖An
1‖‖p‖

is less then Cedn
γ1 e−αnγ2 . This is the general term of a summable series. We conclude by

the Borel-Cantelli lemma.

Corollary 2.4. For every M > 0, there exists F > 0 such that for a.a. ω, there is

L2(ω) < +∞ such that, for n ≥ L2(ω), for every vector p with integral coordinates and

norm less than nM :

‖An
1p‖ ≥ 1

nF
‖An

1‖‖p‖.

Proof Let n ≥ n0 such that n−F ≥ βn. Thus by Lemma 2.2, for each vector p, for n ≥ n0,
we have:

P(‖An
1p‖ ≤ 1

nF
‖An

1‖‖p‖) ≤ C
1

nαF
.

Therefore the probability that there is an integral vector p with a norm less than nM such
that

‖An
1p‖ ≤ 1

nF
‖An

1‖‖p‖

is less than CndM 1
nαF . If αF > dM +1 this is the general term of a summable series. We

conclude by the Borel-Cantelli lemma.
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Lemma 2.5. Let α, β ∈]0, 1[ given by Lemma 2.2. There exist n0 ∈ N, C > 0, such that

for every unit vector x, every sequence (εn) such that εn ≥ βn, every n and every integer

r = n0, · · · , n− n0, we have

P(‖A1 . . . Anx‖ ≤ εrεn−r‖A1 . . . Ar‖‖Ar+1 . . . An‖) ≤ C(εαr + εαn−r).

Proof If ‖A1 . . . Anx‖ > εr‖A1 . . . Ar‖‖Ar+1 . . . Anx‖ and ‖Ar+1 . . . Anx‖ > εn−r‖Ar+1 . . . An‖
then ‖A1 . . . Anx‖ > εrεn−r‖A1 . . . Ar‖‖Ar+1 . . . An‖. Thus

P(‖A1 . . . Anx‖ ≤ εrεn−r‖A1 . . . Ar‖‖Ar+1 . . . An‖)
≤ P(‖An

1x‖ ≤ εr‖Ar
1‖‖An

r+1x‖) + P(‖An
r+1x‖ ≤ εn−r‖An

r+1‖)

Lemma 2.2 shows that if εn−r ≥ βn−r, then, for n− r ≥ n0, we have

P(‖An
r+1x‖ ≤ εn−r‖An

r+1‖) ≤ Cεαn−r.

The bound obtained in Lemma 2.2 is uniform in x and the matrices An
r+1 and Ar

1 are
independent. Thus, if εr ≥ βr and r ≥ n0, one has

P(‖An
1x‖ ≤ εr‖Ar

1‖‖An
r+1x‖) = P(‖Ar

1A
n
r+1x‖ ≤ εr‖Ar

1‖‖An
r+1x‖)

≤
∫

Ω

P(‖Ar
1y‖ ≤ εr‖Ar

1‖‖y‖) dPAn
r+1x

(y)

≤ Cεαr .

Corollary 2.6. Let κ ∈ (0, 1) and F > 2
κα
. For a.e. ω, there is L3(ω) < +∞ such that,

for n ≥ L3(ω), for every integer r between nκ and n− nκ:

‖A1 . . . An‖ ≥ 1

rF (n− r)F
‖A1 . . . Ar‖‖Ar+1 . . . An‖. (31)

Proof If n is large enough and nκ ≤ r ≤ n − nκ, the inequalities r ≥ n0 and r−F ≥ βr

are satisfied. Let x be a unit vector. By Lemma 2.5, for every integer r between nκ and
n− nκ, we have

P(‖A1 . . . Anx‖ ≤ r−F (n− r)−F‖A1 . . . Ar‖ ‖Ar+1 . . . An‖) ≤ C(r−αF + (n− r)−αF ).

Therefore the probability that there is an integer r between nκ and n− nκ such that

‖A1 . . . Anx‖ ≤ r−F (n− r)−F‖A1 . . . Ar‖‖Ar+1 . . . An‖

is less than 2Cn(n−καF ). By the choice of F we have
∑∞

n=1 nn
−καF <∞.

From the Borel-Cantelli lemma, we deduce that, for a.a. ω, there is L3(ω) < +∞ such
that, for every n ≥ L3(ω), every integer r between nκ and n− nκ:

‖A1 . . . Anx‖ ≥ 1

rF (n− r)F
‖A1 . . . Ar‖‖Ar+1 . . . An‖.

In particular this imples (31).

15



Lemma 2.7. There exists C1 > 0 such that, for a.a. ω, there is L4(ω) < +∞ such that,

for n ≥ L4(ω), for every integer ℓ ∈ [1, n], for every r ∈ [C1 logn, n],

‖Aℓ+r
ℓ ‖ ≥ ζr(d−1)/d.

Proof We have ‖Ar
1‖ ≥ |a(r)d |. By a previous result, (cf. (27), there exist ζ > 1 and

ξ0 ∈]0, 1[ such that

P({|a(r)d | < ζr|a(r)i |}) ≤ Cξr0, ∀i = 1, · · · , d− 1.

On the other hand the product of the d
(r)
i ’s is one. We thus have:

P(‖Ar
1‖ < ζ ((d−1)/d)r) ≤ Cξr0. (32)

As the probability measure P is invariant by the shift, for every integer ℓ we have

P(‖Aℓ+r
ℓ ‖ < ζ ((d−1)/d)r) ≤ Cξr0. (33)

The probability that there exist 1 ≤ ℓ ≤ n, C1 logn ≤ r ≤ n such that ‖Aℓ+r
ℓ ‖ < ζ ((d−1)/d)r

is bounded by Cn2ξC1 logn
0 . If C1 > −3/ log ξ0 the sequence Cn2ξC1 logn

0 is summable. We
conclude by the Borel-Cantelli lemma.

The next proposition on separation of frequencies shows that, for M > 1 and γ ∈]0, 1[,
for a.e. ω, for n big enough, the property S(Dn,∆n) is satisfied with respect to the finite
sequence of matrices (A1(ω), . . . , An(ω)) for Dn = nM , ∆n = nγ . It will enable us to use
Inequality (7) of Lemma 1.4 with a well chosen γ.

Proposition 2.8. For every γ ∈]0, 1[, every M ≥ 1, for a.e. ω, there exists a rank

L5(ω) such that, for every n ≥ L5(ω), the property S(nM , nγ) is satisfied with respect the

finite sequence of matrices (A1(ω), . . . , An(ω)). That is: Let s be an integer ≥ 1. Let

1 ≤ ℓ1 ≤ ℓ′1 ≤ ℓ2 ≤ ℓ′2 ≤ ... ≤ ℓs ≤ ℓ′s ≤ n be an increasing sequence of 2s integers such

that ℓj+1 ≥ ℓ′j +n
γ, for j = 1, ..., s−1. Then, for every p1, p2, ..., ps and p

′
1, p

′
2, ..., p

′
s ∈ Z

d

such that A
ℓ′s
1 p

′
s + Aℓs

1 ps 6= 0 and ‖pj‖, ‖p′j‖ ≤ nM for j = 1, ..., s, we have:

s
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ] 6= 0. (34)

Proof We will use Corollary 2.6 and the gap between the ℓj’s to obtain a contradiction
from the equality

A
ℓ′s
1 p

′
s + Aℓs

1 ps = −
s−1
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj]. (35)

Let us consider two cases:

1) Assume that ℓ′s − ℓs is small: 0 ≤ ℓ′s − ℓs ≤ nη (for some η ∈ (0, γ2)) or that p′s = 0.
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Write qs = A
ℓ′s
ℓs+1p

′
s + ps. It is a non zero element of Zd by assumption and its norm is

bounded by nM max{‖A‖ : A ∈ A}nη × nM ≤ 2nMRnη
. We have ℓs > nγ . So the norm

of qs is bounded by 2ℓ
M/γ
s Rℓ

η/γ
s . According to Corollary 2.3, for every η′ > η/γ, almost

surely, for n large enough, we have

‖Aℓs
1 qs‖ ≥ e−ℓη

′

s ‖Aℓs
1 ‖ ≥ e−nη′‖Aℓs

1 ‖. (36)

According to Corollary 2.6, we have:

‖
s−1
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ]‖ ≤ nM

s−1
∑

j=1

[‖Aℓ′j
1 ‖+ ‖Aℓj

1 ‖]

≤ nM





s−1
∑

j=1

‖Aℓs
1 ‖

‖Aℓs
ℓ′j+1

‖
ℓ
′F
j (ℓs − ℓ′j)

F +
s−1
∑

j=1

‖Aℓs
1 ‖

‖Aℓs
ℓj+1

‖
ℓFj (ℓs − lj)

F





≤ nM+2F‖Aℓs
1 ‖





s−1
∑

j=1

1

‖Aℓs
ℓ′j+1

‖
+

s−1
∑

j=1

1

‖Aℓs
ℓj+1

‖





≤ nM+2F‖Aℓs
1 ‖
[

s−1
∑

j=1

ζ (d−1)(ℓ′j−ℓs)/d +

s−1
∑

j=1

ζ (d−1)(ℓj−ℓs)/d

]

.

The last inequality holds because of Lemma 2.7. As ℓj − ℓs ≥ (j − s)nγ and ℓ′j − ℓs ≥
(j − s)nγ, it implies:

‖
s−1
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ]‖ ≤ CnM+2F ζ−(d−1)nγ/d‖Aℓs

1 ‖. (37)

If we take γ, η and η′ such that η/γ < η′ < γ, the inequalities (36) and (37) show that
(35) is not satisfied for large n.

2) Now assume that ℓ′s − ℓs is large: ℓ
′
s − ℓs ≥ nη and p′s 6= 0.

On the one hand, we have (Corollary 2.4)

‖Aℓ′s
1 p

′
s‖ ≥ 1

nF
‖Aℓ′s

1 ‖.

On the other hand, by Corollary 2.6 and Lemma 2.7:

‖Aℓs
1 ps‖ ≤ ‖ps‖

‖Aℓ′s
1 ‖

‖Aℓ′s
ℓs+1

‖
ℓFs (ℓ

′
s − ℓs)

F ≤ nM+2F ζ−(d−1)nη/d‖Aℓ′s
1 ‖, (38)

thus by (37) and (38):

‖Aℓs
1 ps +

s−1
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ]‖ ≤ CnM+2F (ζ−(d−1)nγ/d + ζ−(d−1)nη/d)‖Aℓ′s

1 ‖.
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In this case as above, Equality (35) does not hold for n large enough.

The proposition implies that, for every increasing sequence of s integers, ℓ1 < ℓ2 < ... <
ℓs < n with ℓj+1 ≥ ℓj + nγ, for j = 1, ..., s− 1, every p1, p2, ..., ps ∈ Z

d such that ps 6= 0
and ‖pj‖ ≤ nM for j = 1, ..., s, we have:

s
∑

j=1

A
ℓj
1 pj 6= 0; (39)

Lemma 2.9. There exist ζ1 > 1, ξ1 ∈]0, 1[ and C > 0 such that

P({∀p ∈ Z
d, ‖p‖ ≤ ζn1 : ‖An

1p‖ > ζn1 }) ≥ 1− Cξn1 . (40)

Proof We have ‖An
1‖ ≥ |a(n)d |. As we have seen (Lemma 2.7), there exist ζ > 1 and

ξ0 ∈]0, 1[ such that
P(‖An

1‖ ≥ ζ ((d−1)/d)n) ≥ 1− Cξn0 . (41)

According to Lemma 2.2, if ξ2 is in ]β, 1[, there exist C > 0 and ξ3 ∈]0, 1[ such that:

P(‖An
1p‖ ≥ ξn2 ‖An

1‖‖p‖) ≥ 1− Cξn3 . (42)

From (41) and (42) we deduce that, if p is an integral vector, there exist C > 0, ζ2 > 1
and ξ4 ∈]0, 1[ such that (take ξ−1

2 < ζ ((d−1)/d)):

P(‖An
1p‖ ≥ ζn2 ) ≥ P(‖An

1p‖ ≥ ζn2 ‖p‖) ≥ 1− Cξn4 , (43)

or equivalently P(‖An
1p‖ ≤ ζn2 ) ≤ Cξn4 .

Let ζ1 be a real number in ]1, ζ2[ such that ζd1ξ4 < 1. By taking the sum in the previous
inequality over integral vectors p in the ball centered at zero of radius ζn1 , we obtain

P({∃p ∈ Z
d, ‖p‖ ≤ ζn1 : ‖An

1p‖ ≤ ζn2 }) ≤ Cζdn1 ξn4 .

The lemma follows since ζ2 > ζ1.

The following lemma will be used in the approximation of a function by a trigonometric
polynomial. It can be proved by taking the sequence (ϕn) of the products of the Fejèr
kernels in each coordinate.

Proposition 2.10. There exist a constant C > 0 and a sequence of trigonometric poly-

nomials (ϕn) of order less than d n, such that, for every α-Hlder function f on the torus,

‖ϕn ∗ f − f‖∞ < C‖f‖αn−α,

and for every α-regular subset A of the torus, ‖ϕn ∗ 1A − 1A‖2 < Cn−α.
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2.3 Variance and CLT

We denote by θ the left shift on Ω:

θ : (Ak(ω))k≥1 7−→ (Ak+1(ω))k≥1,

τA1(ω) the map on the torus

τA1(ω) : x 7−→ A1(ω)x,

θτ the transformation on Ω× T
d:

θτ : ((Ak(ω))k≥1, x) 7−→ ((Ak+1(ω))k≥1, τA1(ω)x),

and let

Sn(ω, f)(x) :=
n
∑

k=1

f(τAk(ω) . . . τA1(ω)x).

Proposition 2.11. Let f be a Hlder function on the torus not a.e. null and with zero

mean. Then for P-almost every ω ∈ Ω the sequence (n− 1
2‖Sn(ω, f)‖2) has a limit σ(f)

which is positive and does not depend on ω.

Proof Denoting F (ω, t) := f(t), we have Sn(ω, f)(t) =
∑n−1

k=0 F (θ
k
τ (ω, t)) and

1

n
‖Sn(ω, f)‖2 = ‖f‖2 + 2

n

n−1
∑

r=1

n−1−r
∑

ℓ=0

∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt. (44)

Under our hypotheses, the ”global variance” exists: the following convergence holds

lim
n

1

n

∫ ∫

|Sn(ω, f)|2 dt dω = σ(f)2.

Actually this holds for every centered function f in L2
0(T

d), and we have

σ(f)2 =
∞
∑

r=1

∫

Ω×Td

(F F ◦ θrτ )(ω, t) dt dω (45)

as a consequence of the existence of a spectral gap for the operator of convolution by µ
on L2

0(T
d), which implies the convergence of the series. Moreover it can be shown that

σ(f) > 0 if f is not a.e. null (cf. [Gu06], see also [FuSh99]). We have to prove that (44)
has the same limit σ(f)2 for a.e. ω.

Let us first consider the sum

2

n

nα
∑

r=1

n−1−r
∑

ℓ=0

∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt.
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The second term of the right-hand part of the following equality

2

n

nα
∑

r=1

n−1−r
∑

ℓ=0

∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt =

2
nα
∑

r=1

∫

Td

1

n

n−1
∑

ℓ=0

(F F ◦ θrτ )(θℓτ (ω, t)) dt− 2
nα
∑

r=1

1

n

n−1
∑

ℓ=n−r

∫

Td

F (θlτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt

is bounded by 2‖f‖22n2α−1. For α < 1/2, it suffices to consider the first term.

Let us denote by ψj the function defined on Ω by

ψj =

∫

Td

F F ◦ θjτ dt−
∫

Ω×Td

F F ◦ θjτ dt dω. (46)

It only depends on the j first coordinates of ω, so that
∫

Ω

ψj ψj ◦ θl dP(ω) = 0, if l > j.

We claim that, for every 0 < α < 1, j < nα, η ≥ 2α,

E[(
n−1
∑

m=0

ψj ◦ θm)4] < Cj2n2 < Cn2+η.

To prove it, let us expand the fourth power of
∑n−1

m=0 ψj ◦ θm :

(
n−1
∑

m=0

ψj ◦ θm)4 =
∑

i,k,l,m

ψj ◦ θi ψj ◦ θk ψj ◦ θl ψj ◦ θm.

The number of 4-uples (i, k, l,m) such that i < k ≤ i+ j and l < m ≤ l + j is less than
j2n2 and, if i + j < k or l + j < m, then the integral of the corresponding term is equal
to zero. For every ε > 0, the probability

P( sup
j=1,...,nα

|
n−1
∑

m=0

ψj ◦ θm| > nβε)

is less than
∑nα

j=1E((
∑n−1

m=0 ψj ◦ θm)4)/ε4n4β , therefore it is less than Cn2+η+α−4β . We can
chose α, β, η such that this sequence is summable and α < 1 − β. Let us take β = 0.8,
α = 0.01 and η = 0.02).

Then almost surely, we have:

lim
n

1

nβ
sup

j=1,...,nα
|
n−1
∑

l=0

ψj ◦ θl| = 0. (47)
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We deduce from (46) that:

nα
∑

r=1

∫

Td

1

n

n−1
∑

ℓ=0

(F F ◦ θrτ )(θℓτ (ω, t)) dt

=

nα
∑

r=1

1

n

n−1
∑

ℓ=0

ψr ◦ θl +
nα
∑

r=1

∫

Ω×Td

1

n

n−1
∑

ℓ=0

(F F ◦ θrτ )(θℓτ (ω, t)) dt dω

=

nα
∑

r=1

nβ−1 1

nβ

n−1
∑

ℓ=0

ψr ◦ θl +
nα
∑

r=1

∫

Ω×Td

(F F ◦ θrτ )(ω, t) dt dω.

By (47) both sequences

nα
∑

r=1

∫

Td

1

n

n−1−r
∑

ℓ=0

(F F ◦ θrτ )(θℓτ (ω, t)) dt,

nα
∑

r=1

∫

Ω×Td

(F F ◦ θrτ )(ω, t) dt dω

converge toward the sum of (45).

We now consider the sum

n−1
∑

r=nα+1

∫

Td

1

n

n−1−r
∑

ℓ=0

(F F ◦ θrτ )(θℓτ (ω, t)) dt.

For a given integer n, let gn be a centered polynomial of degree less than nM such that
‖f − gn‖2 < n−4.

Corollary 2.6 shows that, almost surely, the frequencies of the polynomial gn ◦ θl+r
τ are

greater than r−F l−F‖Al
1‖‖Al+r

l+1‖, so greater than n−2F‖Al
1‖ζr. The norms of the frequen-

cies of the polynomial gn ◦ θlτ are less than nM‖Al
1‖. So, if r > nα, almost surely for a

sufficiently large n,
∫

Td
1
n

∑n−1
ℓ=0 (gn gn ◦ θrτ )(θℓτ (ω, t)) dt = 0.

Thus, we have almost surely in ω

lim
n

‖Sn(ω, f)‖2
n

= ‖f‖2 + 2
∞
∑

r=1

∫

Ω×Td

(F F ◦ θrτ )(ω, t) dt dω

= lim
n

∫

Ω×Td

1

n
[
n−1
∑

k=0

F (θkτ (ω, t))]
2 dtdω.

Remark that the statement of the previous proposition holds if f is a centered character-
istic function of a regular set of positive measure of the torus.

The proof the CLT for Sn(ω, f) is now an application of the method of Section 1.

21



Theorem 2.12. Let A be a proximal and totally irreducible finite set of matrices d × d
with coefficients in Z and determinant ±1. Let f be a centered Hlder function on T

d or

a centered characteristic function of a regular set. Then, if f 6≡ 0, for almost every ω the

limit σ(f) = limn
1√
n
‖Sn(ω, f)‖2 exists and is positive, and

(
1

σ(f)
√
n

n
∑

k=1

f(τk(ω) . . . τ1(ω)·))n≥1

converges in distribution to the normal law N (0, 1) with a rate of convergence.

Proof Recall that the transformation τk is the action on the torus defined by the trans-
posed matrice of Ak.

Let f be a centered Hlder function or a centered characteristic function of a regular set
such that σ(f) 6= 0. We have shown above that almost surely ‖Snf‖2 is equivalent to
σ(f)

√
n. It suffices to prove convergence of Snf

‖Snf‖2 towards the normal law N (0, 1).

There exists an integer M such that, for every n, there is a trigonometric polynomial gn
of degree less than nM , such that

‖Snf − Sngn‖2 ≤ n−4.

Therefore |E[eix
Snf

‖Snf‖2 ] − E[e
ix Sngn

‖Sngn‖2 ]| tends to 0 and ‖Sngn‖2√
n

tends to σ(f) 6= 0. Almost

surely for n big enough, the norm ‖Sngn‖2 is greater than 1
2
σ(f)n1/2.

Now we use the notations introduced in Subsection 1.1. According to Proposition 2.8,
we can apply Inequality (7) of Lemma 1.4 with ∆n = nγ (this is possible if γ < β): for

|x|‖gn‖∞nβ ≤ ‖Sn‖2 and |x|‖gn‖1/2∞ n
1+3β

4 ≤ ‖Sn‖2
|E[eix

Sngn
‖Sngn‖2 ]− e−

1
2
x2|

≤ C(‖gn‖∞)[|x|n−β
2 + |x|3n−(−2β+1/2) + |x|n− (−3β+1)

4 + |x|2n−β
2 nγ + |x|2n−βn2γ ].(48)

Here the sequence (‖gn‖∞) is bounded. So, by taking β and γ such that 0 < 2γ < β < 1/4,

we obtain that |E[eix
Sngn

‖Sngn‖2 ]− e−
1
2
x2 | tends to 0 for every x.

Using Esseen’s inequality it can be shown that there is at least a rate of convergence of
order n−1/40 in the CLT (cf. 3.14 in the next section).

Remarks 2.13. 1) If A reduces to a single ergodic matrix A, the system is clearly not
totally irreducible. Nevertheless, as it is well known, the CLT holds in this case.

2) Let us take two matrices A and A−1 with a non uniform probability, then the system
is not totally irreducible, but we can show that the quenched CLT holds.

4) If we take two matrices A and A−1 with equal probability 1/2, then the CLT does
not hold for the global system. We get a sort of T, T−1 transformation and another limit
theorem (see [LeB06]). This makes us think that CLT for a.a. sequence of matrices could
not be true.
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3 Stationary products, matrices in SL(2,Z+)

In this section we consider the case of a sequence (Ak) generated by a stationary process.
This is more general than the independent stationary case, but we have to assume the
rather strong Condition 3.2 below, a condition which is satisfied by matrices in SL(2,Z+).
In this case some information about the non-nullity of the variance can also be obtained.
We will express the stationarity by using the formalism of skew products.

3.1 Ergodicity, decorrelation

We consider an ergodic dynamical system (Ω, µ, θ), where θ is an invertible measure
preserving transformation on a probability space (Ω, µ). We denote by X the torus T

d

and by τA the automorphism of X associated to a matrix A ∈ SL(d,Z). Let A be a finite
set of matrices in SL(d,Z).

Notations 3.1. Let ω → A(ω) be a measurable map from Ω to A, and τ the map
ω → τ(ω) = τA(ω). The skew product θτ is defined on the product space Ω×X equipped
with the product measure ν := µ× λ by

θτ : Ω×X → Ω×X ; (ω, t) 7→ (θω, τ(ω)t).

Let F be a function in L2(Ω×X) and, for p ∈ Z
d, let Fp(ω) be its Fourier coefficient of

order p with respect to the variable t. F can be written:

F (ω, t) =
∑

p∈Zd

Fp(ω)χ(p, t),

with
∑

p∈Zd

∫

|Fp(ω)|2 dµ(ω) <∞.

Let H0
α be the set of α-Hlder functions on the torus with null integral. This notation is

extended to functions f(ω, t) on Ω × X which are α-Hlder in the variable t, uniformly
with respect to ω.

For k ≥ 1, j ≥ i, ω ∈ Ω, f ∈ L2(X,R), we write

τ(k, ω) = τ(θk−1ω) . . . τ(ω),

Aj
i (ω) = A(θiω)A(θi+1ω)...A(θjω),

Sn(ω, f)(t) =

n
∑

k=1

f(τ(k, ω)t).

In what follows in this subsection and in subsection 3.2, we assume the following condition

3.2 which implies an exponential decay of correlation:
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Condition 3.2. There are constants C > 0, δ > 0 and λ > 1 such that

∀r ≥ 1, ∀A1, ..., Ar ∈ A, ∀p ∈ Z
d \ {0}, ‖A1...Arp‖ ≥ C‖p‖−δλr.

Proposition 3.3. Under Condition 3.2, the system (Ω ×X, θτ , µ ⊗ λ) is mixing on the

orthogonal of the subspace of functions depending only on ω. For the skew product map

the mixing property holds with an exponential rate on the space of Hlderian functions. If

(Ω, µ, θ) is ergodic, then the dynamical system (Ω×X, θτ , µ⊗ λ) is ergodic.

Proof Let G be in L2(Ω × X) a trigonometric polynomial with respect to t for every ω
and such that G(ω, t) =

∑

0<‖p‖≤DGp(ω)χ(p, t), for a real D ≥ 1. We have:

〈G ◦ θnτ , G〉ν =

∫ ∫

(
∑

p

Gp(θ
nω)χ(An

1 (ω)p, t))(
∑

q

Gq(ω)χ(q, t)) dt dµ(ω)

=
∑

p,q

∫ ∫

Gp(θ
nω)χ(An

1(ω)p, t))(Gq(ω)χ(q, t)) dt dµ(ω)

=
∑

p,q

∫

Gp(θ
nω)Gq(ω) 1An

1 (ω)p=q dµ(ω).

According to Condition 3.2, there is a constant C1 not depending onD such that An
1 (ω)p 6=

q, for n ≥ C1 lnD. Thus we have 〈G ◦ θnτ , G〉 = 0, for n ≥ C1 lnD.

With a density argument this shows that limn〈G ◦ θnτ , G〉ν = 0 for a function G which
is orthogonal in L2(ν) to functions depending only on ω (with an exponential rate of
decorrelation for Hlderian functions in this subspace). If the system (Ω, µ, θ) is ergodic,
this implies ergodicity of the extension.

We are going to prove that, for a.e. ω, the sequence (n− 1
2‖Sn(ω, f)‖2), converges to a

limit. The norm ‖Sn(ω, f)‖2 is taken with respect to the variable t, ω being fixed.

Proposition 3.4. For every f ∈ H0
α(T

d), for µ-a.e. ω ∈ Ω, the sequence (n− 1
2‖Sn(ω, f)‖2)

has a limit σ(f) which does not depend on ω.

Moreover σ(f) = 0, if and only if f is a coboundary: there exists h ∈ L2(ν) such that

f(t) = h(θω, τ(ω)t)− h(ω, t), ν − a.e. (49)

Proof The convergence of the sequence of (global) variances (i.e. for the system (Ω ×
X, θτ ))

(n−1

∫ ∫

|Sn(ω, f)|2 dt dµ(ω))n≥1

to an asymptotic limit variance σ2 is a general property of dynamical systems, for function
with a summable decorrelation. In this case, we also know that σ = 0 if and only if f is
a coboundary with a square integrable transfer function.

The system (Ω× T
d, θτ , µ× dt) is ergodic according to Proposition 3.3.
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Denoting F (ω, t) := f(t), we have Sn(ω, f)(t) =
∑n−1

k=0 F (θ
k
τ (ω, t)), hence:

1

n
‖Sn(ω, f)‖22 =

1

n

n−1
∑

ℓ=0

n−1
∑

ℓ′=0

∫

Td

F (θℓτ (ω, t))F (θ
l′

τ (ω, t)) dt

= ‖f‖2 + 2

n

n−1
∑

r=1

n−1−r
∑

ℓ=0

∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt

= ‖f‖2 + 2

n−1
∑

r=1

1

n

∫

Td

n−1
∑

ℓ=0

(F.F ◦ θrτ )(θℓτ (ω, t)) dt

− 2

n−1
∑

r=1

1

n

∫

Td

F (θℓτ (ω, t))

n−1
∑

ℓ=n−r

F (θℓ+r
τ (ω, t)) dt.

Condition 3.2 insures, for a constant C and for a real κ < 1, the following inequality:

|
∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt|

= |
∫

Td

f(t) f(A(θℓ+rω)...A(θℓ+1ω)t) dt| ≤ C‖f‖2‖f‖ακr. (50)

This implies:
∣

∣

∣

∣

∣

n−1
∑

r=1

∫

Td

F (θℓτ (ω, t))
1

n

n−1
∑

l=n−r

F (θℓ+r
τ (ω, t)) dt

∣

∣

∣

∣

∣

≤ C‖f‖2‖f‖α
1

n

n−1
∑

r=1

rκr,

hence this term tends to 0 if n → +∞ and the convergence of 1
n
‖Sn(ω, f)‖22 reduces to

that of

‖f‖2 + 2
n−1
∑

r=1

1

n

∫

Td

n−1
∑

ℓ=0

(F.F ◦ θrτ )(θℓτ (ω, t)) dt. (51)

For µ-a.e. ω, for every r, by the ergodic theorem

lim
n→+∞

1

n

n−1
∑

ℓ=0

∫

Td

F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt

= lim
n

1

n

n−1
∑

ℓ=0

∫

Td

f(t) f(A(θℓ+rω)...A(θℓ+1ω)t) dt =

∫

Ω×Td

(F.F ◦ θrτ ) dω dt.

According to (50) we can take the limit for µ-a.e. ω in (51):

lim
n→+∞

1

n
‖Sn(ω, f)‖2 = ‖f‖22+2

+∞
∑

r=1

∫

Ω×Td

(F.F◦θrτ ) dω dt = lim
n

∫ ∫

1

n
|Sn(ω, f)|2 dt dµ(ω).
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Remark 3.5. The previous proof shows that for a uniquely ergodic system (Ω, µ, θ)
defined on a compact space Ω (for instance an ergodic rotation on a torus), the convergence
of the variance given in Proposition 3.4 holds for every ω ∈ Ω, if the map τ is continuous
outside a set of µ-measure 0.

3.2 Non-nullity of the variance

Now we consider more precisely the condition of coboundary. For j, p ∈ Z
d, we denote by

D(j, p, ω) the set {k ≥ 0 : Ak
0(ω)j = p} and by c(j, p, ω) := #D(j, p, ω). (By convention,

A0
0(ω) = Id.) We will use the following simple lemma:

Lemma 3.6. Under Condition 3.2, supj∈J,p∈Zd c(j, p, ω) < ∞, for every finite subset J
of Zd

∗.

Proof Let j be in J and let k1 := inf{k ∈ D(j, p, ω)}. If k2 belongs to D(j, p, ω) with
k2 > k1, then A

k2
1 (ω)j = p = Ak1

1 (ω)j, so that: Ak2
k1+1(ω)j = j. According to Condition

3.2, this implies that the number of such integers k2 is finite and bounded independently
of p. As J is finite, the result follows.

Proposition 3.7. Assume Condition 3.2. Let f be a trigonometric polynomial in L2(Td).
If there exists g ∈ L2(Ω × T

d) such that
∫

g dν = 0 and f = g − g ◦ θτ , then g is also a

trigonometric polynomial.

Proof Let f =
∑

j∈J
fjχj, where J is a finite subset of Zd. Let g be in L2 such that

∫

g dν = 0 and f(t) = g(θω, τ(ω)t)− g(ω, t).

The coboundary relation implies
∑N−1

k=0 (1− k
N
)f ◦ θkτ = g− 1

N

∑N
1 g ◦ θkτ . As g belongs to

L2, by ergodicity we deduce the convergence in L2-norm

g = lim
N

N−1
∑

k=0

(1− k

N
)f ◦ θkτ ,

with
N−1
∑

k=0

(1− k

N
)f ◦ θkτ =

∑

p∈Zd

N
∑

k=0

[
∑

j :Ak
0(ω)j=p

(1− k

N
) fj ]χp, (52)

Moreover it is known that the maximal function supN
1
N
|∑N

1 g ◦ θkτ | is square integrable.
Therefore, by Fubini, for a.e. ω, there is M(ω) <∞ such that

sup
N

∑

p∈Zd

|
N
∑

k=0

[
∑

j :Ak
0(ω)j=p

(1− k

N
) fj]|2 < M(ω). (53)
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If N goes to ∞, the expression
∑N

k=0 [
∑

j :Ak
0(ω)j=p(1 − k

N
) fj ] tends to the finite sum

∑

j∈J c(j, p, ω) fj (cf. Lemma 3.6). According to (53), by restricting first the sums to a fi-

nite set of indices p and passing to the limit with respect toN in
∑

p |∑N
k=0 [

∑

j :Ak
0(ω)j=p(1−

k
N
) fj]|2, we obtain finally

∑

p∈Zd

|
∑

j∈J
c(j, p, ω) fj|2 < M(ω).

For every p, as J is finite and as c(j, p, ω) takes integral bounded values according to

Lemma 3.6, (|
∑

j∈J
c(j, p, ω)fj|)p∈Zd take only a finite number of distinct values. Let V be

the set of these values and δ > 0 a lower bound of V \ {0}.

We have δ2 #{p ∈ Z
d :
∑

j∈J c(j, p, ω)fj 6= 0} ≤ M(ω), so that the cardinal is finite for
a.e. ω. This shows that g is a trigonometric polynomial.

Corollary 3.8. If f is a coboundary and has non negative Fourier coefficients, then

f(x) = 0 a.e.

Proof By using the fact that c(j, p, ω) ∈ N, we get:

‖g(ω, .)‖22 =
∑

p

(

∑

j∈J
c(j, p, ω)fj

)2

≥
∑

p

(

∑

j∈J
c(j, p, ω)f 2

j

)

≥
∑

j∈J

(

∑

p

c(j, p, ω)

)

f 2
j .

For j 6= 0, we have
∑

p

c(j, p, ω) = +∞, which implies fj = 0.

The previous results allow to obtain a ”quenched” CLT (i.e. for a.e. ω) in the stationary
case for positives matrices in SL(2,Z), with (for trigonometric polynomials) a criterion of
non-nullity of the variance. Moreover, when the Fourier coefficients of f are nonnegative,
then the variance is > 0.

3.3 A ⊂ SL(2,Z+)

We consider in this subsection a finite set A of matrices in SL(2,Z+) with positive co-
efficients. We study the asymptotical behavior of the products Aj

i := Ai...Aj , where
Ai, ..., Aj , i ≤ j, is any choice of matrices in A.

Let M be a 2 × 2 matrix with > 0 coefficients and having different real eigenvalues
r = r(M), s = s(M), r > s.

Let

M̃ =

(

r 0
0 s,

)

F =

(

a b
c d

)
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be respectively the diagonal matrix conjugate to M and the matrix such that M =
FM̃F−1, with ad− bc = 1.

Lemma 3.9. The matrix M can be written:

M =

(

(r − s)u+ s −(r − s)v
(r − s)w −(r − s)u+ r

)

,

with u = ad ∈]0, 1[, v = ab < 0, w = cd > 0.

Proof The positivity of the coefficients of M implies that v < 0, w > 0. By multiplying
the relation ad− bc = 1 by ad, we obtain u2 − vw = u, thus u2 − u = vw < 0.

Lemma 3.10. There exist a constant C such that for every p in Z
2
∗, and every product

M of n matrices taking values in A, if n ≥ C ln ‖p‖, then Mp ∈ R
2
+ ∪ R

2
−.

Proof Let λ := w
u
= u−1

v
. We have λ > 0 and we can rewrite the matrix M as

M = r

(

u λ−1(1− u)
λu 1− u

)

+ s

(

1− u −λ−1(1− u)
−λu u

)

.

Thus, for every vectorX =

(

x
y

)

,MX = r(ux+λ−1(1−u)y)
(

1
λ

)

+s(x−λ−1y)

(

1− u
−λu

)

.

The eigenvectors of M are

(

1
λ

)

and

(

1− u
−λu

)

, corresponding respectively to the eigen-

values r and s.

As M is a product of n matrices of A, it maps the cone R
2
+ strictly into itself:

MR
2
+ ⊂

⋃

A∈A
AR2

+.

It follows that the slope λ = λ(M) of the positive eigenvector of M is bounded from
below and above by constants which only depend on A: there exists δ > 0 such that
δ ≤ λ ≤ δ−1.

Let us write rζ + ϕ and λrζ + ψ the components of MX with:

ζ := ux+ λ−1(1− u)y, ϕ := s(x− λ−1y)(1− u), ψ := −s(x− λ−1y)λu.

There exist constants C ′ > 0 and γ > 1 such that the positive eigenvalue r(M), for M a
product of n matrices taking values in A, satisfies: r(M) ≥ C ′γn.

As s(M) = r(M)−1, we have s(M) ≤ C ′−1γ−n and, as δ ≤ λ ≤ δ−1,

max(|ϕ|, |ψ|) ≤ C ′−1δ−1γ−n‖X‖.

Let X ∈ Z
2 be non zero. Up to a replacement of X by −X , we can assume that ζ ≥ 0.

The vector MX having non zero integer coordinates, we have:

rζ + |ϕ|+ λrζ + |ψ| ≥ |rζ + ϕ|+ |λrζ + ψ| ≥ 1.
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Thus:

rζ ≥ 1

1 + λ
− 1

1 + λ
(|ϕ|+ |ψ|),

and

rζ+ϕ ≥ 1

1 + λ
− 1

1 + λ
((2+λ)|ϕ|+ |ψ|), λrζ+ψ ≥ λ

1 + λ
− 1

1 + λ
(λ|ϕ|+(1+2λ)|ψ|).

As max(|ϕ|, |ψ|) ≤ C ′−1δ−1γ−n‖X‖, there exists C > 0 such that if n ≥ C ln ‖p‖ then
rζ + ϕ > 0 and λrζ + ψ > 0 that is MX ∈ R

2
+∗.

Corollary 3.11. Let (Ak)k≥1 be a sequence of matrices taking values in A. Denote by

τk : x → Akx mod Z
2 the corresponding automorphisms of the torus. Then, for almost

every x in T
2, the sequence (τk...τ1x)k≥1 is equidistributed in T

2.

Corollary 3.12. There exist constants C1 > 0, γ > 1, and c such that for every p ∈
Z
2 \ {0}:

‖Aℓ+r
1 p‖ ≥ C1γ

r−c log ‖p‖‖Aℓ
1‖, ∀ℓ, r ≥ 1. (54)

For vectors q ∈ Z
2
+ belonging to some cone strictly contained in the positive cone, the

norm ‖Anq‖ is comparable to the norm ‖An‖ and there are constants C > 0 and λ > 1
such that ‖Anq‖ ≥ Cλn. Therefore, S(D,∆) is a consequence of (54).

Corollary 3.13. For every D > 0 there exists ∆ such that S(D,∆) holds with respect to

any products of matrices in A.

Proof Let us suppose that
∑s

j=1[A
ℓ′j
1 p

′
j + A

ℓj
1 pj ] = 0, i.e.

A
ℓ′s
1 p

′
s + Aℓs

1 ps = −
s−1
∑

j=1

[A
ℓ′j
1 p

′
j + A

ℓj
1 pj]. (55)

Inequality (54) ensures inequalities such as:

‖Aℓj
1 pj‖ ≤ D‖Aℓj

1 ‖ ≤ C−1
1 Dγ−(ℓs−ℓj)+c ln ‖qs‖‖Aℓs

1 qs‖,

for qs ∈ Z
2
∗ and ‖pj‖ ≤ D. Then, using the gaps between the ℓj we will get a contradiction.

More precisely we consider two cases.

1) ℓ′s − ℓs small: 0 ≤ ℓ′s − ℓs ≤ ρ1, where ρ1 will be defined later.

Write qs = A
ℓ′s
ℓs+1p

′
s + ps. This is a non-zero vector in Z

2 and its norm is less than
2DmaxA∈A ‖A‖ρ1 . Let C2 := lnmaxA∈A ‖A‖. We deduce from (54):

‖Aℓ′s
1 p

′
s + Aℓs

1 ps‖ = ‖Aℓs
1 qs‖

≤ C−1
1 D[

s−1
∑

j=1

γ−(ℓs−ℓ′j)+c ln ‖qs‖‖Aℓs
1 qs‖+

s−1
∑

j=1

γ−(ℓs−ℓj)+c ln ‖qs‖‖Aℓs
1 qs‖]

≤ C−1
1 Dγc ln ‖qs‖‖Aℓs

1 qs‖ [

s−1
∑

j=1

γ−(ℓs−ℓ′j) +

s−1
∑

j=1

γ−(ℓs−ℓj)]
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≤ 4C−1
1 D′γcC2ρ1 [

s−1
∑

j=1

γ−j∆)] ‖Aℓs
1 qs‖

≤ 4

C1(1− γ−∆)
D′γcC2ρ1−∆ ‖Aℓs

1 qs‖,

with D′ = γcln(2D)D.

2) ℓ′s − ℓs ≥ ρ1.

We can assume that p′s 6= 0. Otherwise we would have ps 6= 0 and we would consider

‖Aℓs
1 ps‖ instead of ‖Aℓ′s

1 p
′
s‖. Still using (54) we get:

‖Aℓ′s
1 p

′
s‖ ≤ ‖Aℓs

1 ps‖+ C−1
1 D[

s−1
∑

j=1

γ−(ℓ′s−ℓ′j)+c ln ‖p′s‖‖Aℓ′s
1 p

′
s‖+

s−1
∑

j=1

γ−(ℓ′s−ℓj)+c ln ‖p′s‖‖Aℓ′s
1 p

′
s‖]

≤ C−1
1 Dγc ln ‖p′s‖‖Aℓ′s

1 p
′
s‖ [γ−(ℓ′s−ℓs) +

s−1
∑

j=1

γ−(ℓ′s−ℓ′j) +
s−1
∑

j=1

γ−(ℓ′s−ℓj)]

≤ C−1
1 D[γc lnD−ρ1 + 2

γc lnD−∆

(1− γ−∆)
] ‖Aℓ′s

1 p
′
s‖.

Chose ρ1 such that C−1
1 Dγc lnD−ρ1 < 1

2
, then ∆ such that

2C−1
1

Dγc lnD−∆

(1− γ−∆)
<

1

2
,

4

C1(1− γ−∆)
D′γcC2ρ1−∆ < 1.

The factor in front of ‖Aℓs
1 qs‖ on the right in the first case is < 1 and the factor in front

of ‖Aℓ′s
1 p

′
s‖ on the right in the second case is < 1. In both cases there is a contradiction.

Corollary 3.13 and Inequality (7) enable us to prove a CLT for the action of sequences
An

1 . Let gn = g be a fixed trigonometric polynomial such that ĝ(p) = 0 if ‖p‖ > D. Let
us take ∆ such that S(D,∆) holds (via Corollary 3.13) and remark that in the case of

SL(2,Z+) that we are studying the numbers σ
1
2
k,n are bounded by Cnβ/2. Inequality (7)

of Lemma 1.4 becomes:

|E[eix
Sn

‖Sn‖2 ]− e−
1
2
x2 |

≤ C[|x|‖Sn‖−1
2 n

1−β
2 + |x|3‖Sn‖−3

2 n1+2β + |x|‖Sn‖−1
2 n

1+3β
4

+|x|2‖Sn‖−1
2 n

1−β
2 ∆+ |x|2‖Sn‖−2

2 n1−β∆2]. (56)

If we suppose that ‖Sn‖2 ≥ Cnδ, we get:

|E[eix
Sn

‖Sn‖2 ]− e−
1
2
x2|
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≤ C[|x|n− (β−1+2δ)
2 + |x|3n−(−2β−1+3δ) + |x|n− (−3β−1+4δ)

4

+|x|2n− (β−1+2δ)
2 ∆+ |x|2n−(β−1+2δ)∆2]. (57)

Inequality of Esseen

If X, Y are two r.r.v.’s defined on the same probability space, their mutual distance in
distribution is defined by:

d(X, Y ) = sup
x∈R

|P(X ≤ x)− P(Y ≤ x)|.

Let be HX,Y (x) := |E(eixX)− E(eixY )|. Take as Y a r.v. Yσ with a normal law N (0, σ2).

Recall the following inequality (cf. Feller, An introduction to probability theory and its

application, p. 512): if X has a vanishing expectation and if the difference of the distri-
butions of X and Y vanishes at ±∞, then for every U > 0,

d(X, Yσ) ≤
1

π

∫ U

−U

HX,Y (x)
dx

x
+

24

π

1

σ
√
2π

1

U
.

Taking X = Sn/‖Sn‖2, we have here that |HX,Yσn
| ≤∑5

i=1 n
−γi |x|αi , where the constants

are given by (57). Thus d(X, Y1) is bounded by

C

U
+

5
∑

i=1

n−γi
1

αi
Uαi .

In order to optimize the choice of U = Un, we take Un = nγ with γ = mini
γi

αi+1
. This

gives the bound

d(
Sn

‖Sn‖2
, Y1) ≤ Cn−γ.

We have to compute

γ = min(
β − 1 + 2δ

4
,
−2β − 1 + 3δ

4
,
−3β − 1 + 4δ

8
,
β − 1 + 2δ

6
,
β − 1 + 2δ

3
)

= min(
−2β − 1 + 3δ

4
,
−3β − 1 + 4δ

8
,
β − 1 + 2δ

6
). (58)

For δ = 1
2
we get: γ = min(−4β+1

8
, −3β+1

8
, β
6
) = min(−4β+1

8
, β
6
). Taking β = 3

16
, we obtain

γ = 1
32
. This gives a rate of convergence of order n− 1

32 .

Theorem 3.14. Let (Ak)k≥1 be a sequence of matrices taking values in a finite set A of

matrices in SL(2,Z+) with > 0 coefficients. If, for a constant C1 > 0 and a rank n0,

‖Sn‖ ≥ C1n
1
2 , for n ≥ n0, then for a constant C we have:

d(
Sn

‖Sn‖2
, Y1) ≤ Cn− 1

32 , ∀n ≥ n0. (59)
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The previous results can be applied if the limit of n− 1
2 ‖Sn‖2 exists and is non zero: the

sequence (n− 1
2 Sn)n≥1 then tends in distribution towards the normal law N(0, 1) with a

rate given by (59).

We can also obtain a rate of convergence of order n−δ, for some δ > 0, for subsequences
provided that the variance ‖Snk

‖2 is large enough:

Along a subsequence (nk) such that ‖Snk
‖2 ≥ C1n

δ
k, with δ > 3/7, the subsequence of

normalized sums (‖Snk
‖−1
2 Snk

) converges in distribution towards the normal law N (0, 1).

Indeed, in (58), to obtain a strictly positive γ, we have to check the inequalities:

−2β − 1 + 3δ > 0, −3β − 1 + 4δ > 0, β − 1 + 2δ > 0.

that is:

1− 2δ < β < min(
3δ − 1

2
,
4δ − 1

3
) =

3δ − 1

2
.

For δ > 3
7
and β = 1

7
, we have γ > 0.

Remarks 3.15. 1) In the previous statements, we have considered the case of trigono-
metric polynomials. Using some approximation, it can be extended to Hlder continuous
functions or characteristic functions of a regular set.

2) If the sequence (An) is generated by a dynamical system (Ω, θ, µ), we have shown
that in the case of SL(2,Z+)-matrices, that either for µ-almost ω ∈ Ω, (‖Sn(ω, f)‖2) is

bounded or, µ-almost ω ∈ Ω, the sequence (n− 1
2‖Sn(ω, f)‖2) has a limit σ(f) > 0 not

depending on ω. In the later case, the CLT holds.

For instance (cf. Remark 3.5), if the sequence (An) is generated by an ergodic rotation on
the circle, with A(ω) = A on an interval and = B on the complementary, then we obtain
the CLT for every such sequence.

3) If the dynamical system (Ω, θ, µ) is weakly mixing, then the characteristic function of
a regular set is never a coboundary for the extended system. Thus we necessarily have
σ(f) > 0. That is to say that, if (Ω, θ, µ) is weakly mixing, the CLT holds almost surely
for centered characteristic functions of regular sets.

4 Appendix

Proof of Lemma 1.1 1) Setting ψ(y) = (1+ iy)e−
1
2
y2e−iy and writing ψ(y) = ρ(y)eiθ(y),

where ρ(y) = |ψ(y)|, we have

ln ρ(y) =
1

2
[ln(1 + y2)− y2] ≤ 0, tan(θ(y)) =

y − tan y

1 + y tan y
.
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An elementary computation gives the following upper bounds for some constant C1:

| ln ρ(y)| ≤ 1

4
|y|4, |θ(y)| ≤ C1|y|3, ∀y ∈ [−1, 1]. (60)

Let us write: Z(x) = Q(x) exp(−1

2
x2 Y ) [

u−1
∏

k=0

ψ(xζk)]
−1. Using the fact that ln ρ(xζk) ≤ 0,

we have:

|Z(x)−Q(x) exp(−1

2
x2 Y )| = |Z(x)− Z(x)

u−1
∏

k=0

ψ(xζk)| = |1−
u−1
∏

k=0

ψ(xζk)|

≤ |1− e
∑u−1

k=0 ln ρ(xζk)|+ |1− ei
∑u−1

k=0 θ(xζk)|

≤
u−1
∑

k=0

| ln ρ(xζk)|+
u−1
∑

k=0

|θ(xζk)|.

If |x|δ ≤ 1, where δ = maxk ‖ζk‖∞, we can apply the bound (60). Using the inequality

|1− es| ≤ (e− 1)|s| ≤ 2|s|, ∀s ∈ [−1, 1] (61)

we obtain for a constant C:

|Z(x)−Q(x) exp(−1

2
x2 Y )| ≤ C|x|3

u−1
∑

k=0

|ζk|3 ≤ Cu|x|3δ3.

2) Since Y is a positive random variable, we have also:
∣

∣

∣

∣

exp(−1

2
x2Y )− exp(−1

2
a x2)

∣

∣

∣

∣

≤ x2

2
|Y − a| .

If |x|δ ≤ 1 we get:

|Z(x)− exp(−a x
2

2
)Q(x)|

≤ |Z(x)−Q(x) exp(−x
2

2
Y )|+ |Q(x) [exp(−x

2

2
Y )− exp(−a x

2

2
)]|

≤ Cu |x|3δ3 + x2

2
|Q(x)| |Y − a|;

hence, under the condition |x|δ ≤ 1, we obtain the upper bound (2):

|E[Z(x)]− exp(−a x
2

2
)| = |E[Z(x)− e−

1
2
ax2

Q(x) + e−
1
2
ax2

(Q(x)− 1)]|

≤ |E[Z(x)− e−
1
2
ax2

Q(x)]| + e−
1
2
a x2|E[Q(x)− 1)]|

≤ Cu |x|3δ3 + x2

2
E[|Q(x)||Y − a|] + e−

1
2
a x2|1− E[Q(x)]|

≤ Cu |x|3δ3 + x2

2
‖Q(x)‖2‖Y − a‖2 + |1− E[Q(x)]|.
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3) The bound that we obtain is large in general, because the integral of Q(x) is of order

e
1
2
σ2x2

and the bound for Q(x) is very large if x is big. If e−
1
2
ax2 ‖Q(x)‖ is bounded, we

can obtain a more accurate upper bound.

For 0 ≤ ε ≤ 1, let Aε(x) = {ω : x2|Y (ω)− a| ≤ ε}. We have the following bounds:

|E[1Aε(x)(Z(x)− exp(−a x
2

2
))]|

≤ C u |x|3δ3 + E[1Aε(x) (|Q(x) [exp(−
x2

2
Y )− e−

1
2
a x2

]|)]

+ e−
1
2
ax2

[|1− E(Q(x)| + E(1Ac
ε(x)|1−Q(x)|)]

≤ C u |x|3δ3 + e−
1
2
a x2‖Q(x)‖2‖1Aε(x)[exp(−

x2

2
(Y − a))− 1]‖2

+ e−
1
2
ax2

[|1− E(Q(x))| + E(1Ac
ε(x)|1−Q(x)|)].

From (61) we have

‖1Aε(x) [exp(−
x2

2
(Y − a))− 1]‖2 ≤ 2ε,

and using Cauchy-Schwarz inequality, we get

E(1Ac
ε(x)|1−Q(x)|)] ≤ P(Ac

ε(x)) + ‖Q(x)‖2(P(Ac
ε(x)))

1
2 ,

which implies:

|E[1Aε(x)(Z(x)− exp(−a x
2

2
))]|

≤ C u |x|3δ3 + e−
1
2
ax2‖Q(x)‖2 ε

+ e−
1
2
ax2

[|1− E(Q(x))| + P(Ac
ε(x)) + ‖Q(x)‖2(P(Ac

ε(x)))
1
2 ]

≤ C u |x|3δ3 + e−
1
2
ax2‖Q(x)‖2 [ε+ (P(Ac

ε(x)))
1
2 ] + e−

1
2
ax2

[|1− E(Q(x))|+ P(Ac
ε(x))].

Choosing ε = |x|‖Y − a‖
1
2
2 , we get

P(Ac
ε(x)) ≤ ε−2x4‖Y − a‖22 ≤ x2‖Y − a‖2.

This yields:

|E[1Aε(x)(Z(x)− exp(−a x
2

2
)]|

≤ C u |x|3δ3 + 2|x| e− 1
2
ax2 ‖Q(x)‖2 ‖Y − a‖

1
2
2 + e−

1
2
ax2

[|1− E(Q(x))| + x2‖Y − a‖2].

Thus, assuming |x|δ ≤ 1 and |x|‖Y − a‖
1
2
2 ≤ 1, we obtain (3):

|E[Z(x)]− exp(−1

2
a x2)| ≤ |E[1Aε(x)(Z(x)− exp(−a x

2

2
))]|+ 2P(Ac

ε(x))

≤ C u |x|3δ3 + 2 |x| e− 1
2
ax2 ‖Q(x)‖2 ‖Y − a‖

1
2
2 + e−

1
2
ax2

[|1− E(Q(x))|] + 3 |x|2‖Y − a‖2.
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Probab. Theory Related Fields, vol. 93, (1992).

[Rau97] Raugi (A.): Thorme ergodique multiplicatif. Produits de matrices alatoires
indpendantes, Fascicule de probabilits, 43 pp., Publ. Inst. Rech. Math.
Rennes, 1996/1997, Univ. Rennes I, Rennes, 1997.

35



Jean-Pierre Conze, Stphane Le Borgne, Mikael Roger

IRMAR, UMR CNRS 6625, Université de Rennes I,
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