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ABSTRACT

In this paper, Spherically Invariant Random Vectors (SIRV)

are introduced to describe the heterogeneity of the Polarimet-

ric Synthetic Aperture Radar (PolSAR) clutter. In this con-

text, the scalar texture parameter and the normalized covari-

ance matrix are extracted from the PolSAR images. If the

texture parameter is modeled by a Fisher Probability Density

Function (PDF), the observed target scattering vector follows

a KummerU PDF. This PDF is then implemented in a hierar-

chical segmentation algorithm. Finally, segmentation results

are shown on both synthetic and real images.

Index Terms— Fisher PDF, KummerU PDF, PolSAR

data, Segmentation, Spherically Invariant Random Vectors.

1. INTRODUCTION

Because of its all weather and all-day monitoring capabilities,

Synthetic Aperture Radar (SAR) imagery has been widely

used for global Earth monitoring. Such systems offer a num-

ber of advantages for Earth-surface and feature observation

compared to optical sensors. For low resolution images, the

classical Wishart distribution has been successfully validated

in classification and segmentation of PolSAR data [1] [2].

With the new generation of high resolution SAR sensors, high

quality images of the Earth’s surface are acquired. They offer

the opportunity to observe thinner spatial features from space.

Nevertheless, with such sensors, only a small number of scat-

terers are present in each resolution cell. Classical statistical

models can therefore been reconsidered.

To overcome this difficulty, Anfinsen et al. [3] have in-

troduced the Relaxed Wishart distribution, which have shown

promising results to model forested scenes. Other heteroge-

neous clutter models have been proposed in the literature by

means of the Spherically Invariant Random Vectors.

2. KUMMERU HETEROGENEOUS CLUTTER

In PolSAR imagery, the target vector k is a complex vector

of length p, and could be written under the SIRV model hy-

pothesis as (1). It is defined as the product of a square root of

a positive random variable τ (representing the texture) with

an independent circular complex Gaussian vector z with zero

mean and covariance matrix [M ] = E{zzH} (representing

the speckle):

k =
√

τ z (1)

where the superscript H denotes the complex conjugate trans-

position and E{·} the mathematical expectation.

SIRV representation is not unique, a normalization con-

dition is necessary. Indeed, if [M1] and [M2] are two covari-

ances matrices such that [M1] = α[M2] with α ∈ R
+∗. Then

{τ1, [M1]} and {τ2 = τ1/α, [M2]} describe the same SIRV.

In this paper, the trace of the covariance matrix is normalized

to p the dimension of target scattering vector.

For a given covariance matrix [M ], the Maximum Likeli-

hood (ML) estimator of the texture for the pixel i (τi) is given

by:

τ̂i =
k

H
i [M ]−1

ki

p
. (2)

where p is the dimension of the target scattering vector k (p =
3 for the reciprocal case).

The ML estimator of the normalized covariance matrix

under the deterministic texture case is the solution of the fol-

lowing recursive equation :

[M̂ ]FP =
p

N

N
∑

i=1

kik
H
i

kH
i [M̂ ]−1

FP ki

with Tr([M̂ ]FP ) = p

(3)

Pascal et al. have established the existence and the unique-

ness, up to a scalar factor, of the Fixed Point estimator of the

normalized covariance matrix, as well as the convergence of

the recursive algorithm whatever the initialization [4] [5].

When the texture is assumed to be deterministic, the ML

estimator of the normalized covariance matrix is given by

M̂FP in (3). But, when the texture is a random variable, M̂FP

is not the ML estimator, it is an ”approximate” ML estimator.

The ML estimator of the normalized covariance matrix de-

pends on the texture PDF pτ (τ), its expression is linked with



the density generator function hp (x) by :

[M̂ML] =
1

N

N
∑

i=1

hp+1

(

k
H
i [M̂ML]

−1

ki

)

hp

(

kH
i [M̂ML]

−1

ki

) kik
H
i (4)

where :

hp (x) =

+∞
∫

0

1

τp
exp

(

−x

τ

)

pτ (τ) dτ (5)

2.1. Scalar texture modeling

2.1.1. Fisher PDF

The Fisher distribution is known as the type VI solution of

the Pearson system. Its PDF is defined by three parameters

as [6] :

F [τ |m,L,M] =
Γ(L + M)

Γ(L)Γ(M)

L
Mm

( Lτ

Mm

)L−1

(

1 +
Lτ

Mm

)L+M
(6)

with L > 0 and M > 0. m is a scale parameter. L and

M are two shape parameters which control the behaviour of

the Fisher PDF between an heavy head (Gamma PDF) and an

heavy tail (Inverse Gamma PDF) distribution. Low values of

shape parameters leads to a significant texture.

2.1.2. Benefit of Fisher PDF

To evaluate the potential and limits of Fisher PDFs to model

the texture of PolSAR images, four data-set at X-, C-, L- and

P-bands are analyzed. From those data-set, the covariance

matrix [M ]FP and texture parameter τ are estimated on a slid-

ing 7 × 7 window according to (2) and (3). Then, the second

(κ2) and third (κ3) log-cumulant of the texture parameter are

computed. Table 1 shows the percentage of points which be-

long respectively to the Beta, Inverse Beta and Fisher PDF

domain definition in the κ2/κ3 plan representation [6].

It yields that, for the four studied data-set, at least 75%

of the data belongs to the Fisher κ2/κ3 domain. The other

amount of points which does not satisfy the Fisher model are

due to both estimation errors (log-cumulants κ2 and κ3 are

computed on a sliding 7 × 7 square window) and real data

properties. It shows that Fisher PDFs can be suitable to model

the scalar texture parameter of PolSAR data.

2.2. The KummerU PDF

For a Fisher distributed texture, the target scattering vector

PDF has been mathematically established [7] [8] :

pk(k) =
1

πp|[M ]|
Γ(L + M)

Γ(L)Γ(M)

( L
Mm

)p

Γ(p+M) U (a; b; z)

(7)

Table 1. Texture modeling in the κ2/κ3 plan.

Data set

RAMSES CONVAIR ESAR RAMSES

Brétigny Ottawa Oberpfaffenhofen Nezer

X-band C-band L-band P-band

pFisher 81.93% 95.76% 92.46% 75.59%

pBeta 16.72% 3.61% 6.31% 24.35%

pInverse Beta 1.35% 0.63% 1.23% 0.06%

with a = p + M, b = 1 + p − L and z =
L

Mm
k

H [M ]
−1

k.

| · | and U (·; ·; ·) denote respectively the determinant operator

and the confluent hypergeometric function of the second kind

(KummerU). In the following, this multivariate distribution is

named the KummerU PDF.
For a KummerU distributed clutter, the expression of the

ML estimator of the covariance matrix has been mathemati-
cally established. It yields [8]:

[M̂ML] =
p + M

N

„

L

Mm

«

×
N
X

i=1

U

„

p + 1 + M; 2 + p − L;
L

Mm
k

H

i [M̂ML]
−1

ki

«

U

„

p + M; 1 + p − L;
L

Mm
kH

i
[M̂ML]

−1

ki

« kik
H

i

(8)

3. HIERARCHICAL SEGMENTATION

In this section, a segmentation application of the new multi-

variate KummerU PolSAR model is proposed. The hierarchi-

cal segmentation algorithm proposed by Beaulieu and Touzi

[9] is adapted to the KummerU distributed target scattering

vector. The segmentation algorithm is a classical iterative

merge algorithm. At each iteration, the two 4-connex seg-

ments (regions) which minimize the Stepwise Criterion (SC)

are merged. A 4-connex segments pair is a group of two seg-

ments where at least one pixel of the first segment is in the

neighbourhood of one pixel of the second segment with the

4-connexity sense.

3.1. Similarity measure

At each iteration, merging two segments yields a decrease in

the log-likelihood function. The stepwise criterion is based on

this consideration. The hierarchical segmentation algorithm

merges the two adjacent segments Si and Sj which minimizes

the loss of likelihood of the partition (which is defined as the

sum of likelihoods of partition’s segments). The stepwise cri-

terion (SCi,j) can be expressed as [9]:

SCi,j = MLL(Si) + MLL(Sj) − MLL(Si ∪ Sj) (9)

where MLL(·) denotes the segment maximum log-likelihood

function. It is the log-likelihood of the segment with respect



to the assumed probability density function (for example, the

KummerU distribution) whose parameters are estimated in

the maximum likelihood sense. Its expression is given by:

MLL(S) =
∑

i∈S

ln
(

pk(ki|θS)
)

(10)

θS represents the set of distribution parameters.

3.1.1. For the KummerU PDF

In general, the covariance matrix and texture parameters are
unknown. One solution consists in replacing the SIRV param-
eters by their estimates. After replacing the covariance matrix
[M ] and texture parameters (m, L and M for the Fisher PDF)
by their respective ML estimators, the Generalized Maximum
Log-Likelihood (GMLL) becomes:

GMLL(S) = − pN ln(π) − N ln
n

|[M̂ML]|
o

+N ln

(

Γ(L̂ + M̂) Γ(p + M̂)

Γ(L̂) Γ(M̂)

)

+ pN ln

(

L̂

M̂m̂

)

+
X

i∈S

ln

(

U

 

p + M̂; 1 + p − L̂;
L̂

M̂m̂
k

H

i [M̂ML]
−1

ki

!)

(11)

where L̂, M̂ and m̂ are respectively the ML estimators of the

Fisher parameters L, M and m. [M̂ML] is the ML estimator

of [MML] for segment S (4).

It can be noticed that the second term of (11) corresponds

to the Wishart criterion [9]. All other terms can be viewed as

correction terms introduced by the texture modeling of Pol-

SAR data.

3.2. Segmentation results

To evaluate the potential and limits of the method, the hier-

archical segmentation algorithm proposed by Beaulieu and

Touzi [9] has been implemented. Fig. 1 shows the standard

deviation for the normalized KummerU criterion (SC/N ) as

a function of the window size N. This curve has been plot-

ted for two regions containing KummerU realizations with

two different set of parameters. As observed in Fig. 1, the

standard deviation is stable for sufficiently large region. For

segments containing less than 50 pixels, the standard devia-

tion increases, probably due to a poor parameter estimation.

It yields that a reasonable ’minimum window’ for the Kum-

merU criterion should contain at least 50 pixels.

In the following the Gaussian and KummerU segmenta-

tion are tested with both synthetic and high resolution SLC

images.

3.2.1. On a synthetic image

The synthetic data-set consists of an image of 140× 140 pix-

els. It is composed of six areas. Five of them contain in-

Fig. 1. Standard deviation of the normalized KummerU step-

wise criterion as a function of the window size N.

dependent realizations of the multivariate KummerU distri-

bution (7). The outer area (class 1) is a special case, since

its texture is deterministic and constant (equals 1). It follows

that pixels in this area are drawn from a multivariate Gaussian

PDF. It can also be viewed as a KummerU PDF with infinite

shape parameters L and M.
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Fig. 2. Segmentation results of a simulated data-set (140 ×
140 pixels). (a) Ground truth. (b) Colored composition of the

target vector in the Pauli basis [k]1-[k]3-[k]2. Partitions con-

taining 6 segments: (c) Gaussian criterion and (d) KummerU

criterion.

The Gaussian distribution can be viewed as a particular

case of the KummerU distribution (for large shape parame-

ters L and M). It is expected that the KummerU segmen-

tation gives at least the same performances as the Gaussian

criterion. The hierarchical segmentation algorithm is initial-

ized with a partition where each segment is a bloc of 10 × 10
pixels. The initial partition is composed by 196 segments.

Segmentation results based on the Gaussian and KummerU

criteria are respectively shown on Fig. 2(c) and Fig. 2(d) with

partitions containing 6 segments.

For the Gaussian criterion, only the determinant of the

sample covariance matrix is taken into account. Both the



structure of the covariance matrix and the power (texture) of

the clutter are ignored. Consequently, the Gaussian criterion

cannot distinguish between two regions having different tex-

ture values and/or covariance matrices whose determinants

are equals, but having different structure. The KummerU cri-

terion uses information about the texture and full information

about the covariance matrix, and is able to give a better seg-

mentation of heterogeneous scenes.

3.2.2. On very high resolution X-band data

In this section, a very high resolution data-set acquired by

the X-band RAMSES sensor over the Salon de Provence test-

site with a resolution of 10cm is analyzed. Fig. 3(a) shows

an optical image of the test-site. Segmentation results with

the Gaussian and KummerU criteria are respectively shown

in Fig. 3(b) and Fig. 3(c). The segmentation algorithm is ini-

tialized with a partition where each segment is a bloc of 7× 7
pixels.

(a) (b) (c)

Fig. 3. Segmentation results for the X-band RAMSES data

over the Salon de Provence test-site (1050 × 1050 pixels).

Partitions containing 55 segments over a colored composition

of the target vector in the Pauli basis [k]2-[k]3-[k]1: (a) Op-

tical image c©CNES/Spot-Image, (b) Gaussian criterion, (c)

KummerU criterion.

From this data-set, it can be noticed that more features are

segmented in the traffic circle with the KummerU criterion

than with the Gaussian criterion. Moreover, the artifact in the

water (on the North East of the image) is better retrieved with

the KummerU segmentation. Concerning the water itself, the

Gaussian criterion leads to an over-segmented partition, espe-

cially near the bridge.

4. CONCLUSION

In this paper, authors have proposed to apply the SIRV esti-

mation scheme to derive the covariance matrix and the texture

parameter. If the texture parameter τ is Fisher distributed,

the target scattering vector follows a KummerU PDF. Then,

this distribution has been implemented in a ML hierarchical

segmentation algorithm. Segmentation results on a very high

resolution PolSAR data have shown that the SIRV estimation

scheme combined with the KummerU PDF provide the best

performances compared to the classical Gaussian hypothesis.

Further works will deal with the use of multivariate statis-

tics for clutter modeling, with an application of change detec-

tion in PolSAR imagery.
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