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Abstract. To explore the “Perturb and Combine” idea for estimating probability
densities, we study mixtures of tree structured Markov networks derived by bagging
combined with the Chow and Liu maximum weight spanning tree algorithm and
we try to accelerate the research procedure by reducing its computation complexity
below the quadratic and keepingg similar accuracy.

We empirically assess the performances of these heuristics in terms of accuracy
and computation complexity, with respect to mixtures of bagged Markov trees, and
single Markov tree CL built using the Chow and Liu algorithm.
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1 Introduction

Learning of graphical probabilistic models essentially aims at discovering a
maximal factorization of the joint density of a set of random variables ac-
cording to a graph structure, based on a random sample of joint observations
of these variables. Such a graphical probabilistic model may be used for elu-
cidating the conditional independencies holding in the data-generating dis-
tribution, for automatic reasoning under uncertainties, and for Monte-Carlo
simulations. Unfortunately, currently available optimization algorithms for
graphical model structure learning are either restrictive in the kind of dis-
tributions they search for, or of too high computational complexity to be
applicable in very high dimensional spaces. Moreover, not much is known
about the behavior of these methods in small sample conditions and, as a
matter of fact, one may suspect that they will suffer from overfitting when
the number of variables is very large and the sample size is comparatively
very small.

In the context of supervised learning, a generic framework which has led
to many fruitful innovations is called “Perturb and Combine”. Its main idea is
to on the one hand perturb in different ways the optimization algorithm used
to derive a predictor from a dataset and on the other hand to combine in some
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appropriate fashion a set of predictors obtained by multiple iterations of the
perturbed algorithm over the dataset. In this framework, ensembles of weakly
fitted randomized models have been studied intensively and used successfully
during the last two decades. Among the advantages of these methods, let us
quote the improved predictive accuracy of their models, and the potentially
improved scalability of their learning algorithms (e.g. Geurts et al. (2006)).

In the context of density estimation, bagging and boosting of normal dis-
tributions has been proposed by Ridgeway (2002). The link between mixture
of models and bayesian modelling framework has been described in Ammar et
al. (2009). In Ammar et al. (2008) the Perturb and Combine idea for probabil-
ity density estimation with probabilistic graphical models was first explored
by comparing large ensembles of randomly generated (directed) poly-trees
and randomly generated undirected trees. In Ammar et al. (2009) other com-
parisons were made essentially between ensembles of optimal trees derived
from bootstrap copies of the dataset by the Chow and Liu algorithm (Chow
and Liu (1968)), which is of quadratic complexity with respect to the number
of variables (called bagging of Markov trees), and mixtures of tree structures
generated in a totally randomized fashion with linear complexity in the num-
ber of variables. This work proved that Bagged ensembles of Markov trees
significantly outperform totally randomized ensembles of Markov trees, both
in terms of accuracy and speed of convergence when the number of mixture
components is increased. Thus, in the present paper we focus on our methods
with bagging and we study various manners to improve them by forcing the
complexity of the optimization level in the Chow Liu MWST algorithm to
come down below the quadratic and keeping the same accuracy. The main
idea of this work is to weaken the Chow Liu algorithm search procedure,
witch is the more expensive step, by considering only reduced ensemble of
mutual information terms choosen at random. We consider two ways to ran-
domize witch terms will be considered in the search procedure. The first one
consist on choosing totally at random these terms, the second one exploate
the result of previous iterations to choose part of considering terms. We as-
sess the accuracy of these two methods empirically on a set of synthetic test
problems in comparison to methods described in Ammar et al. (2009).

The rest of this paper is organized as follows. Section 2 recalls briefly
the principle of learning random mixtures of models and Section 3 describes
the proposed research heuristics. Section 4 collects our simulation results and
Section 5 briefly concludes and highlights some directions for further research.

2 Randomized Markov tree mixtures

Randomized Markov tree mixtures was studied in Ammar et al. (2009) and
Ammar et al. (2008) and applied to be an alternative to classical methods
of density estimation in the context of hight-dimentional spaces and small
datasets.



Sub-quadratic mixture models 3

In the space of Markov tree structures probabilistic inference (Pearl (1986))
and parameter learning are of linear complexity in the number of variables n.
Importantly, Markov tree models may be learned efficiently by the Chow and
Liu algorithm which is only quadratic in the number of vertices (variables).

Let X = {X1, . . . , Xn} be a finite set of discrete random variables, and
D = (x1, · · · , xd) be a dataset (sample) of joint observations xi = (xi

1, · · · , xi
n)

independently drawn from some data-generating density PG(X).
A mixture distribution PT̂ (X1, . . . , Xn) over a set T̂ = {T1, . . . , Tm} of m

Markov trees is defined as a convex combination of elementary Markov tree
densities, ie.

PT̂ (X) =
m∑

i=1

µiPTi
(X), (1)

where µi ∈ [0, 1] and
∑m

i=1 µi = 1, and where we leave for the sake of sim-
plicity implicit the values of the parameter sets θ̃i of the individual Markov
tree densities.

Our generic procedure for learning a random Markov tree mixture distri-
bution from a dataset D is described by algorithm 1 (Ammar et al. (2009)).
This algorithm returns the m tree-models, along with their parameters θTi

and the weights of the trees µi.

Algorithm 1 (Learning a Markov tree mixture)

1. Repeat for i = 1, · · · ,m:
(a) Draw random number ρi,
(b) Ti = DrawMarkovtree(D, ρi),
(c) θ̃Ti

= LearnPars(Ti, D, ρi)
2. (µ)m

i=1 = CompWeights((Ti, θ̃Ti
, ρi)m

i=1, D)

3. Return
(
µi, Ti, θ̃Ti

)m

i=1
.

Some versions of this algorithm procedures used in our experiments are
further discussed in Ammar et al. (2009). We concentrate in this work on
DrawMarkovtree procedure and we describe in the following section new
heuristics based on the Perturb and Combine principle in order to reduce
the complexity of previous proposed approaches.

3 DrawMarkovtree procedure sub-quatratic heuristics

We proposed in Ammar et al. (2009) variants for DrawMarkovtree procedure.
The first one randomly generates unconstrained Markov trees (by sampling
from a uniform density over the set of all Markov tree models).The second
one builds optimal tree structures by applying the MWST (Maximum Weight
Spanning Tree) structure learning algorithm (Chow and Liu (1968)) on a
random bootstrap replica of the initial learning set. We demonstrated in this
previous work that the consistently best method is the method which uses
bagging of tree structures running with a quadratic complexity.
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Thus, we propose to study this method and try to accelerate the learning
procedure by keeping similar accuracy. This procedure can be decomposed
in three steps : the first one consists on computing the mutual information
between each pair of variables to fill an n× n symetrical mutual information
matrix called MI, the second one consists on finding the maximum weight
spanning tree by applying the MWST algorithm (we use the Kruskal algo-
rithm), and finally the third consists on learning structure parameters.

The first step is quadratic on the number of variables (n2 terms to com-
pute) while the second step has a complexity of E log(E) where E is the num-
ber of considered edges. If the MI matrix is totally filled (E = n2 terms),
the complexity of the second step is 2 n2 log(n). The third step is linear on
the number of variables.

As we combine weak models from random trees to optimal ones learnt by
applying a maximum weight spanning tree research with the MI matrix, in
order to obtain a good density estimation, we propose here to apply again the
Perturbe and Combine principle by using intermediate models learnt with an
incomplete MI matrix. The number of terms considered K is a key parameter
to estimate the total procedure complexity.

This procedure is then described by the algorithm 2.

Algorithm 2 (Naive DrawMarkovTree Subquadratic procedure)

1. MIi = [ ]n×n

2. Di = GenSamples(D, i),
3. Repeat for k = 1, · · · ,K:

(a) Draw random pair of number (i1, i2),
(b) MIi[i1, i2] = ComputeMI(Xi1 , Xi2)

4. Ti = CompKruskal(MIi),
5. Return Ti.

{(i1, i2)} represents a set of pair indices which are generated randomly ac-
cording to a uniform distribution and will be used to partially fill the MIi
matrix by ComputeMI. CompKruskal takes as input the partially filled MIi
and builds the corresponding maximum weight spanning tree which will be
returned by the algorithm.

We propose to consider different values of this parameter and study his
impact on the accuracy of the result model. We report in this paper simula-
tions and results for one value of the parameter K : n log(n).

If K = n log(n), then the first step complexity will be n log(n). In the
second step, we will consider E = n log(n) edges to compute the correspond-
ing maximum weight spanning tree, and then the complexity of this step will
be : E log(E) = n log(n) log(n log(n)), which is sub-quadratic and very close
to the quasi-linear.

An other idea is considered to compute sub-optimal maximum weight
spanning tree by DrawMarkovtree procedure. This idea consists in taking
advantage of the resulting Markov tree built in the previous iteration to
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compute the next one. Edges indices of the Markov tree built at iteration i
will be used first to fill the MIi+1 matrix of next iteration i + 1, then we
complete the K terms indices by generating them at random. This idea can
be described by algorithm 3.

Algorithm 3 (Inertial DrawMarkovTree Subquadratic procedure)

1. MIi = [ ]n×n

2. Di = GenSamples(D, i),
3. Repeat for k = 1, · · · , nbEdges(Ti−1):

(a) (i1, i2) = GetIndices(GetEdge(Ti−1, k),
(b) MIi[i1, i2] = ComputeMI(Xi1 , Xi2)

4. Repeat for k = 1, · · · ,K − nbEdges(Ti−1):
(a) Draw random pair of number (i1, i2),
(b) MIi[i1, i2] = ComputeMI(Xi1 , Xi2)

5. Ti = CompKruskal(MIi),
6. Return Ti.

We consider 2 variants of the GenSample function used in step 2. of algo-
rithm 2 and 3. The first one uses the same original dataset in each iteration.
The second one generates a bootstrap replica of the initial dataset.

Finally, we consider two variants for the CompWeights function proposed
in Ammar et al. (2009), namely uniform weighting and Bayesian averaging.

4 Empirical simulations

4.1 Protocol

In order to evaluate the different heuristics proposed to ameliorate the reser-
ach procedure complexity, we carried out repetitive experiments for different
data-generating (or target) densities, by proceeding in the following way.

Choice of target density All our experiments were carried out with
models for a set of n = 1000 binary random variables. To choose a target
density PG(X), we first decide whether it will factorize according to a general
directed acyclic graph structure. Then we use the appropriate random struc-
ture and parameter generation algorithm described in Ammar et al. (2008)
to draw a structure and their parameters.

Generation of datasets For each target density and dataset size, we
generated 10 different datasets by sampling values of the random variables
using the Monte-Carlo method with the target structure and parameter val-
ues. We carried out simulations with dataset sizes of N = 1000 elements.
Given the total number of 2n possible configurations of our n random vari-
ables, we thus look at rather small datasets.

Learning of mixtures For a given dataset and for a given variant of the
mixture learning algorithm we generate ensemble models of growing sizes,
respectively m = 1, m = 10, and then up to m = 150 by increments of 10.
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This allows us to appraise the effect of the ensemble size on the quality of
the resulting model.

Accuracy evaluation The quality of any density inferred from a dataset
is evaluated by the approached Kullback-Leibler divergence between this den-
sity and the data-generating density PG(X) used to generate the dataset.

Software implementation Our various algorithms were implemented in
C++ with the Boost library (http://www.boost.org/) and APIs provided
by the ProBT c© platform (http://bayesian-programming.org).

Our generic algorithm can be declined by varying the tree generation
function (random, algorithms 2 or 3), the learning dataset (initial data D or
boostrap replica B) and the weighting coefficient (uniform or BDeu).

Table 1 summarizes the name of the different variants we will compare in
the next section.

Variants name Tree Generation Dataset Coefficients Complexity

MTU Random D Uniform Linear

MTBDeu Random D BDeu Linear

FBU Algo 2 B Uniform Sub-quadratic

FBBDeu Algo 2 B BDeu Sub-quadratic

FDU Algo 2 D Uniform Sub-quadratic

FDBDeu Algo 2 D Uniform Sub-quadratic

FRBU Algo 3 B Uniform Sub-quadratic

FRBBDeu Algo 3 B BDeu Sub-quadratic

FRDU Algo 3 D Uniform Sub-quadratic

FRDBDeu Algo 3 D BDeu Sub-quadratic

CL MWST D Uniform quadratic

Table 1. Algorithms’ variants name

4.2 Results

Figure 1 provides a representative set of learning curves corresponding to our
simulations. The horizontal axis corresponds to the number m of mixture
terms, whereas the vertical axis corresponds to the KL measures with respect
to the target density. All the curves represent average results obtained over
ten different datasets of 1000 learning samples and seven target distributions.
We thus observe in Figure 1 that our two sub-optimal tree mixture methods

are clearly outperforming the random Markov tree mixture methods MTU
and MTBDeu in terms of accuracy when we use uniform weighting schema
(FDU and FBU), but are slightly worst when we use non uniform weights.

Concerning our second proposed method, we observe from Figure 2 that
all variants outperform well the random Markov tree mixture methods (which
is linear in the number of variables) in terms of accuracy and are approach-
ing the baseline CL (which is quadratic in the number of variables) when
the number of mixture components grows. With all this sub-quadratic ap-
proaches, we also notice that the uniform weighting procedure is actually
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Fig. 1. Naive sub-quadratic mixtures of trees for density estimation with a DAG
target distribution. 10 experiments with a sample size of 1000 for 7 random target
distributions of 1000 variables. (lower is better).
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Fig. 2. Inertial sub-quadratic mixtures of trees for density estimation with a DAG
target distribution. 10 experiments with a sample size of 1000 for 7 random target
distributions of 1000 variables. (lower is better).

better than the one using weights based on the posterior probabilities given
the dataset. Finally, we note that bagging principle do not provide better
results than using the original dataset in this context of hight dimensitional
problems and small datasets. All in all, the consistently best method in these
trials is the method which uses uniform mixtures of sub-optimal trees built
using the Chow and Liu algorithm on a partially fillet mutual information ma-
trix whose terms are not generated at random and using the original dataset.

From a computational point of view, our proposed methods, whose com-
plexity is n log(n) log(n log(n)) (sub-quadratic) provide better results than
the linear methods and approach the single CL method whith is quadratic.
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5 Summary and future works

We have proposed in this paper to apply the Perturb and Combine principle
in the context of unsupervised density estimation with graphical probabilis-
tic models by using sub-optimal models learnt with an incomplete MI matrix
and the Chow and Liu algorithm. We have presented two research heuristics
for doing this and provide sub-quadratic computation complexity. The per-
turbation was done by partially fill the MI matrix by generating at random
part of this matrix terms and use it to optimize the structure component, or
by bootstrapping data before filling the MI matrix.

The most interesting result is that our second proposed method with a
complexity very close to the quasi-linear, provides much better results than
linear randomized mixtures of Markov trees and approaches the CL method
which is quadratic in the number of variables.

As future work, complexity of our methods can be further improved by
using some linear approximation of spanning tree algorithm (Chazelle (2000))
in order to obtain a lower complexity. We also believe that the combination of
our approaches with sequential methods such as Boosting or Markov-Chain
Monte-Carlo whitch have already been applied in the context of graphical
probabilistic models, might provide a very rich avenue for the design of novel
density estimation algorithms.
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