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Abstract There are different ways to tackle the problem

of NE matching: the first and certainly most reli-
able one consists in studying the specific features
of the data, and then use any available tool to de-
sign a specialized method for the matching task.
This approach will generally take advantage of
language-specific (e.g. in (Freeman et al., 2006))
and domain-specific knowledge, of any external
resources (e.g. database, names dictionaries, etc.),
and of any information about the entities to pro-
_ cess, e.g. their type (person name, organization,
1 Introduction etc.), or internal structure (e.g. in (Prager et al.,

In this paper, we study the problem of matching?007)). In such an in-depth approach, supervised
coreferent named entities (NE in short) in text collearning is helpful: it has been used for example
lections, focusing primarily on orthographic vari-in @ database contéxin (Bilenko et al., 2003), but
ations in nominal groups (we do not handle thdhis approach requires labeled data which is usu-
case of pronominal references). Identifying textuadlly costly. All those data specific appproaches
variations in entities is useful in many text min-would necessitate some sort of human expertise.
ing and/or information retrieval tasks (see for ex- The second approach is tlrebust one: we
ample (Pouliquen et al., 2006)). As described ifpropose here to try to match any kind of NE,
the literature (e.g. (Christen, 2006)), textual dif-extracted from “real world” (potentially noisy)
ferences between entities are due to various resources, without any kind of prior knowledye
sons: typographical errors, names written in difOne looks for coreferent NE, whatever their type,
ferent ways (with/without first nameltitle, etc.),source, languageor quality?. Such robust simi-
abbreviations, lack of precision in organizationarity methods may be useful for a lot of generic
names, transliterations, etc. For example, on@sks, in which maximum accuracy is not the main
wants“Mr. Rumyantsev’to match with“Alexan-  criterion, or simply where the required resources
der Rumyanstev'but not with “Mr. Ryabev”. are not available.

Here we do not address the related problem of dis- The literature on string comparison metrics is
ambiguatioR (e.g. knowing whether a given oc- abundant, containing both general techniques and
currence of‘George Bush”refers to the 41st or

43rd president of the USA), because it is techni- *The matching task is quite different in this framework,

cally very different from the matching problem because one observes records (structured information).
- ' *In this kind of knowledge are included the need for hand-

(© 2008. Licensed under theCreative Commons tuning parameters or defining specific thresholds.

Matching coreferent named entities with-
out prior knowledge requires good similar-
ity measures. Soft-TFIDF is a fine-grained
measure which performs well in this task.
We propose to enhance this kind of met-
rics, through a generic model in which
measures may be mixed, and show experi-
mentally the relevance of this approach.

Attribution-Noncommercial-Share Alike 3.0 Unportelg SActually we have only studied English and French (our
cense  (http://creativecommons.org/licenses/by-n888/  approach is neither “multilingual”, in the sense that it @ n
Some rights reserved. specific to multilingual documents).

INow at LIPN - Univ. Paris 13 & UMR CNRS 7030. 8In particular, this task clearly depends on the NE recog-

2Which is essential in the Web People Search task. nition step, which may introduce errors.



more linguistically motivated measures, see e.g. (insertion or deletion), and there is a function
(Cohen et al., 2003) for a review. From a bird's eye  cost(c, ¢') which gives the cost of substituting
view, these measures can be sorted in two classes: ¢ with ¢ for any pair of character&:, /).
“Sequential character-based methods” and “Bag-

of-words methods”. Both classes show relevant Jaro metric (Winkler, 1999). This measure is
results, but do not capture the same kind of simpased on the number and the order of common
larity. In a robust approach for NE matching, onecharacters. Given two strings = a; ... a, and
needs a more fine-grained method, which performig= b1 - . - by, let H = min(n, m)/2: a; isin com-

at least as well as bag-of-words methods, withoutionwith y if there existsh; in y such thata; = b;
ignoring coreferent pairs that such methods miss@ndi — H < j < i+ H. Leta' = a}...a},

A first attempt in this direction was introduced(resp.y’ = b} ... b, ,) be the sequence of charac-
in (Cohen et al., 2003), in the form of a measuréers fromz (resp.y) in common withy (resp. z),
calledSoft-TFIDF. We will show that this measure in the order they appear in (resp. y). Any posi-
has theoretical pitfalls and a few practical drawiion i such thata; # b; is called atransposition
backs. Nevertheless, Soft-TFIDF outperforms thk€t 7' be the number of transpositions betwegen
better standard string similarity measures in thandy’ divided by 2:

NE matching task. That is why we propose to gen-  Jaro(z,y) = 1 X (% + % + |y|IL,_|T)
eralize and improve its principle, and show exper-
imentally that this approach is relevant. 2.1.2 Bag-of-words methods

In section 2 we introduce standard similar- With these methods, each NE is represented as
ity measures and enhance the definition of Soft set offeatures(generally words or characters n-
TFIDF. Then we define a generic model in whichgrams$). Let X = {z;}1<;<, andY = {y;}1<i<m
similarity measures may be combined (section 3pe the sets representing the entitieg. Simplest
Finally, section 4 shows that experiments with twaneasures only count the number of elements in
different corpora validate our approach. commoN, e.g:

_ _ X NY]
2 Approximate matching methods Overlap(z,y) = min(|X|, [Y])

We present below some of the main string similar- Some more subtie techniques are based on a

ity measures used to match named entities (Chnsector representation of entities andy, which

ten, 2006: Cohen et al., 2003: Bilenko et al,, 2003)"'Y, take into account parameters that are are
not included in the sets themselves. L&t =

2.1 Classical metrics (a1,...,aig)) andB = (b1, .., byy|) be such vec-

O - - . . . . .
2.1.1 Sequential character based methods tors'?, the widely used cosine similarity is:

3

Levenshtein edit distanc&his well-known dis- cos(A, B) = Y aibi
tance metricd represents the minimum number \/Zm' \/lell b?
of insertions, deletions or substitutions needed to Traditionally, TF-IDF welghts are used in
transform a string: into another string,. For ex- vectors Term Frequency-Inverse Document Fre-
ample, d(kitten, sitting) = 3 (k — s, e — i, quenc). In the NE case, this value represents the
€ — g). The corresponding normalized similarityimportance each feature (e.g. word) has for an
measure is defined as= 1 — d/maz(|z|, |y|). A  entity x belonging to the sek of entities:
lot of variants and/or improvements exist (Navarro,tf(wvz) _ Nw e idf(w) = log E| ,
2001), among which: Dwrex Tl {z € Blw € «}|

thdf(w, z) = tf(w, x) x idf(w).
with n,, , the number of timesv appears inz.
Thus the similarity score i€osTFIDF (z,y) =
Cos(A, B), where eacla; (resp.b;) in A (resp. in
e Needleman-Wunch. Basic edit operation B)is tfidf(w;,z) (resp.tfidf(w;,y)).
costs are parameterize@:is the cost of a gap

e Damerau.One basic edit operation is added:
a transposition consists in swapping two
characters;

8In the remaining the ternm-gramsis always used for
"We omit measures based on phonetic similarity Sucﬁharacters n-grams

as Soundex, because they are language-specific and/or type IEI denotes the number of elementshn

specific (person names). 105 is the vocabulary, containing all possible features.



2.2 Special measures for NE matching Let CLOSEST(0,w,Z) = {v e Z |V € Z :

- / - / / - /
Experiments show that sequential character-basél’* (w,v) > sim/(w, v') A sim’(w, v) > 6}.

measures catch mainly coreferent pairs of long NECTt TFIDF(X,Y) = > weight(w, X) - auy,
that differ only by a few characters. Bag'Of'WordSWherea ;= 0if CE%)XSEST(H w, Z) = 0, and

methods suit better to the NE matching problem 2 = weight(w', Z) - sim/(w, w') otherwise
. . w, - ) 9 ’
since they are more flexible about word order ana/ithlz W' € CLOSEST(6, w, 7).

position. But a lot of coreferent pairs can not be As one may see, SoftTFIDF relies on the same
identified by such measures, because of small diBrincipIe than Mor;ge-EIkan' for each wort

ferences between words: for examplBjrector in the first entity, find a wordy; in the second

EIBaradei” and "Director-General EIBareidi” is one that maximizesim’(xi,yj). Therefore, these

out of reach for such methods. That is why usecfneasures have both the drawback not to be sym-

ond level” measures are relevant. their principle i?netric Furthermore, there is another theoretical
, . : ;
to apply a sub-measuren’ to all pairs of words pitfall with SoftTFIDF: in Monge-Elkan, the fi-

between the two NE and to compute a final SCOE.| score is simply normalized if0, 1] using the

based on these values. Th'_s approach is poss'balSerage among words of the first entity. Accord-
because NE generally contain only a few words. ing to the principle of the Cosine angle of TF-

Monge-Elkan measure belongs to this categoryp e eighted vectors, SoftTFIDF uses both vec-
it simply computtes the average of the better pairt%rs norms. However the way words are “approx-
of words according to the sub-measure: imately matched” does not forbid the matching of
a given word in the second entity twice: in this
= case, normalization is wrong because this word is

But experiments show that Monge-Elkan doesounted only once in the norm of the second vec-
not perform well. Actually, its very simple behav-tor. Consequently there is a potential overflow: ac-
ior favors too much short entities, because averagyally it is not hard to find simple examples where
ing penalizes a lot every non-matching word. the final score is greater than 1, even if this case is

A more elaborated measure is proposed in (Calikely with real NE and a high threshotd
hen et al., 2003)Soft-TFIDFis intended precisely o
to take advantage of the good results obtained with  Generalizing Soft-TFIDF
Cosine/TFIDF, without automatically discardings ¢ A unifying framework for similarity
words which are not strictly identical. The original
definition is the following: letCLOSE(#, X,Y")
be the set of wordsv € X such that there ex-

, 1 o )
sim(x,y) = ” E I?iélx(ﬁm/(ﬁﬂiayj))-
i=1

measures

We propose to formalize similarity measures in the
ists a wordv € Y such thatsim/(w,v) > 6. Let ger_1eric model below. Thi__c, mod_el is_ intende_d to
N(w,Y) = max({sim’(w,v)[v € Y}). For any define, compare and pOSSIply mix dllffer_ent kinds
w € CLOSE(0, X,Y), let of measures. The underlylng idea is simply that
Suxy = weight(w, X) - weight(w,Y) - N(w,Y) most measures may be viewed as a process follow-
e ’ ’ "~ 77 ing different steps: representation as a sequence of

, thdf(w, 2) A -FTE )
whereweight(w, Z) = . feature$® (e.g. tokenization), alignment and a way
V2owez tHdf(w, Z)? : .
Finally to compute the final score. We propose to define a
g fTFII;F V) — g similarity measuresim through these three steps,
oft (X,Y) = Z w, XY+ each of them is modeled as a funcfitin

weCLOSE(0,X,Y)

This definition is not entirely correct, be-
causeweight(w,Y) = 0if w ¢ Y (in other
words, w must appear in bothX and Y, thus YIf | CLOSEST (0, w, Z)| > 1, pick any suchw’ in the

set. In the case of matching words between NE, this should
Soft TFIDF(X,Y’) would always be equal to 7 - o " happen.

CosTFIDF(X,Y)). We propose instead the fol-  13ye yse the wordeaturefor the sake of generality.
lowing corrected definition, which corresponds to *Of course, alternative definitions may be relevant. In par-

the implementation the authors provided in théicular one may wish to allow the alignment function to retur
. a set of graphs instead of only one. In the same way, one may

package SecondStriflg wish to add a special vertexto the graph, in order to repre-
sent the fact that a feature is not matched by adding an edge

Hhtt p: // secondstring. sour cef or ge. net between this feature ard

Representation. Given a setF’ of features let
features(e) = (aq,...,a,) be a function that as-



signs an (ordered) sequence of features to any edi2.1 Levenshtein-like similarity

tity e (a; € F' for anyi). Features may be of any  The functionaligni.,(S, ') is defined in the
kind (e.g. characters, words, n-grams, or even Cofg|lowing way: let G;., be the set of all graphs
textual elements of the entity) ; G = (V,E) such that any pair of edges
Alignment. Given a functionsim® : F? — R (uij,vg,v,sj),(uik,vg%,sk) € E satisfies(i; <
which defines similarity between any pair of fea-;, 2'5 < i)V (i; > i Ady > ). This
tures, letalign({a1, ..., an),{a},...,a,,)) = G constraint ensures that the sequential order of fea-
be a function which assigns a graghto any pair tyres is respecté®, and that no feature may be
of features sequencess = (V. E) is a bipartite matched twice. In the simplest form of Leven-
weighted graph where: shteirtS, sim (a,b) = 1if a = b and0 otherwise:

— eimF
e The set of vertices i§ = A U A/, where for any (Uij’v;}’sj) € By sj = sim (aij’a;})'
A and A’ are the partitions defined a$ = Lgt
{vi,...,v,} and A" = {v],...,v],}. Each sim(G) = M —ng - costy — | E| + Z 5>
v; (resp. v}) represents (the position of) the (vi ’”ajvsj)eE

corresponding feature; (resp.a’) ; whereM = max(n,n’) andng is the number of
) _ vertices that are not connected (i.e. the number of
e The set of weighted edges i€ = jnserted or deleted words)ost, = 1 in the simple

{(”i.w”;ysj)}lsj‘élEl’ where v;; € A, | evenshtein form, but may be a parameter in the
vl, € A’. Weightss; generally depend on Needleman-Wunch variant (gap cost). In brief, the
Si‘;nF( principle in this definition is to count the positions
where no edit operation is needed: thus maximiz-

ing sim(G) is equivalent to minimizing the cost of
an alignment:

align;e, (S, S") = G, whereG is any graph such
thatsim = max({sim(G")|G’ .

Th? repre_sentatio_n step is not particglarly origi- Finall)(/,GtLe functi((;{nsco(rfle)lci;s Slrilsry} Llefined
nal, since different kinds of representation have al- o ) .

. , asscoreye,(G) = sim(G)/ max(n,n’). Itis not

ready been used both with sequential methods a érd to see that this definition is equivalent to the

bag-of-features” methods. However our mode{, o ;40 (see section 2): basically, the graph rep-

also entails an alignment step, which does not EXi?ésents the concept calldthce in (Wagner and

with bgg.-of-fge-ltur(-es methods. Actually, the a“g.n'Fischer, 1974), except that the cost function is “re-
ment is implicit with such methods, and we will

S L versed” to become a similarity function.
show that making it visible is essential in the case

of NE matching. _ o
In the remaining of this paper we will only con- ~ Figure 1: Example of Levenshtein alignment
sider normalized metrics (scores belondtol]). k S
i «

3.2 Revisiting classical similarity measures t 1

o
@i O ).

Scoring. Finally sim = score(G), wherescore
assigns a real value (possibly normalizedaint])
to the alignment;.

Supposeost, = 1.
sim(G) = M —ngy— |E|+ Z s;
ejGE

Measures presented in section 2 may be definetl
within the model presented above. This mod-e
elization is only intended to provide a theoreticaln
viewpoint on the measures: for all practical pur-
poses, standard implementations are clearly more
efficient. Below we do not detail the represen-
tation step, because there is no difficulty with it3-2-2 Bag of features

and also because it is interesting to consider that For all simple measures using only sets of fea-
any measure may be used with different kind¢ures, the functiormulign., (S, S’) is defined in
of features, as we will show in the next sectionthe following way: letG be the set of all graphs

Let S = {(a1,...,a,) = features(e) and S’ = —F—— .
, /< b f’ "> N f ( ) ir of . SConstraints are a bit more complex for Damerau.
(ay,...,a,,) = features(e) for any pair of enti- %In the Needleman-Wunch variantim® should depend

ties(e, e’). on the cost function, e.gsim® (a,b) = 1 — cost(a, b).

|
t
U sim(G)=7-1-6+4
I sim(G) =4

n scorepe, (G) = 4/7.

g




G = (V,E) such that if(v;,, v}, ,s;) € E then of term frequenciesf(t, S) - tf(t,S") -n-n'. Thus
’ summingm x m/ timesidf(t)/n - idf(t)/n’ in

sim(@G) is equal totfidf(¢, S) - tfidf(¢, S”) (nor-

malization is computed in the same way).

a;, = al, (equivalentlysim® (a;,,al, ) = 1). Now
N J ) J
let once(G) be the set of allG € G such that
any pair of edgesv; , v, , s;), (vi,, v} ,sk) € E
7 k
satisfiesi; # iy A4 # i (at most one match 3.3 Meta-Levenshtein: Soft-TFIDF with
for each feature), and;, # a;, (a feature oc- Levenshtein alignment

curring several times is matched only once). Léfye have shown in part 2.2 that there are some

sim(G) = Y s;jforanyG = (V,E). pitfalls in Soft-TEIDF, especially in the way the
(”ij7”§3.’sf>EE alignment is computed: no symmetry, possible

alignpag (S, S') = @G, whereG is any graph such score overflow. But experiments show that tak-

thatsim(G) = max({sim(G') | G’ € once(G)}). ingwords IDF into account increases performance,

Since all weights are equal to 1, one may shov@nd that Soft-TFIDF, i.e. the possible matching
that sim(G) = |S N S| for any G € once(G). of words that are not strictly identical, increases
Thus thescore function is simply used for nor- Performance (see section 4). That is why improv-

malization, depending on the given measure: fdhd this kind of measure is interesting. Follow-
sim(G) ing the model we proposed above, we propose to

min(n,n’)’ mix the cosine-like similarity used in Soft-TFIDF
with a Levenshtein-like alignment. The following

3.2.3 Soft-TFIDF measure, calletMeta-LevenshteiML for short),

The case of Cosine measure with TFIDRakes IDFs into account but is not a bag-of-features
weighted vectors is a bit different. Here we definenetrics.
the SoftTFIDF version: leiligng, (S, S’) bethe  Letus defineulign,, . in the following way: let
graphG = (V, E) defined a¥' (v;,, v}, , s;) € Eif Gy, be defined exactly as the set of gragghs,
and only ifa/, = select(CLOSEST](H, a;;, 5")), (see part 3.2.1), except that weights are defined as

where CLOSEST is the function defined in sec- N the case of Soft-TFIDF:/for ang = (V. E) €
tion 2 andselect(E) is a function returning the Yiev @nd forany edgéui;, v;, . s;) € £, let

example scoregperiap(G) =

first element inE if |E| > 0, and is undefined . idf(a;,) 1df(ay)
otherwisé®. For any such edge, the weight is 55 = sim (az‘j,a%) T = ' -
. 1 I
idf(as;) ‘ 1df(ai;) Letsim(G) = Z s, and

Sj :SZ"I’)’LF(CLZ'].,CL%) . ;

n n (Uij ,U;,v ,$5;)€EE
J

Once again, lekim(G) = Z 55+ alignyr(S,S’) = @G, where G is such that
(viy vy 55) €8 sim(G) = max({sim(G") |G’ € Gar1.}). Finally,
scoresori(G) = sim(GQ)/(||S]| - |15”]]), where scorep 1 (G) = sim(G)/(||S]] - I97]])-
"L idf (a)\ 2 Compared to Soft-TFIDF, ML solves the prob-
ay, .. an)ll = ([ Y (T) : lem of symmetry {/L(S, S") = ML(5’,S)), and
=1 also the potential overflow, because no feature may

. Although it is not e_xplicitly ysed in this defini- be matched twice (see fig. 2). Of course, the align-
t'r?n’ tern;) freqfuegcy '.S taken into aqcount throughentis less flexible in ML, since it must satisfy the
the num_er 0 i edges. S}’Ppose_ a glven terap- sequential order of features. Practically, this mea-
bearsm times mS a”dm times in5 ’,"’_1” mVer gure may be efficiently implemented in the same
tices corresponding toin A (the partition repre- way as Levenshtein similarity, including option-
. . / . )

sentlngg) will be i),nneﬁted rtlo alkn .Xebrtlces co/r- ally the Damerau extension for transpositions. We
responding ta in A”. Thus there willben x m" 46 150 tested a simple variant with possible ex-
edges, which is exactly the unnormalized produgt, e transpositions, i.e. cases Ik&C com-

In the simple case of CosTFIDF, the condition would pefared toC' A, where bothC' and A are matched.
(vi;,vis,s5) € Eifand only if a;; = a,. In other words, _ o .
all identical features (and only they) are connected. 3.4 Recursive combinations for NE matching

Bthe first element” means thatlect(E) may return any fth int tt hasize th h
e € E, provided the same element is always returned for th«Qne or the points we want 10 emphasize throug

same set. the generic framework presented above is the mod-



for FSM. Recognition errof$ appear in both cor-

Figure 2: Soft-TFIDF vs. ML alignment o . .
'u v 9 pora, but significantly less in FSM. We restricted

With sim(A, D) > 60, andsim(C, E) > sim(B, E) > 0:

Ae eD A® e D the sets of NEs to those recognized as locations,
organizations and persons, and decided to work
B oE Be oE only on entities appearing at least twice. Finally
A® oF A® oF for INT (resp. FSM) we obtain 1,588 distinct
NE (resp. 3,278) accounting altogether for 33,147
ce ce (resp. 23,725) occurrences.
Soft-TFIDF ML Of course, it would be too costly to manually

label as match (positive) or non-match (negative)

ularity of similarity measures. Our viewpoint is the Whole set containing x (n —1)/2 pairs, for
that traditional measures may be seen not only i€ observed values of. The approach consist-
their original context, but also as modular parami"d in labeling only a randomly chosen subset of
eterized functions. The first application of such #irs is ineffective, because of the disproportion
definition is already in use in the form of measureQ€tWeen the number of negative and positive pairs
like Monge-Elkan or Soft-TFIDF, which rely on (less than 0.1%). Therefore we tried to find all pos-

some sub-measure to compare words inside NELVE Pairs, assuming the remaining lot are nega-
But we will show that modularity is also usefyl tive. Practically, the labeling step was based only

at a lower level: measures concerning words mag" the best pairs as identified by a large set of

rely on similarity between (for example) n_grams,measure?é‘. The guidelines we used for labeling

and even at this restricted level numerous possib@© the following: any incomplete, over-tagged or
kinds of similarity may be used. simply wrongly recognized NE is discarded. Then

Moreover, from the viewpoint of applications it remaining pairs are classified as positive (corefer-

is not very costly to compute similarities betweer?nt)’ negatlvg (non-coreferent), or “don't kncie
n-grams and even between words. The numbpQ/PUS| Discarded | Pos.  Neg. pontkow

of n-grams is clearly bounded, and the number of INT 416/1,588 764 2,821 302
words is not so high because there are only about 2 FSM | 745/3278] 741 32,348 419

o According to our initial hypotheses, all non-
words by entity in average, and overall some words . . o
. - tagged pairs are considered as negative in the ex-
appear very often in entitié%

periments below. “Don’t know” pairs are ignored.
As a further note, about 20% of the pairs are not
orthographically similar (e.g. acronyms and their
expansion): these pairs are out of reach of our tech-
nigues, and would require additional knowledge.
Two corpora were used. Both contain mainly news

and press articles, collected from various internat-2  Observations

tional sources. The first one, called “Iran Nu-4.2.1 Taking IDF into account

clear Threat” (INT in short), is in English and 1 eyaluate the contribution of IBE in scor-

was extracted from the NTNuclear Threat Ini- i the coreference degree between NE, let us ob-
tiative) web sit&0. It is 236,000 words long. Our

second corpus, called “French Speaking Medias” BMainly truncated entities, over-tagged entities, and com-
’ mon nouns beginning with a capital letter.

(FSMin short), is 856,000 Words long. It was ex- 2irpisis 4 potential methodological bias, but we hope to
tracted from a regular crawling of a set of Frenchhave kept its effect as low as possible: the measures we used

speaking international newspapers web sites dui® quite diverse and do not assign good scores to the same
pairs; therefore, for each measure, we expect that the poten

ing a short time-frame (in July 2007). GATE tial misses (false negatives) will be matched by some other

was used as the named entities recognizer for INTeasure, thus allowing a fair evaluation of its performance

whereas Ariseft performed the tagging of NEs A fzesw positiye pairs are manu_ally added (mainly gcr_onyms)._
All ambiguous cases, mainly due to some missing preci-

T ) _sion (e.g. “Ministry of Foreign Affairs” and“Russian Min-

In the corpora we studied, 1172 NE (resp. 2533) Contalﬂstry of Foreign Aﬁ:airs')’ and more rare|y homonymy (eg

4 Experiments

4.1 Data

112)7 distinct words (resp. 2785). “Lebedev” and” [Valery|Oleg Lebedev)
http://ww. nti.org 251t may be noticed that the Term Frequency in TFIDF is
Zhttp://gate. ac. uk rarely important, since a given word appear almost always

Zhttp: // www. ari sem com only once in a NE.



serve the differences among best scored pairs fdr2.3 Beyond Soft-TFIDF: (recursive) ML
measures Bag-of-words Cosine and Cosine over |y the ESM corpus, replacing Soft-TFIDF with
TFIDF weighted vectors. For example, the for{simple) Meta-Levenshtein at the word level does
mer will assign 0.5 to paitPrime Minister Tony ot decrease performance, even though the align-
Blair"/"Blair"  (from corpus INT), whereas the ment is more constrained in the latter case. Us-
latter gives 0.61. As expected, IDF weights Iighterpng the same sub-measure to compare words (tri-
the effect of non-informative words and strengthe@rams CosTFIDF), it does neither increase perfor-
important words. In both corpora, The F1-measurgyance. A few positive pairs are missed in the INT
for TFIDF Cosine is about 10 points (in averagekorpus, due to the more flexible word order in En-
better than for Bag-of-words Cosine (see fig. 3). gjish: “U.S. State Department’/*US Department
of State” is such an example (12 among 764 are
concerned). This problem is easily solved with the
ML variant with extended transposition (see part
3.3): in both corpora, there are no positive pairs

As we have explained in section 2.2, the Soﬂ[equiring more than a gap of one word in the align-
TFIDF measure (Cohen et al., 2003) may suffement. Thus this measure is not only performant but
from normalization problems. This is probablyalso robust, since it does not need any hand-tuning.
the reason why the authors seem to use it parsi-AS @ second step, we want to improve results
moniously, i.e. only in the case words are verpY S€lecting a more fine-grained sub-measure. We
close (which is verified using a high threshold'@ve tried several ideas, such as using different
6). Indeed, problems occur when the sub-measukinds of n-grams similarity inside the words sim-
and/or the threshold are not carefully chosen, cauld!ity measure. Firstly, trigrams performed bet-
ing performances drop: using Jaro measure witi¢l than bigrams or simple characters. Secondly,
a very low threshold (0.2 here), performance&h® Pest trigrams _S|m|Iar|_ty mgthoc_l found is actu-
are even worst than Bag-of-words cosine (see figlly Very simple: it consists in using CosTFIDF
3). This is due to thelouble matchingroblem: computed_on thérigrams contextsi.e. the set'of
for example, paitTehran Times (Tehran)”/“Inter closest’ trigrams of all occurrences of the given

Press Service(from INT) is scored more than 1.0 trigram. Unsurprisingly, good scores are generally
becauseTehran” matches‘Inter’ twice: even obtained for pairs of trigrams that have common

with a low score as a coefficientinter” has a Ccharacters. But it seems that this approach also
high IDF compared t8Press” and“Service”, so enhances robustness, becaqse it finds similarities
counting it twice makes normalization wrong. between “close characters”: in the French corpus,
) one observes quite good scores between trigrams
However, this problem may be solved by ChoosE:ontaining an accentuated version and the non ac-

ing a more adequate sub-measure: eXpe”me'Egntuated version of the same character. Further-

show that using the CosTFIDF measure with b'Fnore, some character encoding errors are some-

grams or trigrams outperforms standard COSTHOW corrected this wa. This is possibly the rea-

FIDF. Of course, there are some p_ositiv_e IOair§on why the improvement of results is better in
that are found “later” by Soft-TFIDF, since it may FSM than in INT (see table 1)

on_Iy increase score. But the _SOﬂ comparison Finally, using also ML to compute similarity
brings back to the top ranked pairs a lot of posmv%

in both he b 5 . ?ﬁtweenwords” yields the best results. This
ones. in ot co_rpora_l,t e best sub-measure fou eans that compared to the simple CosTFIDF sub-
is CosTFIDF with trigrams. “Mohamed ElIBa-

measure, one does not compare bags of trigrams
radei”/“Director Mohammad EIBaradei” (INT) P g g

TS : 7 but ordered sequences of trigraths
or “Chine”/"China” (FSM) are typical positive
pairs found by this measure but not by standard *"We have tried different window sizes for such contexts,

CosTFIDF. Here no threshold is needed anymorf%Om 21to 10 trigrams long: performances were approximately
) the same. We only consider trigrams found in the entities.

because the sub-measure has been chosen Witlror example, théin the nameLugovoi” appears also in
care, depending on the data, in order to avoid tHé%l;/I asi, asy, asa, and is sometimes deleted.
normalization problem. This is clearly a drawback - not only between sequences of words: in this case

. . L is run between trigrams at the word level, and then an-
for Soft-TFIDF: it may perform well, but only with gther time between words at the NE level.

hand-tuning sub-measure and/or threshold. 301t is hard to tell whether it is the sequential alignment or

4.2.2 Soft-TFIDF problems: normalization,
threshold and sub-measure



ter than all existing similarity metrics on two cor-
pora. Our measure is robust, since it does not rely
on any kind of prior knowledge. Thus it may be

Figure 3: F1-Measures for FSM (percentages)

100 T

o Rl S— easily used, in particular in applications where NE

. S TOE P g ] matching is useful but is not the essential task.
ML (ML/contexts 3g)
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