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Abstract
In this paper, we investigate the problem of matching coreferent named entities extracted from text collections in a robust way: our long-
term goal is to build similarity methods without (or with theminimum amount of) prior knowledge. In this framework, string similarity
measures are the main tool at our disposal. Here we focus on the problem of evaluating such a task, especially in finding a methodology
to label the data in a semi-automatic way.

1. Introduction
In this paper, we study the problem of matching coreferent
named entities in text collections, focusing primarily on or-
thographical variations in nominal groups (i.e. we do not
handle the case of pronominal references). As described
in the literature (e.g. (Christen, 2006)), textual differences
between entities are due to various reasons: typographical
errors, names written in different ways (with/without first
name, with/without title, etc.), abbreviations, lack of pre-
cision in organization names, etc. Among them, we are
particularly interested on capturing textual variations that
are due to transliterations (translations between different al-
phabets). Identifying textual variations in entities is useful
in many text mining and/or information retrieval tasks. In
the former case, it will act as a useful normalization step,
thus limiting the growth of the indexing vocabulary (see e.g.
(Steinberger et al., 2006)). In the latter case, for instance,
it allows to retrieve relevant documents even in the face of
misspelling (in the query or in the document).
There are different ways to tackle the problem of NE
matching: the first and certainly most reliable one consists
in studying the specific features of the data, and then use
any available tool to design a specialized method for the
matching task. This approach will generally take advan-
tage of language-specific (e.g. in (Freeman et al., 2006))
and domain-specific knowledge, of any external possible
resources (e.g. names dictionaries, etc.), and of any infor-
mation about the entities to process (especially their type:
for example, there are differences between person names
and organizations). In such an in-depth approach, human
expertise is required in numerous ways.
The second approach is therobustone: we propose here to
try to match any kind of NE, extracted from “real world”
(potentially quite noisy) sources, without any kind of prior
knowledge1. One looks for coreferent NE, whatever their
type, source, language2 or quality3. Such robust similar-

1In this kind of knowledge are included the need for hand-
tuning parameters or defining language-specific heuristics.

2Actually we have only studied English and French (our ap-
proach is neither “multilingual”, in the sense that it is notspecific
to multingual documents).

3In particular, this task clearly depends on the NE recognition
step, which may introduce errors.

ity methods may be useful for a lot of generic tasks, in
which maximum accuracy is not the main criterion, or sim-
ply where the required resources are not available.
The orthographic similarity between strings is usually eval-
uated through some sort of string similarity measure. The
literature on string comparison metrics is abundant, con-
taining both general techniques and more linguistically mo-
tivated measures, see e.g. (Cohen et al., 2003) for a review.
From a bird’s eye view, these measures can be roughly
sorted in two classes4:

• “Sequential character-based methods”, which look for
identical characters in similar positions. The most
well known is certainly the Levenshtein edit distance,
for which there exists a lot of variants/improvements
and efficient algorithms (Navarro, 2001); the Jaro dis-
tance is also commonly used in record linkage prob-
lems (Winkler, 1999).

• “Bag-of-words methods”, which are based on the
number of common words between two strings, irre-
spective of their position. In this category fall very
simple measures like the Jaccard similarity or overlap
coefficient, or more elaborated ones like the Cosine
similarity applied to TF-IDF weights. A related fam-
ily of measures applies the same kinds of computation
to “bag of (characters) n-grams” representation.

The application of these measures is relatively well docu-
mented in the database literature (see e.g. (Winkler, 1999));
however, when dealing with named entities found in text
collections, it is less clear which measure(s) should be
considered (see however (Freeman et al., 2006; Pouliquen
et al., 2006)). Furthermore, most work on named entity
matching has focused on morphological (formal) similar-
ity. Yet, a major difference between the record linkage
application and text applications is the availability of in-
formation regarding the context of occurrences of entities.
We expect that this extra-informationcould help solve cases
that are difficult for the morphological similarity measures;
a similar idea has already been used for disambiguating

4We omit measures based on phonetic similarity such as
Soundex, because they are language-specific and/or type-specific
(person names), and do not fit for text collections.



homonyms (Pedersen et al., 2005; Pedersen and Kulkarni,
2007).

Our long-term goal is to build a system for automatically
detecting coreferent entities using multiple string compar-
ison measures, through machine learning techniques to se-
lect an optimal combinations of measures. This approach
however presupposes the availability of hand-labeled data,
stipulating which pairs of entities are positive (coreferent),
and which are negative (non-coreferent). Such data is re-
quired (i) to provide an objective criterion for selecting the
best combination, and (ii) to evaluate the performance of
the whole system.

As a first step in that direction, we thus present and dis-
cuss in this paper a methodology for building, in a semi-
automatic manner, such a hand-labeled data. This method-
ology assumes that the only source of information comes
from the corpus: in particular, we will not use any gazetteer.
We will also assume that the preliminary text processing
tasks have been performed, including named entity recog-
nition, providing us with the locations of these entities in
the documents. Finally, we assume that computation time
is not restricted, and that it is possible to compute all the
possible pairwise comparisons. This assumption is clearly
unrealistic for very large data collections and in that case,
one should resort to the use ofblocking5 techniques. How-
ever, in the context of the small corpora we have consid-
ered, such computation is indeed feasible, and enables us
to study matching results independent from the bias that
this filtering step may introduce.

When building a gold standard for referent named enti-
ties, two simple minded ideas should be immediately disre-
garded: (i) labeling all the existing pairs is clearly beyond
reach, for this would require to examinen2 pairs of entities,
wheren typically ranges in the thousands; (ii) performing
a random sampling in the set of pairs would also be of little
help: a randomly chosen pair of entities is almost always
negative. In order to recover as many positive pairs as pos-
sible, we adopted the following methodology: first, a bat-
tery of similarity measure was computed for all the pairs
of entities; the topn matches for all measure were then ex-
amined and manually labeled. This allowed us to system-
atically compare the matches provided by each (type of)
measure. This approach was successively applied on two
different corpora: based on the outcome of our first exper-
iment, we had to somewhat refine the labeling guidelines,
and extend the automatic labeling tools.

This paper is organized as follows: in Section 2., we intro-
duce the corpora, tools and guidelines that have been used
to produce a golden set of matched entities. In Section 3.,
we provide and discuss the results of these experiments, be-
fore concluding in Section 4..

5In brief, blocking consists in clustering in a first step the
whole set of entities, in such a way that potentially coreferent en-
tities belong to the same cluster and that the number of entities in
each cluster is minimal. This step is intended to avoid the global
quadratic comparison over the whole set of pairs, needed other-
wise. The question of blocking is itself very important in record
matching problems (Bilenko et al., 2006).

2. Data, approach and experiments
2.1. Input data
The first corpus we used, called “Iran nuclear threat” (INT
in short), is in English and was extracted from the NTI (Nu-
clear Threat Initiative) web site6, which collects all pub-
lic data related to nuclear threat. It mainly contains news,
press articles and official reports obtained from various (in-
ternational) sources. This corpus, limited to the 1991-2006
years, is 236,000 words long (1.6 Mio). It was chosen be-
cause

• it contains informations from various sources, a diver-
sity that guarantees the existence of orthographic vari-
ations in named entities,

• it focuses on Iran and is thus bound to contain many
transliterated names (from Persian or Arabic)

This data is slightly noisy, due to the variety of sources
and/or extraction errors. We used GATE7 as the named en-
tities recognizer. Recognition errors are mainly truncated
entities, over-tagged entities, and common nouns beginning
with a capital letter. We restricted the set of entities onlyto
those belonging to one of the three categories: locations,
organizations and persons (as recognized by GATE). We
obtained this way a set of 35,000 (occurrences of) entities.
We finally decided to work only on the set of entities ap-
pearing at least twice, resulting in a set of 1,588 distinct
entities accounting altogether for 33,147 occurrences.
Our second corpus, called “French speaking medias” (FSM
in short), is a 856,000 words long corpus, extracted from
a regular crawling of a set of French-speaking newspapers
web sites during a short time-frame (in July 2007). The
web sites were chosen based on the following criteria: ge-
ographic diversity, large volume of content, ease of access.
Once again, we made sure to include a large number of web
sites from North Africa, a potential source of transliterated
Arabic names.
The extraction was performed by Pertimm8. The tagging
of named entities in the corpus was then performed by
Arisem9, recognizing a total of 34,000 occurrences of enti-
ties recognized as locations, persons or organizations. Once
again, the recognition step is noisy, but significantly lessso
than with the English corpus: less truncated or over-tagged
entities, but slightly more false entities (mainly common
nouns; the latter is easier to deal with than the former: for
evaluation purposes, false entities have simply to be dis-
carded). In the following, we will only work on the set
of entities appearing at least twice, which yielded a unique
set of 2,533 “real” entities, corresponding to 23,725 occur-
rences.

2.2. Methodology
Our string matching system is intended to test, evaluate,
and compare as much as possible all available similar-
ity measures. Overall, we experimented with 48 differ-
ent measures, 20 of which where imported from existing

6http://www.nti.org
7http://gate.ac.uk
8http://www.pertimm.com
9http://www.arisem.com



open source packages: SimMetrics10 by S. Chapman and
SecondString11 by W. Cohen, P. Ravikumar and S. Fien-
berg. Following (Christen, 2006), (Cohen et al., 2003),
(Bilenko et al., 2003), we mainly considered the following
measures12:

• Sequential character-based:Levenshtein, Jaro, Jaro-
Winkler, Needleman-Wunch, Smith-Waterman and
variants.

• Bag of words:Cosine, Jaccard, Overlap (simply using
the number of common words between two strings),
cosine with TF-IDF weighted vectors of words.

• N-grams-characters based (forn=1,2,3): Jaccard-
type, cosine with TF-IDF weighted vectors of n-
grams.

• Combinations of measures:Monge-Elkan, Soft-
TFIDF (proposed in (Cohen et al., 2003)).

• Context based:this measure correspond to the Cosine
of the TF-IDF vectors representing the context of two
entities; context vectors contain all the occurrences of
the words occurring within a fixed distance of each
entity.

Given an annotated corpus, our system performs the fol-
lowing computations:

1. Read the NE data and the reference dataset (whenever
available), select a subset of entities to process.

2. Compute the whole matrix of measures for all (se-
lected) entities and measures13: each measure is ap-
plied to every pair of entities yieldingn × (n − 1)/2
scores.

3. Manually tag top ranking pairs as positive or negative
(optional).

4. For each measure, compute thek best pairs (for a
predefined value ofk). For several predefined val-
uesm ≤ k, it is then possible to evaluate the indi-
vidual performance of each similarity measure, using
the traditional precision/recall/f-measure metrics. Ad-
ditionally, it is possible to assess how each measure
behaves with respect to parameters like length, num-
ber of words or frequence.

5. For every pair of measures, we finally compute the
correlation coefficient and the number of common
[positively labeled] pairs in them best scores.

10http://www.dcs.shef.ac.uk/ ˜ sam/
simmetrics.html

11http://secondstring.sourceforge.net
12A detailed description of these measures may be found on

S. Champan’s web page:http://www.dcs.shef.ac.uk/

˜ sam/simmetrics.html .
13We do not distinguish entities by type (persons, locations,or-

ganizations), because type errors are rather frequent in both cor-
pus, therefore comparing only entities having the same typewould
miss some positive pairs (for example, in our datasets different
occurrences of the same NE are sometimes labeled with different
types).

2.3. Semi-automatic labeling
As explained above, it would be very costly to manually la-
bel as match (positive) or non-match (negative) the whole
set containingn× (n− 1)/2 pairs, for the observed values
of n. A standard solution would be to label only a ran-
domly chosen subset of pairs: in the special case of this
task, this approach is ineffective, because of the dispropor-
tion between the number of positive and negative pairs. In
fact our datasets only contain only respectively 0.06% (for
INT) and 0.02% (for FSM) positive pairs. This is why we
tried to find all the positive pairs, assuming that the remain-
ing lot are negative. Practically, the labeling step was based
only on the best pairs as identified by our set of measures.
This is clearly a methodological bias (very roughly, mea-
sures are evaluated on the basis of their own predictions),
but we hope to have kept the effects of this bias as low as
possible. This is because the measures we used are quite di-
verse and do not assign good scores to the same pairs; there-
fore, for each measure, we expect that the potential misses
(false negatives) will be matched by some other measure,
thus allowing a fair evaluation of its performance. Basi-
cally this approach is close to the TREC pooling evaluation
method (see e.g. (Voorhees and Harman, 1998)): the bat-
tery of measures acts as the different participating systems.
Evaluation issues are further discussed in Section 3.2..

2.3.1. Labeling the INT
For the INT corpus, the labeling is based solely on the best
pairs retrieved by the different measures. For each measure,
our system provides the sorted set of thek best pairs, which
were then proposed for human labeling in decreasing order.
A minimal number of pairs is labeled for each measure (ap-
proximatly 1000), in order not to unbalance results between
measures.
The guidelines we used for labeling this corpus are the fol-
lowing:

• positive pairs:two entities are considered matching if
there is a “quite obvious” coreference link. Corefer-
ence is here interpreted in a rather loose sense:

– if one of the entities is not correctly tagged (small
truncation or containing too many words), they
may be labeled positive provided they are clearly
recognizable. Example: “Bushehr Nuclear
Plant”, “Completing Bushehr Nuclear Plant”

– in some slightly ambiguous cases, two entities
are considered matching if the coreference link
is highly probable. For example,“US Senate for-
eign relation commission”, “Senate foreign re-
lation commission”is a positive pair because the
corpus never talks about the“Senate foreign rela-
tion commission”of another country, even if such
another commission may actually exist. Also,
some cases of metonymy are considered posi-
tive, although this choice is certainly question-
able: for instance, “Europe” and “Western Eu-
rope” are considered matching.

• negative pairs:two real (well formed) entities are la-
beled negative only if there is no doubt about their
non-coreference.



• “don’t know” 14 pairs: all other cases, including:

– at least one entity is incomplete, not recognizable
or ill-formed,

– the coreference link is doubtful (potential
homonymy, lack of knowledge/information from
the corpus), semantic ambiguity (e.g.“Foreign
Ministry”, “Russian Foreign Ministry”).

The choice of a relatively loose definition for positive pairs
was guided by the concern to label a maximum amount of
positive data. The manual labeling eventually yielded 805
positive pairs, 1,877 negative pairs and 3,836 “don’t know”
pairs.

2.3.2. Labeling the FSM
For the French corpus, labeling was more elaborated: we
used then best pairs from each measure, but also added
two new methods. The first one consists in trusting transi-
tivity relationships: if entitiesA andB match and entities
B andC match, then entitiesA andC match15. The second
one, which is more time-consuming, is a new pass over the
whole set of entities. For each entitye, then closest enti-
tiese′ according tom “good” measures were also proposed
for a human annotator16. This provides a different (comple-
mentary) viewpoint than processing the globaln best pairs:
this way, some pairs that could not obtain a top ranking
score (this is typically the case of short entities, which are
systematically over-ranked by longest ones) have a chance
to be matched. The guidelines used for labeling have also
been improved, based on the experience gained on the first
one:

• positive pairs:strict coreference, at least in the corpus.
The main objective is to preserve transitivity, thus it
is not possible to consider “approximative coreference
matching”.

• negative pairs:strict non-coreference.

• uncertain pairs:this class consists is all pairs that are
rejected from the positive ones but nonetheless present
an important link. Some examples are:“ONU”
(UN) and “Conseil de śecurit́e” (Security Council),
“Russie” (Russia)and “Gouvernement russe” (Rus-
sian Government).

• eliminated entities:all others, which consist mostly in
ill-formed entitites, but also a few special ambiguous
cases.

Compared with the first corpus, more time has been spent
looking for possible matches in the set of entities. For ex-
ample, a lot of acronyms were manually matched against
their development17 and several special cases like“Quai

14This category is distinct from the (really) unlabeled pairs, be-
cause it does not contain any positive or negative pair.

15Similarly, if A andB match butA andC do not, thenB and
C do not match.

16In practice, we usedn = 3 andm = 4.
17Although this kind of match is out of the scope of textual

similarity measures, so we do not expect to catch them.

d’Orsay” and “Ministère des affaireśetrang̀eres”18 were
also addressed. Finally, the use of a supplementary pro-
cessing pass allowed to label a handful of additional pos-
itive pairs (approximately a dozen among around 30,000).
For all these reasons, we think that the probability for a pos-
itive pair not to be labeled is very low. We finally labeled
741 positive pairs, 32,348 negative pairs and 419 uncertain
pairs. 745 entities were discarded as ill formed in the pro-
cess.

3. Experiments and discussions
Performances are evaluated under the following hypothe-
ses, in agreement with our manual labeling procedure (see
above): any unlabeled pair is considered as a negative one,
and any pair marked as “don’t know” (or uncertain) is sim-
ply ignored.

3.1. Main observations
Overall, all measures proved to behave similarly on both
corpora. Differences are nonetheless observed between
the achieved performance, which are significantly worst in
the case of French-speaking medias corpus. As explained
above (see parts 2.3.), this is mainly due to the fact that our
labeling guidelines were more strict with this second cor-
pus.
Measures that seem to perform best are “bag of words”
measures, which compute a score given the number of
common (identical) words between the two strings. As
expected, taking into account the IDF (Inverse Document
Frequency) gives slightly better results, that is why Co-
sine computed over TF-IDF weighted vectors (of words)
is globally the best mesure. This seems to indicate there
is a pay-off in working directly with words (as opposed
to characters, n-grams characters and/or positional parame-
ters) when comparing named entities. It is indeed true that
most named entities of interest, be they person or organi-
zation names, tend to correspond to morphologically com-
plex units (title/function+first name+last name for persons,
nominal groups for organizations). Yet, this result is not
entirely expected, as the Cosine distance between entities
is very sensitive to small orthographic differences.
In fact, it appears that in the subset of the more easily
matched pairs (pairs that appear very often as one of the
best scores with any measure), sequential character-based
methods perform better. This subset mostly contains pairs
of long strings that only differ by one or two characters.
Therefore, these pairs will eventually be also matched by
word-based methods, as they also contain more words than
the average (they are long), and several of which are in-
deed identical. These pairs will thus be matched by any
measure. The main problem with character-based methods
is that they have a hard time sorting out the more difficult
cases.
By contrast, characters n-grams measures, particularly for
n=2,3, achieve an overall better level of performance. An
examination the best ranking pairs for these measures re-
veals that they combine features from bag of words and

18“Quai d’Orsay” is the address where the French Ministry of
Foreign Affairs is located, and is very often used as a metonym
for the Ministry.



Table 1: Positive pairs by frequence

INT FSM

frequence≥ 2 805 741
frequence≥ 3 386 421
frequence≥ 5 202 212
frequence≥ 10 64 72

sequential character based methods: they catch minor dif-
ferences more easily than bag of words measures, but have
two drawbacks: firstly, as the other ones, they favour long
strings (because probability to find common n-grams is
higher). Secondly, they are sometimes “confused” by long
strings containing similar n-grams in a different order, thus
bringing a bit more false positive than bag of words mea-
sures.
Finally, the context-based measure is a very poor individual
measure. As expected, good scores are obtained for entities
which have an important semantic link. But this is not pre-
cise enough to match coreferent entities: typically, an or-
ganization may be matched with the person who is its main
representative. A lot of other false positives are found, such
as“Israel” and“Palestine”. However, the rare true posi-
tive found are interesting, because some of them could not
be found by any textual measure (like acronyms and their
development). This is why we plan to use the context mea-
sure in conjunction with other measures, hoping that in this
case, it will prove more useful than used in isolation.
Overall, all the (good) measures tested tend to favour long
strings: the average lengths in our corpora are respectively
about 13 and 11 characters long (1.9 and 1.8 words long),
whereas the average length among 500 best scores for all
measures is respectively 15.4 and 13.1 characters long (2.1
words long for both). We also note that the average fre-
quency of high ranking pairs is very high compared to the
global average frequency. This may be due to the fact that
very frequent entities are more likely to appear with vari-
ations (observing matched pairs corroborates this hypothe-
sis).
In our corpora, the most frequent sources of variation can
be roughly classified as follows:

• Small typographical differences about spaces, diacritic
signs, upper case letters. For example, in the FSM cor-
pus“Al Qa ı̈da” appears under 7 variations (withi or ı̈,
with or without the hyphen, with or without uppercase
A). These variations are easily captured by sequential
character based or n-grams based methods.

• Omissions are very frequent in organization names, as
in “United States” and “United States of America”,
or in “Conseil de Śecurit́e [ de l’ONU / des Nations
Unies ]” ([UN / United Nations ] Security Council),
where a PP modifier is omitted. Bag of words methods
generally perform well on this kinds of pairs.

• Person names with or without the first name are also
very frequent.

Figure 1: Precision (FSM)
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Figure 2: Recall (FSM)
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• Geographical orthographic variations may be more
or less complex to identify, ranging from the simple
pair“Darfur” and“Darfour” to the more challenging
pair “parc national d El Kala” / “parc naturel de la
Calle” .

Overall, all these variations are well taken care of, at least
by one family of measures. More difficult cases occur when
several sources of variations are combined, e.g. a change
in a person name accompanied by the deletion of the first
name as for the pair“Lugovoı̈” / “Andreı̈ Lougovöı” .
Unsurprisingly, false positive pairs are entites that are or-
thographically similar but do not match, like“ministère
chinois des Affaireśetrang̀eres” and“Minist ère russe des
affairesétrang̀eres” (Chinese/Russian Ministry of Foreign
Affairs) or “South Africa” and“South America”.

3.2. Discussion

The main pitfall in evaluating entities matching techniques
in this framework is the disproportion between positive and
negative data, together with the fact that it is (almost) im-



possible to label the whole data. As described in part
2.3., the method used to catch positive pairs depends on
measures themselves. This means that there might remain
some unlabeled positive pairs, which are wrongly counted
as negative ones in the evaluation. This does not affect the
computed precision, since enough pairs have been labeled
among good scores for each measure. But recall should
be interpreted with this potential bias in mind, since it de-
pends on the number of false negative which may be under-
estimated.
We have tried to quantify this effect by manually search-
ing the 2,533 unique entities in FSM for unlabeled positive
pairs. As expected most of those found did not present
textual similarity (otherwise they would eventually have
been detected by similarity measures). Most of them were
acronyms, but some other examples are also worth men-
tioning: “M. Ban” and “Ban Ki Moon” , “a éroport Con-
gonhas” and aéroport international de Sao Paolo”(Sao
Paulo International Airport), “USA” and “ États-Unis”
(United States). Under the hypothesis that we did not for-
get any pair, we can roughly express the probability that a
positive pair remains undetected by our procedures is about
5%. A last note is in order: in all our experiments, we only
considered those words that actually occurred at least twice:
orthographic variations due to typos, which typically occur
only once, are probably underestimated.
One of the questions we studied carefully concerns the
length of entities. All (good) measures favour long strings,
therefore it is possible that some pairs of short entities
are missed. We have looked for best scores among short
strings, in particular by filtering only entities containing
only one or two words. We also studied how the distri-
bution of the length of strings behaves with respect to the
scores for several measures. Although this can not replace
a systematic labeling, our observations suggest that there
are simply less matching pairs with short entities, because
possible textual variations are naturally proportional tothe
string length.
Finally, the case of uncertain pairs is also worth discussing.
In our experiments, these were simply ignored; a fairer
evaluation of name entity match should take them un-
der consideration, using an intermediate status between
positive and negative. For example, the pair“ministère
des Affaireśetrang̀eres”, “ministère français des Affaires
étrang̀eres” (“Ministry of foreign affairs”, “French Min-
istry of foreign affairs”) is uncertain, although most oc-
currences of the general form concern the French Ministry.
This question is related to another one: what is the limit for
a pair to match ? Even if all occurrences of“Ministry of for-
eign affairs” in the corpus refer to the French one, should
one consider this pair as a match or consider the question
in a more general context: the latter viewpoint has the ad-
vantage to permit to accumulate knowledge (e.g. for large
dynamic databases), contrary to the former.

4. Conclusion and future work
In this paper, we have proposed a methodology for semi-
automatically labeling data in a NE matching problem, and
studied the problems that arise from this methodology. We
have shown that this task, which consists in finding coref-

erent entities extracted from corpus, presents the following
peculiarities:

• very small set of positive pairs compared to the whole
set of possible pairs (0.02% and 0.06% in our cor-
pora). This problem makes it hard to obtain a suffi-
cient amount of labeled data, thus introducing poten-
tial evaluation issues.

• some string similarity measures perform well, but no
unique (existing) measure seems able to capture the
variety of observed phenomena. Taking only one in-
dividual measure to compare entities requires either to
make a compromise between precision and recall per-
formance or to rely to a post-processing human vali-
dation step (as used in a lot of real systems, such as
(Pouliquen et al., 2006)).

As a side note, it is worth mentioning that most sources of
variations are captured by at least one family of measures.
In the future, we therefore plan to investigate methods for
combining several measures, in order to improve the overall
matching performances. There are different ways to do so:
the first one is to use supervised learning techniques, using
the now available sets of labeled data. One may also try to
build new measures that would be more suited to the NE
matching problem, since most existing measures are sim-
ply string similarity measures. In particular, it seems es-
pecially relevant to investigate unsupervised learning, or at
leat semi-supervised learning techniques (for example, ask-
ing user to label only a limited number of chosen pairs).
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